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Abstract

Background:  Recent psychological and technological advances suggest that active learning may enhance understanding and retention of statistical principles.  A randomized trial was designed to evaluate the addition of innovative instructional methods within didactic biostatistics courses for public health professionals.
Aims:  The primary objectives were to evaluate and compare the addition of two active learning methods (cooperative and internet) on students’ performance; assess their impact on performance after adjusting for differences in students’ learning style; and examine the influence of learning style on trial participation.
Methods:  Consenting students enrolled in a graduate introductory biostatistics course were randomized to cooperative learning, internet learning, or control after completing a pretest survey.  The cooperative learning group participated in eight small group active learning sessions on key statistical concepts, while the internet learning group accessed interactive mini-applications on the same concepts.  Controls received no intervention.  Students completed evaluations after each session and a post-test survey.  Study outcome was performance quantified by examination scores.  Intervention effects were analyzed by generalized linear models using intent-to-treat analysis and marginal structural models accounting for reported participation.

Results:  Of 376 enrolled students, 265 (70%) consented to randomization; 69, 100, and 96 students were randomized to the cooperative, internet, and control groups, respectively.  Intent-to-treat analysis showed no differences between study groups; however, 51% of students in the intervention groups had dropped out after the second session.  After accounting for reported participation, expected examination scores were 2.6 points higher (of 100 points) after completing one cooperative learning session (95% CI: 0.3, 4.9) and 2.4 points higher after one internet learning session (95% CI: 0.0, 4.7), versus nonparticipants or controls, adjusting for other performance predictors.  Students who preferred learning by reflective observation and active experimentation experienced improved performance through internet learning (5.9 points, 95% CI: 1.2, 10.6) and cooperative learning (2.9 points, 95% CI: 0.6, 5.2), respectively.  Learning style did not influence study participation.    

Conclusions:  No performance differences by group were observed by intent-to-treat analysis.  Participation in active learning appears to improve student performance in an introductory biostatistics course and provides opportunities for enhancing understanding beyond that attained in traditional didactic classrooms.      

Readers:  Dr. Marie Diener-West (advisor), Dr. Ronald Brookmeyer , Dr. Barbara Curbow, Dr. Sukon Kanchanaraksa
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CHAPTER 1: Introduction

1.1. Rationale for the Research Study

The discipline of Biostatistics provides quantitative tools for public health researchers and practitioners.  Advancing the public’s health through new programs, studies, or initiatives requires evaluation of evidence or data.  Appropriate collection, analysis, and interpretation of data are critical in the problem-solving paradigm of public health.  Accordingly, students pursuing graduate degrees in public health must become familiar with key concepts in statistical reasoning and knowledge of the appropriate use and interpretation of classical biostatistical methods such as estimation, hypothesis testing, and multivariable analysis.  In particular, the widespread availability and accessibility of statistical computing has increased the potential for public health professionals to confront statistical analyses in published reports, perform their own data analyses, or collaborate with research teams.  

Because of their quantitative nature, courses covering biostatistical concepts and methods are sometimes challenging for students from other fields of study.  However, appropriate understanding and use of statistical techniques by students in their subsequent careers may directly affect their contributions as public health researchers and practitioners.  A variety of reasons have been proposed to explain why students of varying backgrounds may have difficulty developing introductory biostatistical skills and competencies.  Such students frequently harbor long-held anxiety regarding mathematical courses and traditional didactic teaching methods may not allow them to sufficiently overcome such fears (Bradstreet, 1996).  Furthermore, students bring a variety of innate learning styles, some of which may be less advantageous for learning in a lecture- or reading-based environment (Fleming, 1995).  In addition to these barriers, students are often enrolled in multiple courses at once or working in addition to taking courses, leading to a stressful background environment (Simpson, 1995).  Finally, courses in introductory statistics draw such a variety of students from diverse backgrounds and with different prior knowledge and innate skills that it can be exceedingly challenging for instructors to simultaneously tailor didactic course material to meet all of their needs (Simpson, 1995).  Some students may enter the course with prior knowledge of at least some of the course material, while others have neither previous experience with the material nor absolute mastery of the mathematical skills needed for success (Bradstreet, 1996).  This heterogeneity may provide obstacles in the collective learning process.

Recent advances in educational psychology and computer technology suggest possible ways to dramatically improve students’ conceptual understanding of key biostatistical concepts.  New instructional methods may enhance statistical education and students’ learning of biostatistical concepts.  One way to tailor statistical education is to include active learning methodology.  “Active learning” refers to engaging a student in an activity, as compared to a lecture format or textbook which solely provides the student with information.  The primary goal of active learning is to allow students to identify and address their own individual prior misconceptions in an interactive setting (Garfield, 1995b).  A review of the literature in statistical education reveals that students may learn more readily when material is presented through student interaction or activities, as compared to the traditional passive lecturing style (Bradstreet, 1996; Garfield, 1995a; Garfield, 1995b; Lovett et al., 2000; Moore, 1997). Ideally, this direct interplay forces students to overturn misconceptions, fears, or learning difficulties which hamper their ability to develop correct statistical intuition (Garfield, 1995a; Garfield, 1995b; Lovett et al., 2000).  Including such methodologies in the learning process might help improve students’ understanding of statistical concepts.  Active learning may be particularly beneficial to students whose learning styles make it difficult for them to integrate knowledge from didactic lectures or textbooks.  Furthermore, by establishing a “hands-on” environment, active learning may help alleviate difficulties fostered by math anxiety. 

Active learning can be facilitated in a number of ways.  “Cooperative learning” is accomplished when students work together in a structured activity in small groups to gain conceptual understanding (Garfield, 1993).  This can be done during, after, or instead of a traditional lecture.  One way to do this is to reinforce concepts and techniques introduced in a didactic lecture by subsequent small group activities facilitated by a teaching assistant.  By working together, students not only engage in active learning, but derive benefits from their combined knowledge base.

Although the majority of attempts to implement active learning within statistical classrooms have used a cooperative learning approach (Gnanadesikan et al, 1997; Kvam, 2000; Magel, 1998), this may be difficult to accomplish with a large number of students.  Creating an interface with active learning using currently available internet technology may provide an alternative approach for improving student understanding within a large class with a didactic course format. Recent software advances provide a new way for instructors to incorporate active learning into more traditional classes.  JAVA applets (mini-applications) provide a venue for students to independently examine statistical phenomena within a controlled internet-based environment.  The interactive nature of the applets allows active learning to take place on the computer, i.e., “internet learning.”

Previous studies have described the use of cooperative learning (Gnanadesikan et al, 1997; Kvam, 2000; Magel, 1998; Shaughnessy, 1977), but very few studies have compared cooperative learning with the more traditional didactic or lecture-based style.  This research study focuses on the implementation and evaluation of the addition of innovative instructional methods to an existing didactic course sequence in introductory biostatistics for non-statisticians.  The present study was designed to evaluate cooperative learning and internet learning within a randomized setting, and to compare the relative merits of cooperative and internet learning to each other and to a control group.  The results of this research study will be used to provide guidelines and useful information for the development and modification of introductory courses in Biostatistics.

1.2. Aims of the Study

This study was designed to address the following questions regarding methods of instruction and student learning in statistical education:

1. Does the addition of active learning methods to a didactic introductory biostatistics course improve students’ performance?

a. Does the addition of interactive small group (cooperative learning) sessions improve students’ performance?

b. Does the addition of short internet applications (internet learning) improve students’ performance?

c. Is there a difference in students’ performance via cooperative learning versus internet learning?

2. Is there a difference in students’ performance via cooperative learning versus internet learning after adjusting for learning style?

3. Does learning style differentially influence participation in the intervention groups?

These aims were investigated through a randomized trial conducted among consenting students enrolled in an introductory biostatistics course.

1.3. Overview of the Study

Subjects in this research study were primarily masters and doctoral students in a school of public health seeking degrees in disciplines other than biostatistics.  The biostatistics course sequence in which they were enrolled covered introductory material ranging from descriptive statistics, probability and probability distributions to inferential statistical methods such as estimation and hypothesis testing, including t-tests, analysis of variance, and simple linear regression.  Required course components integrated didactic lectures, guided laboratory exercises, problem sets, quizzes and examinations.  

Students choosing to participate in the study were randomized to one of three groups; cooperative learning, internet learning, or control.  Those in the control group only participated in the regular components of the course.  The cooperative learning and internet learning methodologies, however, provided students access to two different facets of active learning.  Those in the cooperative learning group participated in small group activities targeted at specific statistical concepts.  Students randomized to the internet learning group were simultaneously given access to websites containing a variety of small applications that allowed them to individually visualize and experiment with statistical concepts.  All three groups were asked to complete a series of short online evaluation problems after each intervention session.  Students’ examination scores were compared, as well as differences in skills, knowledge or attitudes between pre- and post-study surveys.  Since the intervention was not a required component of the course, it was anticipated that some students would cease participating.  Dropout from the intervention thus provided another outcome of interest, since the inclination to participate in either intervention may be associated with students’ learning style.  

1.4. Methodological Challenges

Outcome assessment in this trial compared students’ performance based on responses and scores on course quizzes, examinations, and session-specific online evaluation problems.  Intent-to-treat analyses were performed initially.  However, the statistical analysis of outcomes from this research study was methodologically complex, as a result of missing data due to varied student participation over time in the intervention groups and completion of the online evaluation problems.  These intervening events are both outcome predictors and links in the causal pathway between intervention and performance.  As an alternative, statistical methods using marginal structural models were applied to appropriately address these complexities.  

Literature Review

1.5. Overview

Both the rationale and the design of this study are based on a thorough review of the literature on statistical education.  There is a paucity of published data regarding a systematic assessment of the effects of active learning methodology in the context of a randomized trial.  Previous researchers have been precluded from testing these techniques due to either their desire to provide an equal learning environments for all students or the requirements for large sample sizes for such investigations.  As a result, some studies have described the use and benefits of active learning methods, but very few offer comparison with traditional didactic methods within a randomized setting.  

This review of the literature on statistical education encompasses the topics of teaching methods, learning strategies and technologies.  The second section focuses on how best to teach statistics to nonstatisticians, techniques for assisting students with poor quantitative training and math anxiety, and methods for enhancing retention of concepts and skills.  The third section reviews the available literature on active learning strategies.  Cooperative learning methods and technology-enhanced learning methods are summarized in the fourth and fifth sections, respectively.  A review of the methods chosen to evaluate students’ learning styles is included in the sixth section.  The last section summarizes the statistical methodology of marginal structural models for adjusting estimated intervention effects in the presence of dropout or missed exposure.

1.6. Teaching Methods and Techniques

There is considerable published opinion regarding general teaching methods and techniques for introductory courses in statistics for nonstatisticians.  Recommendations include the incorporation of practical examples and a focus on the statistical reasoning skills most useful to students.  Many experts conclude that intricate notation and derivations reduce students’ understanding, and that these should be de-emphasized or removed from courses entirely (Simpson, 1995; Stuart, 1995; and Bradstreet, 1996).  Teaching introductory statistics courses to non-statisticians may prove challenging for a variety of reasons.  Like others, Simpson (1995) points out that instructors of introductory statistics courses “are required to teach something quite different from what they themselves have been taught.”  Thus she advocates avoiding a mathematical approach and focusing instead on practical examples.  When an equation must be included, she suggests first talking about the ultimate goal, discussing how it might be attained, and only then building the corresponding equation, while showing how each part corresponds to the discussion.  

Stuart (1995) recommends ordering the presentation of course material to focus on statistical reasoning, as a way to better reach and train introductory-level statistics students.  Traditionally, “the order of presentation of the topics is determined by the mathematical requirements; the necessary mathematics must be in place before any real applications can be discussed.”  By contrast, Stuart supports a problem-solving paradigm for approaching statistics, consisting of:

· problem formulation

· statistical design

· data collection

· data analysis

· interpretation

· implementation

One advantage is that this provides “a concrete context for statistical issues and sets up substantive questions whose answers require data and statistical analysis.”  

Bradstreet (1996) concurs that statistical reasoning must be completely understood before statistical methods are introduced.  He suggests that teachers “must consciously minimize the use of complex formulas and mathematical notation.”  When notation is used, it should be preceded by a graphical or situational motivation.  Like Stuart, Bradstreet emphasizes the value of real data and graphics.  “Graphics form a bridge of communication between teacher and student, pictorially describing abstract statistical concepts.”  Furthermore, statistical notation should be presented in the definitional form, rather than in the computational form.  Bradstreet also acknowledges the impact of statistical and mathematical anxiety on a student’s ability to cope with a course.  The teacher can greatly alleviate this anxiety by checking up on the student, both before and during the course.  

Bradstreet describes a dynamic approach to “intimate teaching.”  When the instructor assesses real data for the first time before the class, she or he is likely to make mistakes.  Not only do the students learn from these mistakes as they would from their own, but the personal impact draws the class together.  Students can also learn from examples with solved problems.  He describes a series of workshops and demonstration-based courses that incorporate this intimate teaching style (Bradstreet, 1996).

Sowey (1995) emphasizes that students may not retain facts, but they frequently recall the structure of the subject and its utility or worthwhileness if these are taught appropriately.  The structure incorporates patterns connecting similar aspects of the subject.  He stresses that three types of coherence are important for retention of a subject’s structure.  Theme coherence is the logic by which one area or concept flows into another.  Pattern coherence involves drawing similarities or patterns between different methods.  Knowledge coherence integrates statistics with the bulk of human understanding.  Sowey points out that textbooks usually attempt to elucidate theme coherence, but that generally only advanced texts help students understand pattern coherence, and that knowledge coherence is usually excluded from texts.  He opines that these gaps must be filled by instructors, and suggests that teachers instill their lectures with a sense of perspective on how the course components contribute to common overarching themes.  

Sowey also describes “worthwhileness,” a sense of the importance and excitement for a subject conveyed by the teacher.  The teacher’s enthusiasm is critical for the sense of worthwhileness to be conveyed to the student.  Guiding students to an unexpected discovery can also invoke their interest.  Sowey points out that it is not necessary to address each type of coherence and the attribute of worthwhileness in every class.  Depending on the level of the class, he suggests different approaches but concludes that including at least one method for infusing structure and worthwhileness is necessary for long-term retention.  He notes that no detailed studies have investigated this theme.  

1.7. Active Learning Strategies

The concept of active learning is not new in the field of statistical education and has been promoted previously by professors Joan Garfield and David Moore.  Garfield (1995a) asserts that “students tend to learn better if they engage and struggle with material, rather than having it delivered to them.”  Moore (1995c) contends that “traditional teaching appears to treat learning as transfer of information….  This assumes, often wrongly, that what the students take in is what the instructor thought she was putting out.”  By contrast, the new theory is that students “learn by constructing their own understanding through interpreting present experiences and integrating them with their existing understanding….  The teacher shapes an environment for learning through setting tasks, encouraging open discussion and group problem-solving….”

Garfield (1995a) also points out that incorporating these ideas results in a view of the teacher as primarily a “designer of activities” rather than the traditional role of a “giver of knowledge.”  Garfield (1995c) further explores the impact of the new teaching style on professors.  Creating activities and guiding discussion may require more effort than preparing a lecture, and the outcome is less certain.  The activity may not always go as smoothly as the professor intended, and s/he may feel that s/he has less control over the direction of the class.  However, Garfield opines that “these realities do not alter the fact, which I consider well-established, that lectures are relatively ineffective and that more active methods offer the hope of substantial improvement in learning.” (1995c)  

Moore (1997) develops the active learning theme, voicing that “the most effective learning takes place when content (what we want students to learn), pedagogy (what we do to help them learn) and technology reinforce each other.”  He points out that the proofs and derivations mastered by teachers of statistics when they themselves were students are not necessarily the best methods for teaching non-statisticians.  Instead, he idealizes a varied approach, incorporating exploratory and interactive work by the students, especially in a small group format.  An emphasis should be placed on data and concepts, with derivations kept to a minimum.  He cautions that this more interactive conceptual approach will require more time even as it promotes learning.  

Kvam (2000) suggests that active learning might not only help the student to engage concepts and learn material, but also potentially increase long-term retention.  To study this hypothesis, he compared the performance of students in two classrooms covering the same material.  One classroom used traditional methods and the other employed active learning methods.  However, classroom membership was not decided via randomization.  While Kvam’s results were not statistically significant, the data suggested higher retention among those in the active learning setting as compared to the traditional classroom.  

The implementation of active learning concepts can take place in a variety of ways.  One method is the small group cooperative learning method mentioned above.  However, this method may require additional preparatory time.  Some of the key elements of active learning, namely activities and tasks guiding the student to interact and experiment with statistical concepts, might also be accomplished via computer technology in a web-based environment.  While losing the advantages of small group process, a technology-enhanced method affords increased accessibility, flexibility of time and repeatability.  The following sections provide a description of two active learning methods: cooperative learning and technology-enhanced learning.

1.8. Cooperative Learning Methods

Early investigations of cooperative learning focused on mathematical rather than statistical courses or on courses designed for undergraduates rather than graduate students.  Garfield (1993) provides an excellent overview of these cooperative learning activities.  She also describes many of the ways in which cooperative learning activities are thought to aid understanding.  Some students “take on a ‘teaching’ role… [and] find that teaching someone else leads to their own improved understanding of the material.”  Also, the whole may be greater than the sum of its parts, that is, students may learn more by working together than they each do working independently.  Several different solutions are often reached, giving students multiple perspectives on the same ideas.  This is particularly helpful in statistics, where there are often many possible solutions to the same problem which may collectively illustrate relationships and connections between different concepts and methods.  Some students who have strong verbal learning styles may find improved understanding arising from the opportunity to discuss concepts.  Others who might be reluctant to speak up in a larger setting may feel more comfortable asking questions of a small group of peers.  Lastly, some students who might otherwise fail to finish working through examples may be encouraged by the group to feel more positive about persisting to complete problems than they would on their own.

Garfield also stresses that students take time to learn topics for which they anticipate being assessed (1995b).  In practice, she encourages the inclusion of cooperative assignments as part of required and graded coursework.  Garfield and Gal (1999) provide several guidelines for small-group activity; structured activities to work on open-ended problems, assignments for students to write about their results and describe problem-solving efforts, and immediate and helpful feedback from instructors.  

1.8.1. Examples of Cooperative Learning

A wide variety of projects and assignments for cooperative learning in statistics courses have been described previously and include work on open-ended questions, “invention” of different methods (Dietz, 1993), graded group projects (Ledolter, 1995), and design of experiments (Lawrance, 1996; Magel, 1998).  Several examples are discussed in the section below. 

One of the most comprehensive descriptions of cooperative learning activities can be found in the book Activity-Based Statistics by Scheaffer et al. (1996).   The authors highlight the strengths and weaknesses associated with such activities (Gnanadesikan et al., 1997).  Instructors who field-tested the activities found that inclusion of cooperative learning activities took additional time and thus required them to restructure their course material.  This problem increased with increasing numbers of students.  Some activities required variable time investment before students were able to accomplish the exercise.  On the other hand, students appeared to understand some concepts far better through active learning than from attending lecture.  In particular, the active collection and description of data “on the spot” helped provide a more realistic knowledge base than textbook examples.  Perhaps most importantly, students reported enjoying the activities.

1.8.2. Evaluations of Cooperative Learning

The active learning method implemented by Kvam (2000), discussed in the previous section, was primarily cooperative learning.  Kvam noted that developing and implementing cooperative learning activities required more instructor time than traditional teaching activities.  Kvam also discovered that a small number of highly talented students “became tired of group projects in which they felt their efforts were undermined by their less-talented workmates.”  However, he reported that those less-talented students derived great benefit from the cooperative learning activities, tended to perform better and exhibited fewer failing grades than such students in the traditional classroom.  As mentioned above, Kvam’s study was not randomized, and included 62 traditional students and 45 active learning students.  Although he rewarded students for participation, Kvam was not able to assess student retention of information eight months after the end of the course due to a sparse 38% response rate.

Keeler and Steinhorst (1995) also compared cooperative learning and traditional instruction styles by implementing cooperative learning activities in some sections of a large introductory statistics course.  Students worked in groups of four individuals.  In addition to the activities, group rewards were assigned for individual examination performances based on the following algorithm:

Each person received six bonus points if the quad had at least one person who scored in the 90’s and the quad average was in the 80’s; four bonus points were awarded if the quad had two members who scored in the 80’s and no one scored below 70; two bonus points were awarded if the quad average was in the 70’s.  (Keeler and Steinhorst, 1995)

This reward system, while an excellent incentive for group work, quite possibly influenced the results since it directly affected students’ grades.  Study outcomes were letter grade as well as withdrawal from the course.  Results were striking, with 36% of cooperative learning students receiving A’s, as compared to only 7% in the traditional group (n=86 and 76, respectively).  Furthermore only 14% of the cooperative learning group withdrew from the course, while 28% of the traditional students withdrew.  Since the sections were taught with different methods, exams were not identical.  They were, however, “similar in content and difficulty….”  The classes were described as being as comparable as possible, but it is not clear whether section assignment was random or chosen by the students.  Because of these potential flaws in study design, it is difficult to evaluate the results of this study.

Perhaps the best empirical study of cooperative learning to date was performed by Smith (1998), who employed a series of projects completed by small groups outside the classroom in lieu of other homework assignments in an introductory undergraduate statistics course.  He compared midterm and examination scores from students taking the last traditional course offered in the previous year to those of students taking the first course incorporating cooperative learning.  While randomization was not possible, Smith noted that he did not announce the change in the course structure and did not observe a systematic change in the numbers or characteristics of students enrolling in the course.  For students under the traditional format, the mean (standard deviation) of the midterm and final exams were 80.79 (16.00) and 80.27 (12.56) respectively.  For students using the cooperative learning projects, the average midterm and final examination scores increased to 92.13 (6.96) and 88.12 (8.28) respectively, even though the difficulty of this final examination was deliberately increased to afford a broader distribution of grades.  It should be noted that these results are based on a sample size of 30 students in the cooperative learning course.  The sample size of the traditional course is not provided but may be presumed to be comparable.  An example of a typical cooperative learning project is:

Go to a local grocery store and collect these data for at least 75 breakfast cereals: cereal name; grams of sugar per serving; and the shelf location (bottom, middle, or top).  Group the data by shelf location and use three boxplots to compare the sugar content by shelf location.  (Smith, 1998)

While the results of studies comparing cooperative learning to didactic methods strongly suggest that some students gain better understanding of statistical material through these techniques, conclusive findings are limited by the small sample sizes and potential flaws in study design.  

1.9. Technology-Enhanced Active Learning Methods

Less has been published about technologically enhanced active learning, since it makes use of recent technological advances and requires more resources than cooperative learning.  Available descriptions cover a broad range of methods and depths of assistance offered to students.  Moore (1995 and 1997) and Velleman (1996) have provided suggestions for using technology to intensify the learning process.  Moore et al (1995c) discuss the future impact of technology on statistical education and the potential for delivering information to large groups with minimal faculty maintenance.  This provides the possibility of lowering the cost per student of higher education; however, the ultimate result may be detrimental if it is viewed as replacing the more interactive small group classroom.  

Moore also discusses what he calls the Content-Pedagogy-Technology triad (1997).  He suggests that technology should be used to automate graphics and calculations, allowing students to focus instead on visualization and problem solving.  He supports multimedia as a way of providing the opportunity for active learning as an alternative to proof-based learning.  Increasing technological automation and simulation will let students focus on the concepts involved.  As an example, Moore points out that “the central limit theorem, always a fact we could not prove to beginners, is both more comprehensive and more convincing when we actually see it at work via simulation and graphics.”  While supporting interactive graphical interface, he dismisses video-based technology and computer-based text because of its passive-viewing nature.  He suggests that students should be encouraged to use software to “explore, visualize, and interact with” the data.  With such tools 

… the learner controls the pace and launches each succeeding activity.  She can manipulate video and animated computer graphics, so that teaching demonstrations are turned over to her for more exploration….  Embedded exercises with immediate feedback and unlimited ability to review the material just presented facilitate a “mastery learning” style in which the learner is satisfied that she has mastered each concept before going on.  (Moore, 1997)

Biehler (1997) also supports interactive learning, in which students individually explore data.  In addition, he purports that the available class tools should evolve with the student from introductory to advanced.  

Velleman and Moore (1996) anticipate that efforts in multimedia will develop into strong teaching tools which can convey conceptual understanding as well as demonstrate data analysis, but caution that “this is yet to be proven.”  Video, animation, narration, and sound may improve students’ learning and later retention.  One idea is to use the computer window as essentially a blackboard, with narrated discussion.  This can be augmented by color and animation for emphasis, with illustration and graphs side-by-side with the blackboard window.  Another suggestion is a “toy,” an animation or tool which after demonstration becomes immediately available to the student for interactive learning.  

There are potential advantages and disadvantages associated with technology.  The ability to control the pace at which material is covered provides students with control over their learning.  Interlinked hypermedia, however, may disorient students, since they have no idea “where they are, how they got there, and where… they must go.” (Velleman and Moore, 1996.)  

Velleman and Moore (1996) provide guidelines for incorporation of computerized aids or modules into a course:  1) new concepts should be presented in at least two different ways, to reinforce learning; 2) materials of varying difficulty should be provided for those stronger or weaker than average students; 3) review materials should always be accessible; and 4) students should always be able to access previous material.  They raise the question of whether students should be required to demonstrate competency with a concept before continuing to new material.  

1.9.1. Examples of Technology-Enhanced Active Learning

A variety of technological tools have been incorporated into introductory statistics courses.  These range from software packages designed specifically for course instruction, such as online text or video, to varying levels of software tools associated with existing statistical packages and online applets (mini-applications on the internet).  

Several software packages may be incorporated as active learning tools.  Data Desk (Velleman, 1997) is a stand-alone software package for analyzing data.  However, it can easily be used as a tool within a course, as its simple menu-driven command system removes the programming element so that students can focus on results and interpretation.  

Hyperstat (Lane, 1996) is another self-contained environment, intended primarily as a tool for learning statistics.  Students navigate through a series of topics, each of which is accompanied by a “toy;” first, an animation of the graphic demonstrates the associated concept and then is immediately available for student modification, allowing interactive learning.  The Hyperstat package covers techniques as advanced as multiple linear regression.  Although the Hyperstat package was developed as stand-alone software package, the authors have now created an online Java version, available at http://davidmlane.com/hyperstat/index.html (© 2001).  Most of the material is presented by text, augmented by static graphs and links to related material and previously presented concepts.  There are some demonstrations included in the package.  The primary source of interactive material associated with Hyperstat is the Rice Virtual Lab in Statistics (discussed below).

Marasinghe et al. (1996) describe a software project at Iowa State University.  The software is written in Lisp-stat, but does not require student knowledge of that language.  The program allows students to interactively explore modules on univariate graphs, confidence intervals, samples and populations, the central limit theorem, sampling distributions, and simple linear regression.

Dunn (1999) also uses software embedded in a statistical package.  His Matlab-based tools provide visual and interactive ways to learn some key statistical concepts.  These highly interactive mini-applications cover the central limit theorem, the normal approximation to the binomial distribution, and the bivariate normal distribution.  All three tools are freely available and run on Matlab 5.0.

Mathieson et al. (1995) developed a program for visualizing comparisons between two normal distributions, one component of their Teaching Statistics Visually (TSV) project.  Students have the choice of viewing the normal distribution or the sampling distribution.  This program must be individually downloaded from the web, and then a two-stage setup process must be followed.  Visually-based learning allows students to concentrate on concepts rather than analyzing data, and on visualization rather than formulae.  

Numerous internet-based applets (mini-applications) are available.  West and Ogden (1998) describe six applets which all allow students to interact with the graphic display.  The applets are written in Java and available for public and classroom use, with proper acknowledgement.  The six applets cover histograms, simple linear regression, the central limit theorem, confidence intervals, power and hypothesis testing, and Bayes’ Theorem.  All the applets are designed to augment classroom learning, both as in-class demonstrations and as a basis for follow-up assignments.  After working with the applet, students are asked to “answer a set of questions designed to guide their exploration of the concept.  Based on student feedback, this learning format has worked very well for a wide range of students.”  (West and Ogden, 1998.)

A variety of other applets are available on the web.  One extensive set of applets are from David Lane’s Virtual Lab in Statistics at Rice University (http://www.ruf.rice.edu/~lane/stat_sim/) in the section on simulations and demonstrations.  Each applet is self-contained, and comes with instructions and some suggested activities.  Another excellent source is Statistical Java (http://www.stat.vt.edu/~sundar/java/applets/), written and maintained by Anderson-Cook et al. at Virginia Polytechnic Institute’s Department of Statistics.  On a smaller scale, Charles Stanton of the University of Madison at Wisconsin provides several applets on his webpage (http://www.math.csusb.edu/faculty/stanton/m262/probstat.html).

1.9.2. Evaluations of Technology-Enhanced Active Learning

One recent study (delMas, Garfield, and Chance, 1999a) compared fundamental understanding gained in a traditional lecture-based course, an online course using the ActivStats software (Velleman, 1998), and via use of a software package developed to teach concepts pertaining to the sampling distribution (delMas, Garfield, and Chance, 1999b).  Students at two different universities were placed by classroom in one of the three groups.  In general, those students in traditional classrooms with no technological tools were less likely to respond correctly to assessment queries, while those using the sampling distribution software displayed higher levels of understanding.  Responses from students using the ActivStats software ranged between those of students in the traditional classrooms and students in the classrooms accessing the sampling distribution software.    These results, while suggesting improved understanding may be obtained by experimentation with visual and interactive software packages, are limited by flaws in the study design.  The separation of groups by classroom and the selection of classrooms results in implicit biases.  The traditional classrooms consisted of undergraduates, while the ActivStats software was employed by graduate students at the same university.  The sampling distribution software was used in introductory statistics courses at two additional universities.  As a result, differences observed between groups may be due to the different aptitudes of the students involved or the differing expectations and environments of the various universities.

1.10. Learning Styles

Students learn more easily when the teaching method matches their preferred learning style.  Learning style has also been associated with personality type (Kim, 1994).  Such a connection arises naturally, since one of the most widely used methods of personality typing, the Myers-Briggs Type Indicator (MBTI), and a major learning style instrument, Kolb’s Learning Style Inventory (Kolb’s LSI), are both based on Carl Jung’s theories about personality types (1953).  Jung defined a primary personality type, in which people are designated as introverts or extroverts.  Within this categorization, further differentiation is made between thinking and feeling types and between sensing and intuitive types.  When Myers and Briggs developed the MBTI, they added a fourth scale to distinguish judging and perceiving types.  An early study connected learning to personality type (Leith,1974, cited in McKeachie,1999, p. 163), by comparing the advantages of learning cells (pairs of students) for introverts and extroverts.  Learning was improved only for extroverts paired with other extroverts, while all other combinations (introverts together or with extroverts) did as well as those studying alone.  

A variety of tools are available to help assess aspects of each person’s own complex learning style.  Two frequently used tools are Kolb’s Learning Style Inventory (LSI - 1985) and the Visual Aural Read/write Kinesthetic or VARK survey (1998).  

1.10.1. Kolb’s Learning Style Inventory

The Kolb Learning Style Inventory, first developed in 1976 and later refined in 1985, is used to discriminate people according to learning style.  The twelve item scale now categorizes people into four learning styles along two independent dimensions based on Jung’s concept of personality type.  The typing incorporates two dimensions of learning; concrete experience vs. abstract conceptualization, and active experimentation vs. reflective observation (Kolb, 1985).  The two dimensions serve to differentiate four learning styles which were determined by principal components analysis: accommodator, diverger, assimilator, and converger.  Accommodators rely on concrete experience and active experimentation, while divergers pair concrete experience with reflective observation.  Assimilators use abstract conceptualization with reflective observation, and convergers incorporate abstract conceptualization with active experimentation (Kolb et al., 1979).  Loo (1996) confirmed the independence of the two primary scales, as well as giving some support for the factor analysis providing the four learning styles.  In a later paper, Loo (1999) described a study using the LSI-1985, in which he fails to find significant improvement of the four-factor 1985 scale as compared to the simple two-dimensional LSI.  Yahya (1998) also found the two-factor solution preferable.

Loo (1996) noted minor changes in the categories of an individual’s learning style over time.  By contrast, Clariana (1997) and Sewall (1988, cited in Heineman, 1995) observed variation in individual learning style over time.  Kolb himself (1976) anticipated variability in the scales over time, stating that “the accuracy of individual scores cannot be assured with a test that is theoretically based on dialectic interdependence of variables and on situational variability.”  It has also been suggested that some of the test-retest reliability of the scales may represent an artifact of the test itself (Loo, 1999), since responses representing extremes of the two dimensions remain in the same order throughout the 12-item scale.  These concerns regarding test-retest reliability of the LSI suggest that the scores may not be comparable across different groups.  With this caution, however, mean LSI scores for the four scales among 94 university students in scientific majors were calculated by Willcoxson and Prosser (1996).  The mean (standard deviation) score for the scales were: concrete experience, 1.85 (0.59); abstract conceptualization, 2.96 (0.53); reflective observation, 2.39 (0.55); active experimentation, 2.80 (0.62).  No significant differences in score were found by gender.

In spite of the difficulties with the LSI’s factor analysis, Loo (1999) reported that students found that knowledge of their learning style was helpful in improving their own learning experiences.  Furthermore, Terrell and Dringus (1999) described a study wherein the converger and assimilator categories were used to predict who would prosper in an online master’s program.  Students in these two categories were less likely to drop out prior to graduation.  Thus, while the factor analysis itself may be problematic, Kolb’s LSI may be useful in predicting who will prosper with different educational tools, as well as who may drop out.

1.10.2. VARK

Fleming and Mills (1992) describe the development of the VARK.  They began using Stirling’s (1987, cited in Fleming and Mills, 1992) triad categorizing people as visual, aural, and kinesthetic.  Individuals who are strongly visual prefer graphs and symbols for representing information.  Aural people prefer speech, whether listening or speaking themselves.  Highly kinesthetic people prefer to integrate information with the real world whenever possible.  As a result, highly kinesthetic learners generally score high on at least one other scale as well.  Fleming and Mills (1992) added a fourth scale, for those who prefer to interact with written words either by reading or writing.  While the VARK is far simpler and more self-explanatory than Kolb’s LSI, it is a relatively new test for which neither validation nor norms are available.  

1.11. Noncompliance 

In a randomized trial, analysis is usually performed using the intent-to-treat principle (Goetghebeur and Loeys, 2002; Green, 2002), that is, comparative inferences are made between treatment groups defined by randomization regardless of whether or not individuals actually received the intervention.  In practice, in trials in which the intervention is administered across timepoints there is the possibility of noncompliance with all or part of the intervention.  Noncompliance results in two potential analytical challenges; decreased power and bias resulting from differences between those who comply and those who do not comply with the intervention (Green, 2002).  

Various methods have been developed to overcome the reduction in power presented by noncompliance.  One method is simply to exclude people who do not comply with treatment from the analysis.  However, this may reduce power even more than an intent-to-treat analysis (Lachin, 2000).  Another technique is to calculate the treatment effect for those who completed treatment compared against those who did not.  While some power is retained by the introduction of noncompliers into the group previously labeled “control,” bias is introduced if noncompliers differ from those who comply with the treatment regime.  The more sophisticated method of imputation completes missing data with predicted values determined using available information, including data from prior timepoints.  Multiple imputation repeats this process to identify all possible estimates, thus providing a range of options within which the most frequent values may be chosen.  Marginal structural models reweight the data in favor of observations having available information.  At the same time, marginal structural models adjust for time-dependent confounders that are themselves associated with prior treatment.  

1.11.1. Marginal Structural Models

Marginal structural modeling was developed as a method to model outcome as a function of treatment in the presence of time-dependent confounders predicted by prior compliance or noncompliance with treatment.  The problem which led to the development of marginal structural models is characterized by figure 2.1.  The interim outcome of a time-dependent confounder is influenced by participation in the prior intervention and also influences participation at the subsequent intervention.  However, the time-dependent confounder may also directly influence the final outcome.  As a result, the time-dependent confounder is in the causal pathway between intervention and outcome.  Adjusting for this time-dependent confounder in the usual manner, by including it as a covariate within a regression model, may thus bias the estimated effect of the interventions on the outcome.  Marginal structural models provide an alternative method for adjusting for the time-dependent confounder without biasing the estimated treatment effect.
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Figure 2.1: Marginal structural models adjust for time-dependent confounders that 1) are associated with both the outcome and the subsequent intervention and 2) are predicted by prior intervention.

The potential for bias may also be observed in Figure 2.1  The two characteristics of the confounder that are marked by the number “1” in Figure 2.1, that it is associated with both subsequent intervention and with the outcome variable, comprise the first criterion for use of a marginal structural model.  The second criterion (marked as “2”) is that prior exposure to the intervention is associated with the confounder itself.  Robins et al. (2000) show that inclusion of a confounder fulfilling these criteria in a standard multivariate model leads to biased estimates of the treatment effect.  

Marginal structural models use causal inference methodology to estimate the effect on the outcome of every set of possible potential outcomes.  The interpretation of the model for each potential outcome assumes every person had experienced that potential outcome.  For example, if the potential outcome was that a person participated in the intervention at times t and t-1, but not at times prior to t-1, the interpretation of the model for that potential outcome is the average outcome value if everyone had participated in the intervention at only times t and t-1.  That average outcome can then be compared to the average outcome assuming no one completed the intervention at any time.

Marginal structural models are fit by reweighting each observation at every timepoint according to the odds of completion of the next intervention given prior intervention and presence of the confounder.  The weights are then used to model the effect of the interventions on the outcome via longitudinal modeling.  The final longitudinal model, while reweighted according to confounder completion at every timepoint, does not directly include these time-dependent confounders.  The weighting algorithm also adjusts either for the probability of attendance at each intervention based on prior data or for the probability of dropout from the study after each intervention based on prior data, where dropout from the study results in missing data for the outcome (Y).  This second aspect of the weighting adjusts for incomplete interventions.

[image: image173.wmf]0

5

10

15

20

25

30

35

40

45

50

I

II

III

IV

V 

VI 

VII

VIII

Session

Number of Students

The weight given to each subject at time t is described by the equation (Hernan et al., 2000; Robins et al., 2000)  

Equation 1
where A(k) is 1 if the intervention was received at time k, otherwise it is zero.  Similarly, L(k) is 1 if the confounder was present at time k, otherwise it is zero.  Finally, the vector V represents the set of baseline covariates considered essential to the model.  

In practice, the probabilities for the numerator and denominator of this equation are found via separate pooled logistic regressions, including one observation per person for each timepoint.  For example, in the numerator, 
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 may be defined by 
logit[p(A(k)=0)] = β0 + β1α(k-1).  In this example, only one prior intervention and no baseline covariates are used to model the probability of nonparticipation in the intervention at time k.  From the model, we estimate p(A(k)=0) as 
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.  After fitting this model for all subjects at all times simultaneously, the probability estimates from the logit model are used to define 
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 (Hernan et al., 2000).  For a person not on treatment at time k, A(k) = 0 and 
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For a person starting treatment at time k, A(k) = 1 and  
[image: image7.wmf](

)

(

)

(

)

(

)

[

]

i

i

i

v

V

k

a

k

A

k

a

k

A

pr

=

-

=

-

=

,

1

1

 = 
[image: image8.wmf](

)

(

)

(

)

[

]

i

i

v

V

k

a

k

A

k

A

pr

=

-

=

-

=

,

1

1

1

 
= 
[image: image9.wmf]p

ˆ

1

-

.  

For a person already on treatment at time k, 
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 is defined as 1 (Hernan et al., 2001; Hernan et al, 2000).  These probabilities are then successively multiplied for k = 0 to t to find the numerator of equation 1.  A similar process is used for the denominator, with the addition of the confounder data as model covariates, so this part of the equation is based on the model logit[p(A(k)=0)] = β0 + β1α(k-1) + β2l(k).  These weights are then used in a regression for the outcome of interest.  

Continuing our example, the outcome of interest might also be time dependent and denoted by (Yi(t)).  After finding the weights with the process above, E(Yi(t)) = β0 + β1α(t) + β2α(t-1) would be found using the weights to calculate estimates and robust standard errors for the coefficients.  This algorithm might be expanded to adjust for more times prior to time t, such as the previous two or three intervention sessions and their associated confounders.  Baseline covariates could also be included.  

After weighting, the estimated treatment effect is balanced with respect to the time-dependent confounder L(k), and hence free from confounding (Robins et al., 2000).  At the same time, the hypothetical population generated by weighting the data has the same probability of each outcome conditional on treatment as the original population, so the estimated treatment effect is the same as that from the original population (Robins et al., 2000).  Differences in the estimated treatment effect with and without these weights provide a measure of the confounding effect of the intermediate L(k) variables (Hernan et al., 2000).  The interpretation of the difference in estimated treatment effect incorporates the concept of potential outcomes.  In the equation E(Yi(t)) = β0 + β1α(t) + β2α(t-1), the sum of the coefficients of interest, β1 + β2, can be interpreted as the difference in the average outcome value assuming everyone had completed both of the most recent intervention sessions (at times t and t-1) as compared to the average outcome assuming no one had completed either of the two most recent interventions sessions, after adjusting for noncompliance at either session.

Methods

1.12. Background

The previous reports in the literature provide suggestions for interventions utilizing active learning in an introductory statistics course.  For example, interventions should focus on practical examples and emphasize statistical reasoning skills.  When possible, examples should be presented to students in a format leading them to solve a series of problems incorporating the steps of Bradstreet’s problem solving-paradigm.  Mathematical formulae should be kept to a minimum and thoroughly explained whenever used.  Visual representations can be used to describe problems without requiring mathematical notation.  Sowey’s theories regarding retention may also be incorporated; the use of practical examples should aid in knowledge coherence, and students may be shown relationships between and within concepts to help them envisage pattern and theme coherence.  A sense of worthwhileness may be instilled through the use of apt and realistic problems.  

Cooperative group work may be used to facilitate such problem-solving.  Activities may be designed around practical problems to minimize reliance on mathematical formulae by visual representation of concepts.  Discussion in small groups may encourage students to focus on relationships between and within statistical concepts.  Working in small groups may also allow students to observe the way others view concepts and solve problems.   

Technology-enhanced active learning also may be a useful intervention.  Computers provide speedy calculations that allow the student to focus on visualization of the topic at hand.  Interactive technological tools may be preferred over video or textual explanations.  Exercises can be embedded in the material, preferably providing immediate feedback on results.  A variety of tools should be represented, so that different aspects of the same concept may be independently visualized.  Different tools for beginners and for challenging advanced students are recommended.  The material itself should be organized in some manner so that the student is not presented with a spiderweb of hyperlinks.  All prior material should be continuously available for review.  The material should be accessible to students anywhere without the use of specialized software, suggesting the use of web-based applications.  Many Java applets pertaining to the statistical concepts are already available for public use.

1.13. Conceptual Framework and Study Design

The conceptual framework for this study is presented in Figure 3.1  Prior to designing the study, it was anticipated that students’ experience in the course, the study interventions, and performance assessments would be influenced by their prior statistical knowledge and innate mathematical and statistical abilities.  Once in the course, students’ experience would be further influenced by their past and current experiences, responsibilities, and characteristics.  Their belief in their own ability would both influence and be influenced by their experiences in the course and the study, as well as any performance assessments in which they participated.  Finally, students’ personality and learning style would influence not only their experiences in the course, but possibly their choices regarding continued study participation.
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Figure 3.1:  Conceptual Framework:  shaded variables were collected during the study.

Building upon these ideas, the present study compares two types of active learning enhancements within the context of a traditional didactic introductory statistics course.  Consenting students were randomized to one of three groups; control, cooperative learning, and internet learning.  Students in the control group received no additional instruction or aids beyond those offered in the course.  Intermittent additional sessions for the two intervention groups utilized active learning methods tailored to small group or individual web-based interventions.  All study participants were asked to complete short online evaluations at the end of each intervention period.  Differences in learning between the three groups were evaluated by student performance on the four course examinations administered during the four month study.

1.14. Description of the Courses

This study was implemented during the first two terms of a four-term course sequence in introductory biostatistics in a large school of public health (the 2001-2002 East Baltimore offering of Biostatistics 140.621 and 140.622, Statistical Methods in Public Health, at the Johns Hopkins Bloomberg School of Public Health).  The course sequence was required or suggested for most Master’s and Doctoral degree programs at the School.  Since enrollment approached 400 students, two different professors simultaneously taught two lecture sections.  Students were assigned to one of the two sections by degree program, with one section consisting primarily of Master of Public Health (MPH) students and the second section consisting of the other Masters and Doctoral students.  

The two terms covered a four month period from September through December 2001.  During each term, students received 3 hours of lecture-based instruction and attended one 2-hour laboratory session per week.  The laboratory session consisted of a structured review of examples pertaining to lecture material but in a smaller group setting that permitted more discussion.  Optional help for students included daily computer labs and Teaching Assistant (TA) office hours.  Additionally, if desired, students attended multiple laboratory sessions per week. 

The first term course reviewed introductory concepts such as graphing, summary statistics, exploratory data analysis, probability concepts and distributions, and estimation and hypothesis testing.  The second term course covered inference for one or two groups, analysis of variance, and simple linear regression.  The regular course material for each term consisted of fourteen lectures, each with accompanying lecture notes, online self-evaluation problems (SEPs), Stata notes, and laboratory exercises (see Appendix B for syllabi).  Four problem sets were associated with each term.  These focused on application of statistical methods to real data sets and required the use of the Stata statistical analysis package.  There were two 15 minute quizzes in addition to both midterm and final examinations in each term.

1.15. Preliminary Survey of Internet-Based Master of Public Health Students

Prior to finalizing the design of the current study, a preliminary survey was administered to estimate the potential participation rate of students in an optional educational component and to assess student attitudes towards randomization to a control group with no intervention.  The preliminary survey was given during June 2001 to a new cohort of internet-based MPH students since these students represented an available group similar to the incoming class of on-campus students.  The survey instrument and tables summarizing student responses are available in Appendix A.  

Based on responses from 49 internet MPH students, approximately 58% of students stated that they would choose to participate in the study.  Approximately 60% claimed the lack of additional sessions in a control group would not affect their decision to participate.  However, 54% overall reported they would feel they were “missing something” if randomized to the control group.  Despite this, 63% responded that they would still complete the optional online exercises, even if assigned to the control group.  Among students who said they would be likely to participate in the study, this percentage increased to 82%.  Based on these results, the current study was designed using a control group with no intervention.

1.16. Description of the Study

The study design was a randomization among consenting students to one of three groups:  cooperative learning, internet-based learning, and control.  During the first week of classes, students were offered the opportunity to participate in the study.  All students were eligible, but were enrolled in the study only after providing written informed consent.  In order to ensure representation of all degree programs and to balance the two sections of the course, the randomization was stratified by degree program.  Randomization was achieved by exporting the database of students’ responses to the pretest survey, including email address, into the Stata statistical package, version 7.  After ordering the students within the database by sorting them according to a randomly generated variable, a random sample of 25% of the students, stratified by degree program (Doctoral, MPH, other Master’s degree, Other, or Unknown), were assigned to the cooperative learning group.  These students were then excluded from the dataset, and a 50% random sample of the remaining students (stratified by degree program) were assigned to the internet learning group.  The remaining students were placed in the control group.  The Stata command “sample” was used to perform these procedures.

Provided in the sections below are descriptions of the study components:

· Pretest survey

· Interventions

· Post-test survey

· Assessments

1.16.1. Pretest Survey

All students, including nonparticipants, were asked to complete an online pretest survey of statistical knowledge and mathematical skills, learning style, and demographic information (see Appendix D for the pretest survey).   Prior statistical knowledge was assessed by ten questions, including seven questions adapted from an instrument developed and used by Wulff et al. in What Do Doctors Know About Statistics? (1987) and one question from Hoffrage et al. (2000) using natural frequencies to describe probabilities in a 2x2 table.  Basic mathematical skills were also assessed, including solving an algebraic problem using two equations from Kemeny and Kurtz (1989), a simple logarithmic problem, and basic understanding of the square root function.  The algebraic problem consisted of using a system of two equations to determine the ages of two people who differed in age by 64 years.  Three points were assigned to this problem; one for each correct answer and one for the correct difference between the two answers.  (Students determining the correct ages but assigning them to the opposite people were given two of the three points.)  The next section of the pretest evaluated learning style with Kolb’s Learning Style Inventory (1985).  Finally, demographic information was collected.  On the pretest survey, as on all subsequent online evaluations, students were asked to identify themselves by a primary email address.  Each student’s responses were automatically entered into a web-based database.  In addition, on completion of the pretest survey, students were given automatic feedback regarding the correct answers of the statistical questions.  In the cases that multiple pretests were submitted by a single student, only the first submission was used for subsequent data analysis.

1.16.2. Interventions 

On conclusion of the pretest phase of the study, the intervention phase was initiated.  Eight intervention sessions were given over the four month study period.  While the sessions were not equally spaced over time, they were set up to commence or meet on the same days of the week, avoid conflicting with examination dates, and follow the relevant lecture topics as closely as possible.  All interventions were provided in addition to the regularly scheduled course activities.  Each session followed the same model; 1) students in the cooperative learning group attended a one hour small group session facilitated by a teaching assistant,  2) students in the internet learning group individually completed an internet-based activity typically focused on statistical concepts illustrated by JAVA applets, and  3) students in the control group received no intervention beyond the many activities of the course.  

The intervention sessions covered eight topics thought to be integral to the understanding of course material: 1) conditional probability in a 2x2 table; 2) the Binomial and Poisson distributions; 3) the sampling distribution of the sample mean; 4) hypothesis testing; 5) confidence intervals; 6) the X2 Distribution; 7) Analysis of Variance (ANOVA); and 8) simple linear regression.  
1.16.2.1. Cooperative Learning Group

All cooperative learning sessions were held in small groups of students and led by a single Teaching Assistant.  Each session involved an active group assignment completed by participating students during the one-hour period.  Many of the cooperative learning sessions were adapted from those described in Activity-Based Statistics, by Scheaffer et al. (1996).  

1.16.2.1.1. Session I:  Conditional Probability

The motivation for this session came from “Predictable Pairs:  Association in Two-Way Tables” (Scheaffer et al., 1996, pp. 69-78).  In Predictable Pairs, each student answers a short set of dichotomous questions.  Students use two-way comparisons of responses to explore the need for and calculation of conditional probabilities.  

In this study, a scenario using M&M candies was used to illustrate concepts associated with contingency tables, relative frequencies, and conditional probability.  M&M candies of different colors were classified by dye type (cheap dye or expensive dye, as judged by the students) and kind (peanut or regular) and then physically sorted onto a paper 2x2 table placed on a desktop.  Using this tool, a variety of probability questions were both verbally and tactilely addressed.  Whenever possible during the session, “natural frequency” wording was encouraged, such as “three per thousand” rather than “0.003,” as suggested by Hoffrage et al.(2000).  

Students were encouraged to consider the difference between their sample of candies and the set of all possible M&M’s by comparing data for the entire class that were summarized on the blackboard.  After working together in small groups of 2 to 5 individuals to answer specific questions, students then received a set of “word cards” from the teaching assistant.  They were challenged to create and solve as many “word equations” as possible.  Examples of such word equations were “not (cheap or regular),” “(not cheap) and regular,” or “(not cheap) given regular.”  Solutions for word equations from different small groups were written on the blackboard for general discussion.  Overall, this session included concepts of probability, conditional probability, independence vs. association, and mutually exclusive events.  (See Appendix F.)

1.16.2.1.2. Session II:  Binomial and Poisson Distributions

The session on the Binomial and Poisson distributions was developed specifically for this study.  Students were asked to explore probabilities arising from the Binomial and Poisson Distributions by using groups of multicolored star candies.  The candies were packaged in a box with a scoop, allowing students to select either a specific number of candies or a full scoop.

To explore the Binomial distribution, each student in the group first chose one star, with the group’s total providing a sample of fixed size.  Within that sample, the number of green stars was counted.  Students used this initial sample to find a sample estimate of the probability that a single star chosen at random would be green.  The process was repeated many times, providing a set of sample data which students first graphed and then used to estimate with greater accuracy the probability of a green star.  Students were challenged to complete the sentence below in a maximum number of ways.  

“What are the chances of picking (fill in word or phrase) 
2 green stars in a trial of 5?”  

where the fill-in may take on phrases such as “exactly,” “more than,” or “at least.”  For each completed sentence, the group found the associated mathematical equation and used it to calculate the probability.  The groups also visually compared the differences between their completed sentences by shading in the appropriate area for each on separately printed histograms.  

A parallel sequence of questions led students to explore the Poisson distribution.  Data for this exploration were gathered using a scoop of stars, rather than a fixed sample size.   

1.16.2.1.3. Session III:  Sampling Distribution of the Mean

For this session, “Cents and the Central Limit Theorem” (Scheaffer et al., 1996, pp. 134-139) was modified, with the addition of questions designed to guide students through the exercise.  In the original exercise, students used coins to explore the central limit theorem.  Students guessed what shape would be taken by a histogram depicting the distribution of the mint year imprinted on pennies.  In reality, years imprinted on pennies follow a skewed distribution with a roughly geometric shape, since older pennies are more likely to have been removed from circulation.  This was demonstrated by an actual histogram that students created by adding their own pennies to a large histogram in columns defined by each penny’s age.  Students then calculated the mean years from samples of five, ten, or 25 of their own pennies.  They charted these means on separate histograms using nickels, dimes, and quarters, respectively.  Differences in the shape of the histograms of pennies, nickels, dimes, and quarters illustrated the central limit theorem.  Standard deviations for the means from samples of varying sizes were also computed and compared.  In this study, students were led through this exercise via a series of questions encouraging comparison of different aspects of the exercise (see Appendix L).  

In addition, “word cards” were incorporated at the end of the session.  Students were asked to first logically organize terms listed on purple cards (variance of the population, variance of the sample, variance of the mean, standard deviation of the population, standard deviation of the sample, standard deviation of the mean, and standard error of the mean).  After the group agreed on relative placement of these terms, they matched them with white cards listing symbols associated with these terms (such as s, s2, and σ2: see Appendix L).
1.16.2.1.4. Session IV:  Hypothesis Testing

“Coins on Edge” (Scheaffer et al., 1996, pp. 269-273), which was modified for use in this study, uses a little known property of pennies.  When a penny is placed on its edge on a flat surface, it is more likely to fall with the tails side up than the heads side up.  Students first guessed the outcome of the experiment, and then gathered data by placing pennies on edge and causing them to tip over.  Comparing the sample data to their initial guess illustrated hypothesis testing.

In this study, the activity was expanded to incorporate additional aspects of hypothesis testing, such as type I and type II errors, power, and p-values.  After exploring these ideas using the data collected, students were asked to graph the sampling distribution for their observed data under the null and alternative hypotheses and identify areas on the graph as corresponding to terms such as α (probability of a type I error), β (probability of a type II error), power, and p-value.  

1.16.2.1.5. Session V:  Confidence Intervals

The concepts described in “What is a Confidence Interval Anyway” (Scheaffer et al., 1996, pp. 175-182) were retained, but the structure of the session was changed to allow for varied class size since the original activity required exactly 40 participants.  In the original activity, students explored confidence intervals for the proportion of people who were right eye dominant in several different samples.  

In this study, numerous samples of candy were compared to investigate confidence intervals for the probability of a purple candy.  Students explored properties of the 95% and 99% confidence intervals associated with the observed sample proportions.  Varying the number of candies per sample illustrated the impact of sample size on confidence interval width.  On the blackboard, graphical representations of all confidence intervals were compared with the true difference of zero.  At the end, the purple word cards from the third session were again used and matched with white cards listing symbols associated with binary data such as pq and pq/n.

1.16.2.1.6. Session VI:  The X2 Distribution

The session on the X2 distribution was developed specifically for this study.  Each student was given a single page from a mock class roster containing demographic characteristics, and asked to create contingency tables and use the X2 test of independence to describe associations between characteristics of the whole class.  Examples of increasing difficulty required students to identify practical differences between the different uses of the X2 test (test of independence versus test of goodness of fit) and their associated null hypotheses.  

1.16.2.1.7. Session VII:  ANOVA

The Analysis of Variance (ANOVA) cooperative learning session was designed specifically for this study.  First, students worked together in their small groups to answer a series of questions regarding a partially-completed ANOVA table intended to focus on the relationships inherent in that table.  In the second exercise, students were given results from a study, including sample size, mean, and standard deviation for four groups, with which to complete an ANOVA table.  Finally, they were asked to place candy pieces on a graph to represent the possible observations from the four groups.  Using this graphical representation, the students moved the candy pieces to illustrate how the data would change under a variety of conditions.  For example, they were challenged to increase the significance of the p-value by moving only a single piece of candy.  

1.16.2.1.8. Session VIII:  Linear Regression

The session on simple linear regression was developed specifically for this study.  Students were given a listing of shoe sizes and head circumferences previously measured for a subset of people.  Also, the students were encouraged to add their own measurements to the dataset.  The exercise began with students drawing a scatterplot to illustrate the data and discussing the equation of a straight line, interpretation of slope and intercept, and the concept of centering a variable about its mean.  The next stage led students to consider the natural null hypothesis depicting no association between shoe size and head circumference and to find ways to test that null hypothesis.  Participants then constructed and drew the residuals plot and discussed the assumptions associated with simple linear regression analysis.  Finally, students were challenged to mathematically compute the regression parameter estimates using information such as the estimated covariance and the variance of the predictor variable.  

1.16.2.2. Internet Learning Group

Students assigned to the internet learning group accessed sessions via a password-protected link to the study website accessed from the usual course website.  The internet learning sessions were based primarily on the use of JAVA applets to visually and interactively explore statistical concepts.   There was no need to develop new applets designed specifically for use in this study, since numerous resources already existed on the internet as freeware.  Rather, each applet or set of applets was accessed via a session homepage that provided structured direction and questions for their use.  Once the homepage for a particular session was opened, it remained available to students for the remainder of the study.  The study homepage is available at http://biosun01.biostat.jhsph.edu/~fboyd/framebase.html.  
1.16.2.2.1. Session I:  Conditional Probability

Three pages available at http://people.hofstra.edu/faculty/Stefan_Waner/tutorialsf3/frames6_5.html  allowed students to test and improve their understanding of probability concepts.  Combining real problems with tutorials, this site led students through a series of problems, providing feedback on answers at each stage.  Students were asked to first complete the exercises on conditional probability, which focused on probabilities derived from 2x2 tables, and then work on questions regarding independence and association.  
1.16.2.2.2. Session II:  Binomial and Poisson Distributions

  The website for this session assimilated several resources to help students approach and utilize these distributions.  These consisted of:  
· a noninteractive page detailing the derivation of the Binomial equation (http://www.aquiz.com/StatL32/index.html)
· an applet allowing students to visualize the Binomial distribution under specified conditions (http://www.stat.sc.edu/~west/applets/binomialdemo.html)

· a set of short problems using the Binomial equation for those seeking additional help (http://www.stat.sfu.ca/~cschwarz/MultipleChoice/prob.binomial.html) 

· visualization of the Poisson distribution (http://www.math.csusb.edu/faculty/stanton/m262/poisson_distribution/Poisson_old.html) 

· a set of short problems using the Poisson equation for those seeking additional help (http://www.stat.sfu.ca/~cschwarz/MultipleChoice/prob.poisson.html).  

Finally, one additional applet showed how the Poisson distribution can be used to approximate the Binomial distribution (http://student.stat.wvu.edu/~hxue/poissonapprox/poissonapprox.html). 

1.16.2.2.3. Session III:  Sampling Distribution of the Mean

The sampling distribution of the mean was illustrated by http://www.ruf.rice.edu/~lane/stat_sim/sampling_dist/index.html.  On opening this intervention site, students were provided with a page of instructions and then asked to open the applet.  The questions and suggestions on the session website encouraged students to explore the properties of the sampling distribution as it related to sample size and the population distribution, and the concepts of standard deviation and standard error.

The sampling distribution applet had a four-layer window.  In the top layer, students saw the population distribution.  The default is a Normal distribution, although it may be changed.  In the second layer, students saw a sample dropping out of the population distribution, and the mean from that sample fell to the third level.  As this process repeated, the distribution of the means became apparent.  The fourth level mirrored the third, and allowed comparisons of the sampling distribution for samples of different sizes.  At each level, summary statistics were shown.  In addition to choosing the population distribution, students defined the sample size and specified which sample estimates were shown in the third and fourth levels.    

1.16.2.2.4. Session IV:  Hypothesis Testing

The concepts and determinants of hypothesis testing could be visually explored through the three applets available in this session.  The first applet focused on continuous data (http://www.stat.vt.edu/~sundar/java/applets/HypoTest0Applet.html), simultaneously showing a graph of the sampling distribution under a true null hypothesis in the top half of the screen and a graph of the sampling distribution under a true alternative hypothesis in the lower half of the screen.  Students interactively changed the difference in the two population means (under the null vs. alternative hypotheses), sample size, and probability of a type I error.  Important regions on the graphs were shaded by color, and summary statistics such as standard error of the mean, power, and probability of a type II error were provided.

In the second applet, students viewed simulated data drawn from an alternative population distribution at the top of the screen and the mean from the sample was simultaneously superimposed on the sampling distribution at the bottom of the screen (http://acad.cgu.edu/wise/hypothesis/hypoth_applet.html).  While very similar to the first applet, this one highlighted the relationship between sampling distributions and hypothesis testing, and included a series of questions on hypothesis testing.  

The final applet in this session mirrored the same concepts for binary data (http://www.dartmouth.edu/~matc/X10/java/pvalue/PropSim4.html).  One additional feature offered at this website was that students set either the null hypothesis or the alternative hypothesis as true, and then sampled data and determined a p-value based on that true population distribution. 

1.16.2.2.5. Session V:  Confidence Intervals

As in the session for hypothesis testing, there were three primary applets for conceptualizing confidence intervals.  The first considered confidence intervals for a population mean (http://www.ruf.rice.edu/~lane/stat_sim/conf_interval/index.html), and included associated questions at (http://www.ruf.rice.edu/~lane/stat_sim/conf_interval/exercises.html).  In the first applet, as the students repeatedly drew samples and constructed confidence intervals for the population mean from the same population, they visualized the number of intervals covering the true population mean.  The second applet also focused on the confidence interval for a population mean, but visually emphasized the difference between the width of the confidence interval and the spread of the sample data by depicting the sample data and confidence interval on the same graph (http://www.math.csusb.edu/faculty/stanton/m262/confidence_means/confidence_means.html).  The final applet was similar to the first, except that it used binary data to draw samples and construct confidence intervals for the population proportion (http://www.stat.vt.edu/~sundar/java/applets/ConfIntApplet.html). 

The session concluded with exercises using either continuous data (http://www.stat.sfu.ca/~cschwarz/MultipleChoice/inf.two.samp.mean.html) or binary data (http://www.stat.sfu.ca/~cschwarz/MultipleChoice/inf.sing.samp.prop.html) for those who desired additional help.

1.16.2.2.6. Session VI:  The X2 Distribution

This session began with a window highlighting the assumptions of the X2 test (http://biosun01.biostat.jhsph.edu/~fboyd/X2assumptions.html).  The first applet in this session allowed students to manipulate the cells in a 2x3 table and carry out a test for independence (http://www.duxbury.com/authors/mcclellandg/tiein/johnson/chisq2.htm).  The interactive display emphasized extreme data through the intensity of the color shading in each cell as the observed cell counts moved further from the expected values.  The second applet showed the shape of the X2 distribution by its related degrees of freedom (http://www.stat.vt.edu/~sundar/java/applets/ChiDensityApplet.html), and a third applet highlighted the relationship between the tabled X2 values and the p-value corresponding to a value on a graph of the distribution (http://www.stat.sc.edu/~west/applets/contable.html).  Finally, the last applet offered an interactive table for exploring the goodness-of-fit test (http://www.stat.uiuc.edu/~stat100/java/chisquare/ChiSquareApplet.html).  A non-interactive page was also available to aid students in carrying out the X2 calculations and understanding the different uses of the X2 test (http://math.hws.edu/javamath/ryan/ChiSquare.html).

1.16.2.2.7. Session VII:  ANOVA

A number of different applets were available for this session.  Two similar websites demonstrated the relationship between the graphical representation of data by groups and the ANOVA table calculations (http://www.ruf.rice.edu/~lane/stat_sim/one_way/index.html and http://espse.ed.psu.edu/statistics/Chapters/Chapter11/ColorANOVA.html).  A third applet depicted the shape of the F distribution under varying degrees of freedom (http://www.stat.vt.edu/~sundar/java/applets/FDensityApplet.html).  A non-interactive window was available for brief review of notation used in ANOVA (http://biosun01.biostat.jhsph.edu/~fboyd/ANOVAnotation.html), and four applets provided the opportunity to incorporate understanding of that notation in commonly used ways (http://ww2.mcgill.ca/course/204204B01/applets/Anova1/Wxi.html, not available; http://ww2.mcgill.ca/course/204204B01/applets/Anova1/Wxi2.html, not available; http://ww2.mcgill.ca/course/204204B01/applets/Anova1/WWiXij.html, not available; and http://ww2.mcgill.ca/course/204204B01/applets/Anova1/WjWxij.html, not available).  These applets allowed students to practice solving equations typically used for ANOVA, such as sums of squares for multiple groups. 

1.16.2.2.8. Session VIII:  Linear Regression

The first applet allowed students to visualize the relationship between the regression equation and its corresponding line, and demonstrated changes in the regression line with the addition of new observations (http://www.shodor.org/interactivate/activities/slopeslider/index.html).  The second applet depicted the equation and graph of the regression line as well as the associated residuals plot (http://www.math.csusb.edu/faculty/stanton/m262/regress/regress.html).  The third applet provided a graphical explanation of the concept of minimizing the sum of squared errors (http://www.keypress.com/sketchpad/java_gsp/squares.html).  In addition, several short questions and problems focusing on interpretation and calculation of the estimated regression parameters were included on the session 
1.16.3. 
website
.

1.16.4. Post-test Survey

In the final phase of the study, a post-test survey was administrated.  The post-test survey included three parts: study participation, statistical knowledge using the same questions as the pretest, and personality and learning style.  The final portion of the post-test included the VARK (http://www.vark-learn.com/questionnaires/general.pdf) survey which scores a student’s aptitude for learning on Visual, Aural, Read-write, and Kinesthetic scales.  These were included to investigate whether such scales might help predict participation more reliably than Kolb’s Learning Style Inventory.  Introvert-Extrovert tendencies were measured with questions from the Jung – Myers-Briggs Typology survey (http://www.humanmetrics.com/cgi-win/JTypes2.asp), though a few of these questions were modified slightly to improve readability.

1.16.5. Assessments
Student performance was assessed by multiple methods: responses to Self-Evaluation Problems and scores on midterm and final examinations.  At the conclusion of each intervention session, students in all three groups were asked to complete a short set of online Self-Evaluation Problems (SEPs) which both reinforced conceptual material and allowed comparison of short-term group differentiation.  These SEPs accompanied the regular lecture material and were available from the course website; all students were encouraged to complete them after each lecture.  During the timeframe for each session, study participants received email reminders regarding completion of both the intervention and the SEPs.  

In-class closed book examinations were given every four weeks for a total of four examinations across the four month interval (a midterm and final examination for each of the two terms).  Each examination consisted of 20 multiple choice problems based on short calculations and interpretation or application of appropriate statistical methods.  
1.16.6. Human Subjects
The study design, informed consent form (Appendix C), and pretest (Appendix D) and post-test surveys (Appendices GG-II) were all approved by the committee on human research, the internal review board at the Johns Hopkins University Bloomberg School of Public Health.
Data Analysis

1.17. Study and Data Management

The organization and logistics of the randomized trial were managed separately from the conduct of the ongoing course.  Whenever possible, the study sessions and materials were maintained separately from those of the regular course.  Instructors and course TAs were blinded to a student’s study group.  The cooperative learning TA did not participate in any aspects of the regular course.  In addition, no data analysis was conducted until the study was completed.  

Counts of individuals participating in the cooperative learning sessions were maintained by the cooperative learning teaching assistant.  Individually tracking of access of the study website by students in the internet learning group was not possible.  However, the SuperStats (known as SiteCatalyst as of May 6, 2002) internet tracking system (http://www.omniture.com/) was used to count the number of times each portion of the study website was opened.  At the end of the study, these data were downloaded from the SuperStats website to describe the relative frequency with which websites for the different intervention sessions were opened.
Data for each examination question for all students were entered by hand into a Microsoft Excel spreadsheet after the examinations were hand-scored. Discrepancies appearing between a student’s score computed from the database and from the previous score obtained by hand were resolved by comparison of the answers in the database to the student’s original responses.  All acquired data were transferred to a Stata dataset at the end of the study.

Statistical analysis was performed using the Stata statistical package (version 7, The Stata Corporation, Houston Station, TX, © 2001).  Programming for the marginal structural models was performed in Stata and verified in SAS (version 8, The SAS Institute, Inc., Cary, NC, © 1999).
1.18. Description of Study Variables

1.18.1. Pretest and Learning Style Variables

The variables available for analyzing the results from this study arose from a number of sources.  The pretest survey yielded demographic and student characteristic variables (Table 4.1), knowledge and skills variables (Table 4.2), and one of the learning style variables.  The other two learning style variables were measured during the post-test survey, which also assessed study participation and re-evaluated statistical knowledge using the same ten question scale employed for the pretest survey (Table 4.3).  

Table 4.1: Demographic and student characteristic variables from the pretest survey

	Variable
	Description
	Type
	Coding

	Gender
	Student’s gender
	Binary
	0 = female

1 = male

	Age
	Student’s age in years
	Continuous
	Centered at 30 years in regression models

	Degree
	Degree sought by student
	Categorical
	0 = MPH

1 = Doctoral

2 = Other Master’s degree

3 = Other

	Department
	Departmental affiliation of student
	Categorical
	0 = Health Policy & Management

1 = Epidemiology/Biostatistics

2 = Population & Family Health Sciences

3 = International Health

4 = Other

	Credits
	Credits planned by student for 1st term
	Continuous
	Centered at 12 in regression models

	English
	Native language of student
	Binary
	0 = Non-native English speaker

1 = Native English speaker

	Employed
	Student plans for employment during 1st term
	Binary
	0 = Not working or working 
< 10 hours per week

1 = working 10 or more hours per week


Table 4.2: Knowledge and skills variables from the pretest survey

	Variable
	Description
	Type
	Coding

	Stat
	Statistical knowledge scale
	Continuous 0-10
	0 = no correct answers

10 = all answers correct

	Math
	Mathematical skills scale
	Continuous 0-5
	0 = no correct answers

5 = all answers correct

	Tutor
	Student self-reported likelihood of needing a tutor for biostatistics
	Continuous 0-4
	0 = Tutor definitely not needed

4 = Tutor definitely needed

	Belief
	Student self-reported strength of belief in ability to learn biostatistics
	Continuous 0-100
	0% = very weak 

100% = very strong

	Computer
	Student self-reported comfort with computers
	Binary
	0 = uncomfortable working with computers

1 = comfort with computers at least “good”


Table 4.3: Learning style variables from the pre- and post-test surveys

	Variable
	Description
	Description of learning style/personality
	Source
	Type

	Kolb’s LSI
	Learns best by:
	
	

	LSI_CE
	Number of responses on Kolb’s Learning Style Index 
	Concrete Experience
	Pretest
	Continuous 0-12

	LSI_RO
	
	Reflective Observation
	
	Continuous 0-12

	LSI_AC
	
	Abstract Conceptualization
	
	Continuous 0-12

	LSI_AE
	
	Active Experimentation
	
	Continuous 0-12

	VARK
	Measure of usefulness of learning aid:
	
	

	Vark_V
	Number of responses on VARK survey
	Visual
	Post-test
	Continuous 0-13

	Vark_A
	
	Auditory
	
	Continuous 0-13

	Vark_R
	
	Reading/Writing
	
	Continuous 0-13

	Vark_K
	
	Kinesthetic
	
	Continuous 0-13

	Extrovert
	Number of responses on a subset of questions from Myers-Briggs survey
	Measure of extroversion
	Post-test
	Continuous 0-10


1.18.2. Post-Test and Participation Variables

Table 4.4 details student characteristics and statistical knowledge variables gathered on the post-test survey.  Table 4.5 shows variables related to study participation.  Participation was measured in two ways.  First, subsequent to each session, students completing the Self-Evaluation Problems were asked whether they completed the intervention for that session.  Second, the same question was repeated for all sessions on the post-test survey.  

Table 4.4: Variables from the post-test survey

	Variable
	Description
	Type
	Source
	Coding

	Stat_post
	Statistical knowledge scale
	Continuous

0-10
	post-test
	0 = no correct answers

10 = all answers correct

	Change_Stat
	Change in statistical knowledge scale from pretest to post-test
	Continuous 
	pretest & post-test
	-10 = maximum decrease in knowledge

0 = no change

10 = maximum increase in knowledge

	Belief_post
	Student self-reported strength of belief in ability to learn biostatistics 
	Continuous 0-100
	post-test
	0% = very weak

100% = very strong

	Change_Belief
	Change in strength of belief from pretest to post-test
	Continuous 
	pretest & post-test
	-100 = maximum decrease in belief

0 = no change

100 = maximum increase in belief

	Credits_post
	Credits taken by student during 1st term
	Continuous
	post-test
	Centered at 12 for regression models

	Tutor_post
	Use of tutor
	Binary
	post-test
	0 = no tutor used 

1 = tutor used


Table 4.5: Participation variables

	Name
	Description
	Type
	Source
	Coding

	Attendance
	Session-specific participation in intervention 
	Binary
	post-test & SEPs*
	0 = no participation (includes control group)

1 = participation

	Number
	Number of intervention sessions in which student participated after the initial session
	Continuous 0-7
	post-test & SEPs
	Number of sessions

	Stay
	Student participation after the first two sessions
	Binary
	post-test & SEPs
	0 = no participation after the second session

1 = participation after the second session

	SEP
	Session-specific completion of SEP 
	Binary
	SEPs
	0 = no completion

1 = completion of SEP


*SEP = online self-evaluation problems

1.18.3. Outcome Variables

The primary outcome variable for the first three study aims was the cumulative examination score across the four in-class examinations (possible range of 0 to 400) (see Table 4.6).  Secondary outcome variables were the scores on each of the four in-class examinations (possible range of 0 to 100 for each examination, Table 4.6) and the percentage of session-specific questions correctly answered on examinations (Table 4.7).  Certain examination questions specifically related to the concepts covered in each study session.  These session-specific questions are described below and also detailed in Appendix JJ.  The percent of such questions correctly answered was calculated in order to standardize this variable across the study sessions.  The Self-Evaluation Problems (SEPs) were not used as primary outcome variables because SEP completion was voluntary, rather than a required course component.  These responses were used as intervening variables (confounders) in multivariable analyses.

Table 4.6: Cumulative performance variables

	Variable
	Description
	Type
	Timing of Examination

	Exam_1
	Score on first midterm examination
	Continuous 0-100
	After session 2

	Exam_2
	Score on first final examination
	Continuous 0-100
	After session 4

	Exam_3
	Score on second midterm examination
	Continuous 0-100
	After session 6

	Exam_4
	Score on second final examination
	Continuous 0-100
	After session 8

	Score
	Cumulative score on all four examinations
	Continuous 0-400
	At end of study


Table 4.7: Session-specific performance variables

	Variable
	Description
	Type
	Coding

	Session-specific questions
	Correct answer of question on examination
	Binary
	0 = incorrect

1 = correct

	Session_1, Session_2,...

Session_8
	Percentage of session-specific questions correctly answered on examinations
	Continuous 0-100
	0% = none correct

100% = all correct


Student course grades was also considered as an additional outcome variable.  However, certain drawbacks to this variable were noted.  First, the school uses only whole letter grades without subdivisions (e.g. A, B, C, D, F), which provides little variability for an outcome variable.  Furthermore, much of the actual variability in students’ overall scores, which are used to determine grades, is derived from examination scores.  The other components of the overall score, grades on problem sets and quizzes, contribute less variation.  As a result, two of the outcome variables that were utilized (cumulative examination score and score on the subsequent examination) were assumed to account for the majority of the variability in students’ grades.

1.18.3.1. Session-Specific Outcome Variables

Examination questions directly related to each session were identified (Appendix JJ).  For the first session, fifteen questions were used; five probability calculations pertaining to combining sets using either the word “and” or “or,” three calculations of conditional probability, and seven calculations comparing risk by subtraction or division.

Ten examination questions pertaining to the Binomial or Poisson distributions was identified as corresponding with the concepts of the second study session.  The questions were then grouped by similarity; three calculations requiring use of the Binomial formula, two questions involving knowledge of assumptions of the Binomial distribution, one problem requiring identification of the Binomial distribution from a situation, one calculation of the expected value of a Poisson distribution, one calculation using the formula for the Poisson distribution, and two problems requiring students to choose which distribution is appropriate for a given situation.  

Only two examination questions were directly associated with the central limit theorem, the topic of the third study session; one question identifying the distribution of the mean, and one question requiring discrimination of the standard error and the standard deviation.  Ten additional questions indirectly involved the central limit theorem, through associated ideas such as hypothesis testing or confidence interval calculation.

Similarly, for the fourth study session, two examination questions directly related to conclusions arising from hypothesis testing.  Five additional questions utilized concepts associated indirectly with hypothesis testing.  

For the fifth study session, four questions related to confidence intervals; one calculation of a confidence interval, one interpretation of the meaning of a confidence interval, and two calculations of the confidence interval for a difference in two means.

Four examination questions were used to evaluate ideas related to the X2 distribution, the focus of the sixth study session; one question identifying the appropriate degrees of freedom and associated p-value, one question regarding calculation of the expected value of one cell in a contingency table, and two questions identifying an appropriate conclusion from a X2 test.

A total of six questions, all associated with the same problem, used concepts explored during the seventh study session, on Analysis of Variance; one question regarding calculation of a sum of squares, one calculation of an F-test, one question concerning the identification of the p-value associated with the F test, one problem regarding the best estimate of σ2, one question relating the best estimate of σ2 to the mean squared error within groups, and one problem using the Bonferonni multiple comparisons method to identify which group(s) differed from the others.

Finally eight questions evaluated concepts explored during the eighth study session on simple linear regression; one question regarding interpretation of the numerical value of the intercept, one question on the simple interpretation of the slope coefficient, four additional questions required more complex interpretation of the slope coefficient (statistical significance of the slope coefficient, interpretation of the slope based on the problem, interpretation of the confidence interval associated with the slope, and interpretation of the slope when the units were changed), one question on use of the mean squared error associated with the regression, and one question on calculation of the predicted value of Y given X.

1.19. Descriptive Analysis 

In addition to the descriptive analyses discussed below, the distribution of all outcome variables were explored graphically.

1.19.1. Pretest Characteristics

Randomization was validated by comparisons of pretest characteristics across groups.  The three study groups were compared with regard to distribution of student demographics, statistical knowledge and mathematical skills, as measured by the pretest survey using either the X2 statistic for categorical variables, the nonparametric test for trend for ordinal variables, or the Analysis for Variance (ANOVA) test for continuous variables.  

1.19.2. Bivariate Analysis of Pretest Data

Bivariate relationships between variables were assessed using one of the following; the X2 statistic for two categorical variables, the nonparametric test of trend for the level of a continuous variable across categories of an ordinal variable, or the Analysis of Variance test for differences in means of a continuous variable across groups defined by a categorical variable.  The Pearson correlation coefficient was used to assess the bivariate relationship of two continuous variables. Alternatively, a nonparametric test for trend was used to assess the level of a continuous variable across categories defined by the quartile of the second variable.  Joint distributions of particular interest were also explored visually.   

1.19.3. Post-Test Characteristics

The short test of statistical knowledge and the question regarding strength of belief in ability to learn biostatistics from the pretest survey were repeated on the post-test survey.  For each of these variables, the mean change in score between post-test and pretest was compared across groups defined by pretest characteristics using ANOVA.  The mean changes in statistical knowledge and in belief in statistical ability were also calculated within different categories of the demographic, knowledge, and skills variables from the pretest survey.  Finally, the change in statistical knowledge was changed to an ordinal variable defined by its quartiles.  The means of the study outcome variables were then compared within the quartiles, by assigned group, with statistical significance determined by ANOVA.    

1.20. Investigation of Intervention Effects

Question 1:  Does the addition of active learning methods to a didactic introductory biostatistics course improve students’ performance?
a. Does the addition of interactive small group (cooperative learning) sessions improve students’ performance?

b. Does the addition of short internet applications (internet learning) improve students’ performance?

c. Is there a difference in students’ performance via cooperative learning versus internet learning?

1.20.1. Descriptive Analysis of Intervention Effects

Outcomes were simultaneously compared 1) across the three groups and 2) across the demographic, knowledge, and skills variables from the pretest survey, stratified by assigned intervention group.  Statistical significance was determined via ANOVA.  

1.20.2. The Pretest Model for the Primary Outcome

After bivariate relationships were explored, a multiple linear regression model approach was taken to identify the pretest characteristics which best predicted cumulative examination score, the primary performance outcome, which served as a proxy for the secondary performance outcome measures.  The variables identified in the best model (the “pretest variables”) were then included as covariates in subsequent models for the primary and secondary outcomes developed for each specific aim.  

1.20.3. Inferential Analysis of Intervention Effects on Performance

Three different modeling approaches were performed:

· Logistic regression models for session-specific performance

· Repeated measures linear regression models for performance measures

· Marginal structural models for performance measures

1.20.3.1. Logistic Regression Models for Session-Specific Outcomes

A detailed analysis of session-specific results was performed.  For each of the eight sessions, separate logistic regression models, with a random effect grouping similar questions for each student, were used to estimate the odds of correctly answering a session-specific question for each intervention group compared to the control group.  The odds ratio of correctly answering a question pertaining to a given study session topic was obtained by combining all questions related to each study session into a single model linked by a random effect at the student level.  For each of the eight study sessions, the modeling was performed in four steps:

1. Adjusting for assigned study group

2. Adjusting for assigned study group and the pretest variables

3. Adjusting for reported participation in intervention groups 

4. Adjusting for reported participation and the pretest variables

1.20.3.2. Repeated Measures Linear Regression Models for Performance

Longitudinal analysis of student performance measures was performed both using a) the intent-to-treat principle and b) reported intervention.  For both types of repeated measures models, cumulative performance was assessed using three separate outcomes:

· the cumulative examination score (constant over all sessions)

· the score on the next examination 

· the percentage of session-specific examination questions answered correctly.  

1.20.3.2.1. Models Using Intent-to-Treat

A longitudinal linear modeling approach was performed using the intent-to-treat principle.  For each outcome, the modeling was performed in four steps:

1. Adjusting for assigned study group

2. Adjusting for assigned study group and pretest variables

3. Adjusting for assigned study group and number of sessions student reported attending

4. Adjusting for assigned study group, number of sessions student reported attending, and pretest variables

Each outcome was used as the dependent variable in a repeated measures longitudinal linear model that included one observation for each session for every student, excluding the first session.  The first session was excluded due to differences in reporting methodologies.  Since seven observations were included for each student, a random effect for the student was also included.

1.20.3.2.2. Models Using Reported Intervention

The modeling approach in the previous section assumed analysis by randomized study group and did not adjust for intervention received or noncompliance.  For each outcome, a separate longitudinal linear modeling approach was performed using the intervention reported by study participants.

This modeling approach compared students with respect to the intervention they reported receiving at each session.  Again, the modeling approach was performed separately for each of the three outcome variables (cumulative examination score, score on the next examination, and percentage of session-specific examination questions answered correctly).  For each outcome, the modeling was performed in four steps, which included predictor variables for participation in:

1. one study session

2. two consecutive study sessions

3. three consecutive study sessions

4. four consecutive study sessions

Each generalized linear model (GLM) was also separately adjusted for the pretest variables.  The cumulative effect on performance of participation in the intervention in either the cooperative learning group or the internet learning group as compared to those not receiving the intervention was the result of interest in each model.

Marginal Structural Models for Performance 
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This study also collected data on whether or not students completed the associated online self-evaluation problems (SEPs).  For each session, SEP completion was a time-dependent confounder, as it was a predictor that 1) potentially influenced both attendance at the next intervention session as well as the study outcomes and 2) was possibly influenced by the history of completion of previous intervention sessions (Figure 4.1).

Figure 4.1:  Marginal structural models as used in this study

The modeling approaches discussed previously did not adjust for SEP completion, since inclusion of such a variable as a covariate might bias estimates of the intervention effect.  A modeling approach using marginal structural models (MSMs) was used to adjust for SEP completion and to reweight the data according the probability of receiving the intervention at each session-specific timepoint.  Through the marginal structural models, the generalized linear models (GLMs) for reported intervention were reweighted to adjust for SEP completion and probability of receiving intervention.  Each MSM was also separately adjusted for the pretest variables.  Adjusted results from MSMs and GLMs were compared.  (See Appendix PP for an example of Stata code used to fit a marginal structural model.)

1.21. Investigation of Learning Style

Question 2:  Is there a difference in students’ performance via cooperative learning versus internet learning after adjusting for learning style?

The second study aim was to assess whether there was a difference in students’ performance by study group after adjusting for learning style.  The three sets of learning style measures were 1) Kolb’s Learning Style Inventory, as measured on the pretest, 2) the VARK scale and 3) a measure of extroversion from the Myers-Briggs scale, the latter two scales obtained during the post-test survey.

1.21.1. Descriptive Analysis of Learning Style

The correlations among the different learning style scales were estimated using Pearson correlation coefficients in order to assess colinearity.  Correlation coefficients were also computed to assess associations between all the learning style variables and the pretest variables and the change in statistical knowledge from the pretest to the post-test.  In addition, t-tests were used to compared mean learning style scores between native English speaking students and foreign students.  Finally, for each learning style scale, mean scores by assigned group were compared using ANOVA.  Since learning styles are characteristics inherent to a student and cannot change over time, analyses of the association between learning styles and performance were restricted to the primary outcome of cumulative examination score.

1.21.2. Inferential Analysis of Learning Style on Performance

Separate multiple linear regression models of cumulative examination scores on assigned study group were constructed for each set of learning style characteristics.  In the second step, the variable depicting English as a native language was added to the models that include learning styles associated with native English speaking status.  Finally, the three sets of learning style characteristics were simultaneously included in a model along with the assigned study group and the pretest variables.  Each step was separately repeated, adjusting for the pretest variables.  

A second parallel set of multivariate inference models adjusted for reported intervention rather than assigned study group.  These longitudinal models included seven observations per student and an associated random effect at the student level.

1.22. Investigation of Intervention Participation

Question 3:  Does learning style differentially influence participation in the intervention groups?

1.22.1. Descriptive Analysis of Participation

The third and final study aim was to predict participation in the two intervention groups using students’ learning style.  Key pretest and learning style characteristics were compared for those who dropped out after the first two sessions versus those who remained in the study, by assigned group.  Only the cooperative learning and internet learning groups were used in the analysis of participation, since students randomized to the control group did not attend intervention sessions.  Statistical score, mathematical score, likelihood of needing a tutor, age, and learning style scores were compared between the two intervention groups.  In addition, three variables from the pretest survey were conjectured as theoretically associated with study participation, and considered in this analysis.  These variables were the number of credits for which the student registered during the first term, projected level of employment, and reported proficiency with computers.  Summary data for these variables were also compiled and compared between those who participated versus those who dropped out.  Finally, the mean, median, and quartiles for the first examination score were compared for those who participated and those who dropped out, by assigned group, since it was speculated that especially high or low scores may be associated with participation.

1.22.2. Inferential Analysis of Learning Style on Participation

Inference regarding participation was performed in two ways.  The dependent variable was defined as participation after the second session.  Logistic regression was used to compare the odds of participating after the first two sessions by assigned study group.  The second step adjusted for the pretest variables.  In the third step, the three sets of learning style scores were included both separately and simultaneously in the model.  The participation analysis was then repeated using linear regression models in which the dependent variable was defined as the total number of sessions in which the student participated.

1.23. Qualitative Results from the Post-Test Survey

In addition to the quantitative variables discussed above, student comments were also elicited during the post-test survey. Specific responses were sought regarding opinions about the intervention sessions, the study, and reasons for non-participation.   These comments were sorted by group and participation (whether the student dropped out or remained in the study after the first two sessions) and common themes were identified.  

Results

1.24. Study Participants

A total of 376 students were enrolled in the course.  265 (70%) of the students consented to participate in the trial; 69, 100, and 96 were randomized to the cooperative learning, internet learning, and control groups, respectively.  Three students randomized to the internet learning group were subsequently excluded from the analysis: one student declined participation after only 3 days, and was reclassified as a nonparticipant; a second opted to audit the course rather than take it for a grade; a third student took only one of the two terms of this course sequence.  The initial number in the internet learning group was thus reduced to 97.

Prior to study initiation, 324 students responded to the online pretest, including 255 study participants.    At the end of the study, 149 study participants completed the online pretest: 42 (61%), 57 (59%), and 50 (52%) from the cooperative learning, internet learning, and control groups, respectively.  23 nonparticipants also completed the post-test survey, but their results were not included in this analysis (Appendix KK).

1.25. Descriptive Analysis

Distributions of the outcome variables are shown  in Appendix LL.  The primary outcome variable, cumulative examination score, was left-skewed with a mean of 331 points.  The median was 337, and the data ranged from a minimum of 202 points to a maximum of 395 out of the total possible 400 points.  Scores on the four separate examinations were also left-skewed to varying degrees: for the first examination, the mean was 89 points and the median 95 points; the mean for the second examination was 81 points with a median value of 85; the third examination’s mean score was 83 points with a median of 85 points; and the mean score on the fourth examination was 76 points with a median of 77 points.  

The percentage of session-specific questions correctly answered for each study session also tended to be left-skewed.  However, there were only four examination questions associated with the concepts for the fifth and sixth study sessions.  The mean percentage of questions associated with the second study session, on conditional probability in a 2x2 table, that were correctly answered was 83% (median of 90%); for the third session, on the binomial and poisson distributions, the mean was 65% (median 64%); session four, on hypothesis testing, had a mean of 69% (median 71%); the fifth session covered confidence intervals, with a mean of 69% (median 75%); for session six, on the X2 distribution, the mean was 84% (median 75%); the seventh study session, on analysis of variance, had a mean of 79% (median 83%); and the final session, on simple linear regression, had a mean of 61% (median 63%).

1.25.1. Pretest Characteristics 

The distributions of demographic and student characteristics for both trial participants and nonparticipants are shown in Table 5.1.  As expected by randomization, all three groups were fairly comparable with respect to pre-study characteristics.  Those students choosing to participate in the study were slightly younger, more likely to be female, and more often seeking a Master of Public Health degree than nonparticipants.  Currently employed students were far less likely to participate than those unemployed or working less than 10 hours a week.   However none of these differences between study participants and nonparticipants proved statistically significant.

Four questions on comfort with the English language were included in the pretest survey.  The first simply asked whether English was the student’s native language.  The other three questions consisted of separate scales reflecting understanding of spoken English, understanding of written English, and comfort regarding writing in English, respectively.  The score for each scale ranged from 0 (very uncomfortable) to 4 (very comfortable).  However, almost 50 students who said that they were native speakers also reported that they were very uncomfortable with all three of the specific scales listed above.  It is possible that the majority of these students were in fact non-native speakers who were so uncomfortable with the language that they simply misunderstood the initial question.  These students were accordingly coded as non-native speakers for purposes of subsequent data analysis.  

Table 5.1: Distributions of demographic and student characteristics for participants and nonparticipants

	Characteristic
	Participants
	Non-participants

No. (%)

	
	Cooperative

No. (%)
	Internet

No. (%)
	Control

No. (%)
	p-value*
	

	Gender
	Male
	20 (30.3)
	27 (28.7)
	30 (31.6)
	0.91
	19 (35.2)

	
	Female
	46 (69.7)
	67 (71.3)
	65 (68.4)
	
	35 (64.8)

	Age
	20-29
	40 (58.0)
	59 (60.8)
	59 (61.5)
	0.87
	29 (53.7)

	
	30-39
	21 (30.4)
	31 (32.0)
	29 (30.2)
	
	23 (42.6)

	
	40-49
	5 (7.3)
	3 (3.1)
	6 (6.3)
	
	1 (1.9)

	
	50+
	3 (4.4)
	4 (4.1)
	2 (2.1)
	
	1 (1.9)

	Degree
	MPH
	25 (37.9)
	36 (38.3)
	31 (32.6)
	0.99
	14 (25.9)

	
	Other Master’s
	22(33.3)
	32 (34.0)
	36 (37.9)
	
	19 (35.2)

	
	Doctoral
	12 (18.2)
	17 (18.1)
	17 (17.9)
	
	12 (22.2)

	
	Other
	7 (10.6)
	9 (9.6)
	11 (11.6)
	
	9 (16.7)

	Department
	Epidemiology & Biostatistics
	16 (24.2)
	23 (24.5)
	19 (20.0)
	0.70
	13 (24.1)

	
	Health Policy & Management
	16 (24.3)
	21 (22.3)
	25 (26.3)
	
	14 (25.9)

	
	Population & Family Health Sciences
	15 (22.7)
	16 (17.0)
	13 (13.7)
	
	10 (18.5)

	
	International Health
	10 (15.3)
	20 (21.28)
	26 (27.4)
	
	7 (13.0)

	
	Other
	9 (13.6)
	14 (14.9)
	12 (12.6)
	
	10 (18.5)

	Credits
	≤ 5
	3 (4.4)
	7 (7.2)
	9 (9.4)
	0.73
	7 (13.0)

	
	6-11
	2 (2.9)
	2 (2.1)
	5 (5.2)
	
	4 (7.4)

	
	12-18
	41 (59.4)
	52 (53.6)
	49 (51.0)
	
	23 (42.6)

	
	19+
	23 (33.3)
	36 (37.1)
	33 (34.4)
	
	20 (37.0)

	English
	Native Language
	42 (63.6)
	52 (55.3)
	60 (63.2)
	0.45
	32 (59.3)

	
	Second Language
	24 (36.4)
	42 (44.7)
	35 (36.8)
	
	22 (40.7)

	Employment
	Employed
	24 (36.4)
	30 (31.9)
	41 (43.2)
	0.28
	44 (81.5)

	
	Not Employed
	42 (63.6)
	64 (68.1)
	54 (56.8)
	
	10 (18.5)

	Total
	69
	97
	96
	
	54


* Based on Chi-squared statistic

Students were asked to rate their anticipated ability to learn Biostatistics on a scale of 0 to 100.  The statistical knowledge score was determined by performance on ten questions covering basic statistical concepts.  

The distributions of pretest knowledge and skills are shown in Table 5.2.  All three groups are fairly comparable.  Participants and nonparticipants appeared similar except that nonparticipants possessed stronger levels of belief in their ability to learn biostatistics.

Table 5.2: Distribution of knowledge and skills on pretest survey

	Characteristic
	Participants
	Non-participants

	
	Cooperative
	Internet
	Control
	p-value*
	

	Stat   mean (sd)
	4.28 

(1.84)
	4.32 (1.90)
	3.71 (2.23)
	0.078
	4.44 (2.33)

	Math     mean (sd)
	4.37 

(1.22)
	4.26 (1.23)
	4.44 (1.02)
	0.53
	4.17 (1.19)

	Tutor     mean (sd)
	1.52 

(0.96)
	1.49 (0.89)
	1.53 (1.11)
	0.97
	1.35 (1.07)

	Belief     mean (sd)
	87.9 

(13.5)
	86.41 (15.11)
	86.87 (14.26)
	0.81
	84.00 (19.65)

	Computer
	Comfortable No. (%)
	52 (78.8)
	80 (85.1)
	71 (74.7)
	0.21
	41 (75.9)

	
	Uncomfortable

No. (%)
	14 (21.2)
	14 (14.89)
	24 (25.3)
	
	13 (24.1)


* Based on ANOVA for continuous variables or Chi-Square test for categorical variables.

Information regarding performance on portions of the statistical knowledge survey was available for other groups from other studies and is shown in Table 5.3.  For the seven questions from Wulff et al., the percentages correctly answering each question among 148 doctors and 97 research methods students.  In general, the research methods students were correct more often than the medical doctors, with the exception of the question regarding interpretation of standard error.  

For comparison, the percentages of study participants correctly answering each question on the pretest survey, the post-test survey, and both surveys are also shown.  Before the course began, study participants had slightly greater understanding of the standard deviation and slightly less understanding of standard error than did the medical doctors surveyed by Wulff et al.  Participants were similar to other research methods students regarding their interpretation of p-values, and similar to medical doctors regarding their differentiation of p-values just over or under 0.05.  Participants correctly answered the question on interpretation of sporadic result less often than both doctors and research methods students.  

By the end of the study, participants had dramatically improved on every question except the one regarding interpretation of the standard deviation, for which the answer choices included three possibilities that could be considered correct.  At the time of the post-test survey, participants were otherwise comparable with Wulff et al.’s research methods students regarding interpretation of a mean ( standard deviation, but study participants received poorer scores than the research methods students regarding the mean ( standard error.  In other respects, study participants fared better than research methods students after the conclusion of the study.

One question, requiring use of conditional and marginal probabilities in a 2x2 table, was taken from Hoffrage et al. (2000).  Among 24 physicians, they found only one person correctly answering this question (4.2%).   In contrast, 78% and 96% of our study participants correctly answered this question on the pretest and post-test surveys, respectively.

Table 5.3: Number (percentage) of correct answers out of a total of 148 doctors and 97 students from Wulff et a. (1987), and 252, 110, and 107 students responding respectively to the pretest, post-test, and both surveys in this study.

	Topic
	Comparison Group(s)
	Study Participants

	Wulff  et al.1
	Doctors

% of 148
	Other students

% of 97
	Pretest

No. 
(% of 252)
	Post-test

No. 
(% of 110)
	Pretest and Post-test

No. 
(% of 107)

	Interpretation of mean ± SD
	30
	51
	109 (42.8)
	57 (51.8)
	32 (29.4)

	Interpretation of SD & Normal Distribution
	20
	35
	52 (20.4)
	9 (8.2)
	2 (1.8)

	Interpretation of mean ± SE
	39
	55
	42 (16.5)
	32 (29.1)
	6 (5.5)

	Interpretation of SE & Normal Distribution
	38
	27
	96 (37.9)
	83 (75.5)
	36 (33.6)

	Interpreting p-values
	13
	39
	105 (41.2)
	78 (70.9)
	35 (32.1)

	p-values over vs. under 0.05
	34
	43
	91 (35.7)
	80 (72.7)
	37 (33.9)

	Significance of sporadic results
	42
	54
	67 (26.3)
	90 (81.8)
	29 (26.6)

	Hoffrage et al.2
	Physicians

% of 24
	
	
	

	Probability & conditional probability
	4.2
	199 (78.0)
	106 (96.4)
	89 (81.7)

	Questions designed for this study
	
	
	

	Identifying the null hypothesis
	(
	174 (68.2)
	101 (91.8)
	71 (65.1)

	Interpreting power
	(
	102 (40.2)
	95 (86.4)
	40 (36.7)

	Total
	Mean score (sd)
	4.08 (2.08)
	6.65 (1.51)
	3.47 (2.00)


Sources:  

1.  Wulff, H. R., B. Anderson, P. Brandenhoff, and F. Guttlet (1987).  “What Do Doctors Know About Statistics?”  Statistics in Medicine 6: 3-10.

2.  Hoffrage, U., S. Lindsey, R. Hertwig, G. Gigerenzer (2000). “Communicating Statistical Information.” Science 290(5500): 2261-2262.
3.  Questions designed for this survey

Bivariate Analysis of Pretest Data

The bivariate distributions between student demographics and other characteristics are shown in Table 5.4.  Non-native English speakers were more likely to be female than their native English-speaking colleagues.  Non-native English speakers also tended to be in the MPH program.  Younger students, as well as those in the International Health and Health Policy and Management departments, planned to take more credits.  Those in “other” departments or degree programs tended to enroll for fewer credits and were more likely to work 10 or more hours per week.  

Table 5.4: Bivariate distributions of demographic and student characteristics

	Characteristic
	Credits

Mean (SD)
	English
	Employment

	
	
	Native speaker

No. (%)
	Non-native speaker

No. (%)
	Working 10+ hours a week

No. (%)
	Not working or working <10 hours/week

No. (%)

	Gender
	Male
	16.94 (4.64)
	39 (38.6)
	38 (24.7)
	27 (28.4)
	50 (31.3)

	
	Female
	16.45 (4.36)
	62 (61.4)
	116 (75.3)
	68 (71.6)
	110 (68.8)

	Age
	20-29
	17.12 (3.76)
	98 (63.6)
	60 (59.4)
	52 (54.7)
	106 (66.3)

	
	30-39
	15.95 (5.07)
	43 (27.9)
	38 (37.6)
	35 (36.8)
	46 (28.8)

	
	40-49
	15.15 (6.12)
	12 (7.8)
	2 (2.0)
	7 (7.4)
	7 (4.4)

	
	50+
	11.00 (9.90)
	1 (0.7)
	1 (1.0)
	1 (1.1)
	1 (0.6)

	Degree
	MPH
	18.57 (2.88)
	43 (27.9)
	49 (48.5)
	32 (33.7)
	60 (37.5)

	
	Other Master’s
	17.43 (1.98)
	65 (42.2)
	25 (24.8)
	20 (21.1)
	70 (43.8)

	
	Doctoral
	15.30 (4.75)
	31 (20.1)
	15 (14.9)
	23 (24.2)
	23 (14.4)

	
	Other
	9.08 (6.02)
	15 (9.7)
	12 (11.9)
	20 (21.1)
	7 (4.4)

	Department
	Epidemiology & Biostatistics
	15.59 (4.41)
	32 (20.8)
	26 (25.7)
	16 (16.8)
	42 (26.3)

	
	Health Policy & Management
	17.69 (3.02)
	42 (27.3)
	20 (19.8)
	23 (24.2)
	39 (24.4)

	
	Population & Family Health Sciences
	16.88 (3.86)
	21 (13.6)
	23 (22.8)
	13 (13.7)
	31 (19.4)

	
	International Health
	18.63 (3.10)
	33 (21.4)
	23 (22.8)
	22 (23.2)
	34 (21.3)

	
	Other
	12.77 (6.17)
	26 (16.9)
	9 (8.9)
	21 (22.1)
	14 (8.8)


Bolding indicates statistically significant differences, or p<0.05.

Men tended to have an older age distribution than women (p=0.04).  Furthermore, older students were more likely to be enrolled in “other” degree programs (p<0.001).  

Table 5.5: Bivariate distribution (table shows no. (%)) of age by gender and degree program

	
	Age

	
	20-29
	30-39
	40-49
	50+

	Gender
	Female
	119 (66.9)
	47 (26.4)
	10 (5.6)
	2

(1.1)

	
	Male
	39 (50.7)
	34 (44.2)
	4

(5.2)
	-

	Degree
	MPH
	52 (56.5)
	34 (37.0)
	5

(5.4)
	1
(1.1)

	
	Other Master’s
	73 (81.1)
	17 (18.9)
	-
	-

	
	Doctoral
	27 (58.7)
	15 (32.6)
	4

(8.7)
	-

	
	Other
	6 (22.2)
	15 (55.6)
	5 (18.5)
	1

(3.7)


Bolding indicates statistically significant differences, or p<0.05.

As shown in Table 5.6, males entered the course with greater belief in their own ability to succeed in learning biostatistics than did females.  There were no statistically significant associations between level of comfort using computers and any demographic characteristics.

Table 5.6: Bivariate distributions of demographic characteristics with comfort using computers and strength of belief in ability to learn biostatistics

	Characteristic
	Belief

Mean (SD)
	Computer

	
	
	Comfortable No. (%)
	Uncomfortable No. (%)

	Gender
	Male
	90.22 (11.69)
	64 (31.5)
	13 (25.0)

	
	Female
	85.55 (15.18)
	139 (68.5)
	39 (75.0)

	Age
	20-29
	87.52 (14.65)
	127 (62.6)
	31 (59.6)

	
	30-39
	86.35 (13.70)
	64 (31.5)
	17 (32.7)

	
	40-49
	85.36 (15.75)
	11 (5.4)
	3 (5.8)

	
	50+
	80.00 (14.14)
	1 (0.5)
	1 (1.9)

	Degree
	MPH
	86.29 (13.08)
	72 (35.5)
	20 (38.5)

	
	Other Master’s
	85.66 (16.98)
	69 (34.0)
	21 (40.4)

	
	Doctoral
	89.11 (12.64)
	40 (19.7)
	6 (11.5)

	
	Other
	89.89 (11.35)
	22 (10.8)
	5 (9.6)

	Department
	Epidemiology & Biostatistics
	87.91 (11.88)
	51 (25.1)
	7 (13.5)

	
	Health Policy & Management
	85.82 (15.08)
	43 (21.2)
	19 (36.5)

	
	Population & Family Health Sciences
	88.91 (13.26)
	34 (16.8)
	10 (19.2)

	
	International Health
	85.34 (17.77)
	56 (22.0)
	10 (19.2)

	
	Other
	87.63 (12.13)
	35 (13.7)
	6 (11.5)


Bolding indicates statistically significant differences, or p<0.05.

The differences in statistical knowledge and mathematical skill by demographic and student characteristics are shown in Tables 5.7 and 5.8, respectively.  Increasing age was associated with higher statistical knowledge scores.  Doctoral students also had higher scores, while those seeking master’s degrees other than MPH degrees received lower scores on the statistics pretest.  Students in Epidemiology, Biostatistics, and “other” departments also displayed greater statistical knowledge on the pretest than those in other departments.  There were no statistically significant associations between perceived need for a tutor and any of the demographic characteristics.

Table 5.7: Bivariate distributions of demographic characteristics with statistical and mathematical scores and with reported need for a tutor

	Characteristic
	Stat

Mean (SD)
	Math

Mean (SD)
	Tutor

Mean (SD)

	
	
	
	

	Gender
	Male
	4.43 (2.04)
	4.38 (1.15)
	1.44 (0.99)

	
	Female
	3.92 (2.01)
	4.35 (1.16)
	1.54 (0.99)

	Age
	20-29
	3.82 (1.94)
	4.46 (1.03)
	1.43 (0.93)

	
	30-39
	4.48 (2.01)
	4.23 (1.26)
	1.60 (1.06)

	
	40-49
	4.07 (2.50)
	3.86 (1.66)
	1.86 (1.23)

	
	50+
	7.50 (2.12)
	4.50 (0.71)
	1.50 (0.71)

	Degree
	MPH
	4.05 (1.89)
	4.50 (1.02)
	1.34 (0.91)

	
	Other Master’s
	3.44 (1.90)
	4.36 (1.13)
	1.68 (1.00)

	
	Doctoral
	5.04 (2.10)
	4.20 (1.29)
	1.39 (1.08)

	
	Other
	4.65 (2.10)
	4.15 (1.35)
	1.74 (0.98)

	Department
	Epidemiology & Biostatistics
	4.69 (1.97)
	4.45 (1.11)
	1.52 (1.05)

	
	Health Policy & Management
	3.84 (2.12)
	4.26 (1.17)
	1.44 (0.97)

	
	Population & Family Health Sciences
	3.67 (1.94)
	4.41 (1.13)
	1.77 (1.08)

	
	International Health
	3.66 (1.94)
	4.38 (1.09)
	1.48 (0.93)

	
	Other
	4.65 (1.92)
	4.29 (1.34)
	1.34 (0.91)


Bolding indicates statistically significant differences, or p<0.05.

Table 5.8 displays an interesting trend whereby the mean statistical knowledge score decreases with increasing numbers of academic credits.  The association between the number of credits for which the student planned to enroll and statistical knowledge score is most likely due to confounding.  Choosing to take fewer credits was associated with older age (Table 5.5), and older age was associated with higher statistical knowledge scores (Table 5.7).  Table 5.8 also shows that foreign students were more likely to report needing a tutor for Biostatistics.  Students employed less than 10 hours per week showed higher mathematical skill scores.  

Table 5.8: Bivariate distributions of student characteristics with statistical and mathematical scores and reported need for a tutor

	Characteristic
	Stat

Mean (SD)
	Math

Mean (SD)
	Tutor

Mean (SD)

	
	
	
	

	Credits
	<6
	5.11 (2.25)
	4.32 (1.16)
	1.47 (1.07)

	
	6-11
	4.78 (1.48)
	4.67 (0.71)
	1.67 (1.12)

	
	12-18
	4.06 (1.97)
	4.37 (1.11)
	1.49 (0.99)

	
	19+
	3.81 (2.07)
	4.31 (1.25)
	1.54 (0.98)

	English
	Native Language
	4.20 (1.94)
	4.32 (1.16)
	1.36 (0.83)

	
	Second Language
	3.88 (2.15)
	4.42 (1.14)
	1.73 (1.17)

	Employment
	Employed
	4.28 (2.01)
	4.14 (1.34)
	1.49 (0.92)

	
	Not Employed
	3.96 (2.04)
	4.49 (1.00)
	1.52 (1.03)


Bolding indicates statistically significant differences, or p<0.05.

In addition to being more likely to want a tutor, foreign students were less likely to believe they could succeed in learning Biostatistics and were less comfortable with computers than their native English-speaking colleagues (Table 5.9).

Table 5.9:  Bivariate distributions of student characteristics with comfort using computers and strength of belief in ability to learn biostatistics

	Characteristic
	Belief

Mean (SD)
	Computer

	
	
	Comfortable

No. (%)
	Uncomfortable

No. (%)

	Credits
	<6
	87.89 (9.18)
	16 (7.9)
	3 (5.8)

	
	6-11
	88.00 (13.41)
	7 (3.5)
	2 (3.9)

	
	12-18
	87.13 (14.06)
	111 (54.7)
	31 (59.6)

	
	19+
	86.38 (15.98)
	69 (34.0)
	16 (30.8)

	English
	Native Language
	88.54 (13.97)
	129 (63.6)
	25 (48.1)

	
	Second Language
	84.57 (14.66)
	74 (36.5)
	27 (52.9)

	Employment
	Employed
	87.56 (12.00)
	79 (38.9)
	16 (30.8)

	
	Not Employed
	86.61 (15.60)
	124 (61.1)
	36 (69.2)


Bolding indicates statistically significant differences, or p<0.05.

Students who strongly believed they could learn biostatistics were also more likely to feel comfortable with computers, less likely to report wanting a tutor, and had greater prior statistical knowledge (Table 5.10).  Similarly, students who reported needing a tutor, in addition to reporting lower belief in their own ability to learn biostatistics, were less comfortable with computers, had less prior knowledge regarding statistics, and had lower mathematical skill scores.  Comfort with computers and greater mathematical skill were also both associated with greater prior statistical knowledge.  Mathematical skill was not associated with students’ reported comfort using computers.

Table 5.10: Bivariate distributions of knowledge and skills variables

	Characteristic
	Stat

Mean (SD)
	Math

Mean (SD)
	Tutor

Mean (SD)
	Belief

Mean (SD)

	
	
	
	
	

	Stat
	1st Quartile
	
	4.10 (1.38)
	1.84 (1.07)
	83.90 (16.89)

	
	2nd Quartile
	
	4.50 (0.91)
	1.50 (0.89)
	85.57 (13.90)

	
	3rd Quartile
	
	4.47 (1.04)
	1.35 (0.94)
	91.16 (10.01)

	
	4th Quartile
	
	4.68 (0.82)
	0.89 (0.63)
	90.18 (13.37)

	Math
	1st Quartile
	
	
	1.81 (1.10)
	85.67 (15.10)

	
	2nd Quartile
	
	
	1.38 (0.82)
	84.97 (13.72)

	
	3rd & 4th Quartiles
	
	
	1.45 (0.97)
	87.64 (14.27)

	Tutor
	1st Quartile
	
	
	
	93.85 (12.99)

	
	2nd & 3rd Quartiles
	
	
	
	89.87 (10.58)

	
	4th Quartile
	
	
	
	81.92 (17.50)

	Computer
	Comfortable
	4.27 (1.98)
	4.34 (1.16)
	1.35 (0.84)
	88.96 (11.90)

	
	Not comfortable
	3.35 (2.05)
	4.42 (1.11)
	2.12 (1.28)
	79.23 (19.69)


Bolding indicates statistically significant differences, or p<0.05.

The relationship between prior statistical knowledge and belief in one’s ability to learn biostatistics was also explored graphically in Figure 5.1.  Many students with little prior statistical knowledge firmly believed that they would eventually learn biostatistics.  The few students with high statistical knowledge scores but low belief in ability may possibly have earned erroneously high statistical scores by correctly guessing answers on the pretest survey.  
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Figure 5.1:  Prior statistical knowledge vs. student's reported belief in his or her own ability to learn biostatistics

The relationship between belief in ability to learn biostatistics and reported need for a tutor was also extremely strong.  Furthermore, as shown in Figure 5.2, there were few students with little belief in their own ability to learn biostatistics among those students who reported definitely needing a tutor, suggesting that they expected to encounter difficulty but also anticipated eventual success.  As a result, the reported need for a tutor may better reflect the difficulty students expected to have learning biostatistics than does their belief in their ability to succeed, since the need for a tutor does not also incorporate their expectation of success. 
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Figure 5.2: Students' belief in ability to learn biostatistics by reported need for a tutor

Table 5.10 also showed that students who reported needing a tutor were less likely to feel comfortable with computers.   Figure 5.3 depicts that among those who were uncomfortable with computers, a far greater proportion felt they would need a tutor than among those who were comfortable with computers.  However, most students (80%) felt comfortable with computers.  Among these, the need for a tutor was positively skewed, so that very few students who were comfortable with computers also reported definitely wanting a tutor.  
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Figure 5.3:  Students' level of comfort with computers by their reported need for a tutor

Post-test Characteristics 

Of 69 students randomized to the cooperative learning group, 42 (61%) completed the post-test survey.  Similarly, 57 of 97 students in the internet learning group (59%) and 50 of 96 students in the control group (52%) completed the post-test survey.  The questions on statistical knowledge and belief in ability to learn biostatistics were repeated on the post-test survey, and their respective changes from the pretest survey are shown in Table 5.11.  There were no statistically significant differences in mean change between pretest and post-test surveys among the three study groups for either scale.

Table 5.11: Change between pretest and post-test survey in statistical knowledge and belief in ability to learn biostatistics, by study group

	Characteristic
	Cooperative
	Internet
	Control
	p-value

	Change_Stat   mean (sd)
	2.17 (2.07)
	2.28 (2.62)
	2.34 (2.06)
	0.96

	Change_Belief mean (sd)
	-0.64 (10.95)
	0.58 (12.46)
	0.70 (14.11)
	0.86


Bolding indicates statistically significant differences, or p<0.05.

Figures 5.4 and 5.5 show statistical knowledge on the post-test survey and change in knowledge between the pretest and post-test surveys, respectively.  No statistically significant differences by group were observed, although statistical knowledge appeared higher in all three groups on the post-test survey.
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Figure 5.4: Statistical knowledge on the pretest and post-test surveys, by study group
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Figure 5.5: Change in statistical knowledge from pretest to post-test survey, by group

Figure 5.6 displays an important property of the variable for change in statistical knowledge.  Most students improve or stay the same between pretest and post-test surveys.  Students with high statistical knowledge on the pretest survey had less room for improvement than those with poorer statistical scores on the pretest survey.  Combining this fact with the possibility of some spuriously high scores on the pretest survey helps explain the negative value of the change in statistical score for so many students who initially did well.
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Figure 5.6: Statistical knowledge at pretest vs. on the post-test survey, by group

The Bland-Altman plot in Figure 5.7 portrays less variability in the change in statistics score among those with higher statistical scores.  Also, except among those with the very highest statistical scores, most students’ scores improved from the pretest to the post-test survey.
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Figure 5.7:  Bland-Altman plot of the change in statistical score vs. the average statistical score on the pretest and post-test surveys

Figures 5.8 and 5.9 depict belief in ability to learn biostatistics on the pretest and post-test surveys and change in belief between the pretest and post-test surveys, respectively.  No statistically significant differences by group were observed.

[image: image178.emf]0

10

20

30

40

50

60

70

80

11-Sep 25-Sep 9-Oct 23-Oct 6-Nov 20-Nov 4-Dec

Number of Students

[image: image18.wmf]Belief in Ability to Learn Biostatistics

20

40

60

80

100

 Belief

Pretest

Post-test

Pretest

Post-test

Pretest

Post-test


Figure 5.8:  Belief on the post-test survey, by study group
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Figure 5.9: Change in belief from pretest to post-test survey, by group

No clear relationship between students’ strength of belief on the pretest and post-test surveys is apparent in Figure 5.10, overall or by group.
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Figure 5.10:  Belief in ability to learn biostatistics at pretest vs. on the post-test survey, by group

In addition to comparing statistical knowledge and strength of belief on the pretest and post-test surveys, the number of credits was also compared.    There was a high degree of correlation (0.88) between the number of credits anticipated and actually taken by students during the first term.

No association with the change in statistical knowledge or change in strength of belief was found for any of the demographic or student characteristics (Table 5.12).

Table 5.12: Bivariate distribution of change in statistical score and belief in ability to learn biostatistics with demographic characteristics

	Characteristic
	Change_Stat

Mean (SD)
	Change_Belief Mean (SD)

	Gender
	Male
	1.97 (2.30)
	-0.66 (9.67)

	
	Female
	2.39 (2.45)
	0.63 (13.52)

	Age
	20-29
	2.67 (2.14)
	1.78 (13.99)

	
	30-39
	1.90 (2.36)
	-1.77 (10.69)

	
	40+
	1.44 (2.24)
	-2.08 (7.22)

	Degree
	MPH
	2.36 (2.45)
	-0.42 (11.34)

	
	Other Master’s
	2.83 (2.35)
	0.26 (16.28)

	
	Doctoral
	1.52 (1.83)
	1.83 (9.53)

	
	Other
	1.92 (2.02)
	-0.81 (7.48)

	Department
	Epidemiology & Biostatistics
	2.10 (1.52)
	-2.60 (10.78)

	
	Health Policy & Management
	2.32 (2.47)
	0.39 (14.51)

	
	Population & Family Health Sciences
	3.29 (2.52)
	2.88 (9.17)

	
	International Health
	2.48 (2.02)
	0.61 (15.35)

	
	Other
	1.06 (2.36)
	0.52 (11.01)

	Credits
	< 6
	1.88 (2.10)
	-2.73 (10.09)

	
	6-11
	2.14 (1.07)
	0.29 (9.78)

	
	12-18
	2.40 (2.25)
	0.51 (13.71)

	
	19+
	2.18 (2.26)
	0.65 (11.49)

	English
	Native Language
	2.45 (2.29)
	0.16 (12.19)

	
	Second Language
	1.84 (2.16)
	0.55 (13.53)

	Employment
	Employed
	2.05 (2.13)
	0.54 (11.10)

	
	Not Employed
	2.40 (2.34)
	0.17 (13.38)


Bolding indicates statistically significant differences, or p<0.05.

The relationships between pretest levels and change in either statistical knowledge or strength of belief are displayed in Table 5.13.  The ceiling effect previously described for those with high statistical knowledge scores on the pretest survey influenced the change in statistical knowledge score.  Those with high pretest levels showed little improvement.  There was greater opportunity for improvement among those with low scores on the pretest survey, which led to greater change in score for those students.  This trend in the magnitude of the change in statistical knowledge across the quartiles of the pretest statistical knowledge score remained statistically significant (p<0.001) within the three study groups.  By contrast, the change in strength of belief was greater for those reporting either lesser or greater strength of belief on the pretest survey.  Those with low strength of belief on the pretest survey tended to have even lower belief scores on the post-test survey, suggesting that both high and low values of this variable became more extreme.

Table 5.13: Bivariate distribution of change in statistical score and belief in ability to learn biostatistics with knowledge and skills variables

	Pretest Characteristic
	Change_Stat

Mean (SD)
	Change_Belief Mean (SD)

	Stat
	1st Quartile
	4.03 (1.93)
	0.30 (17.2)

	
	2nd Quartile
	2.77 (1.30)
	0.38 (8.83)

	
	3rd Quartile
	1.41 (1.55)
	1.86 (10.75)

	
	4th Quartile
	-0.63 (1.78)
	-2.14 (9.30)

	Math
	1st Quartile
	2.44 (3.09)
	2.50 (17.51)

	
	2nd Quartile
	2.30 (2.41)
	1.43 (8.42)

	
	3rd & 4th Quartiles
	2.23 (2.04)
	-0.45 (11.51)

	Tutor
	1st & 2nd Quartiles
	1.83 (2.12)
	1.67 (7.86)

	
	3rd Quartile
	2.18 (2.48)
	-1.19 (11.99)

	
	4th Quartile
	2.56 (1.98)
	2.49 (14.79)

	Belief
	1st Quartile
	2.73 (2.28)
	-7.87 (14.25)

	
	2nd Quartile
	1.87 (1.91)
	2.95 (9.93)

	
	3rd & 4th Quartiles
	2.20 (2.45)
	4.90 (9.46)

	Computer
	Comfortable
	2.15 (2.32)
	1.30 (18.94)

	
	Not comfortable
	2.73 (2.00)
	0.07 (10.77)


Bolding indicates statistically significant differences, or p<0.05.

Bivariate Relationships between Demographic or Student Characteristics and Study Outcomes

1.25.1.1. Bivariate Relationships with Cumulative Examination Score

Table 5.14 displays the cumulative examination score by demographic characteristic and study group.  Among the students in the control group, younger students had higher cumulative examination scores.  Within the internet learning group, students in Epidemiology and Biostatistics performed better than others, while those in Population and Family Health Sciences showed a tendency towards lower cumulative examination scores.  However, neither group differences nor demographic differences were statistically significant by two-way ANOVA.    

Table 5.14: Mean (SD) cumulative examination score by demographic characteristics and study group

	Characteristic
	Cooperative Learning Group
	Internet Learning Group
	Control Group
	p-values**

	
	
	
	
	Group Differences
	Charac-teristic Differences

	Gender
	Male
	320.82 (42.96)
	335.16 (31.31)
	330.50 (46.18)
	0.985
	0.794

	
	Female
	335.09 (32.75)
	328.33 (38.07)
	331.41 (34.80)
	
	

	Age
	20-29
	333.97 (35.76)
	331.41 (35.81)
	338.02 (33.45)
	0.996
	0.196

	
	30-39
	323.00 (39.42)
	330.11 (38.67)
	323.54 (41.91)
	
	

	
	40-49
	342.25 (18.23)
	316.67 (35.35)
	297.00 (51.74)
	
	

	
	50+
	307.00*
	331.33 (43.89)
	292.00 (56.57)
	
	

	Degree
	MPH
	322.35 (37.20)
	328.79 (29.36)
	338.27 (39.66)
	0.983
	0.144

	
	Other Master’s
	333.45 (42.04)
	336.83 (37.25)
	322.33 (36.53)
	
	

	
	Doctoral
	346.08 (24.85)
	331.71 (39.33)
	343.43 (34.94)
	
	

	
	Other
	325.40 (19.49)
	310.89 (47.82)
	319.13 (41.40)
	
	

	Department
	Epidemiology & Biostatistics
	339.00 (35.84)
	354.45 (28.57)
	328.53 (39.20)
	0.949
	0.130

	
	Health Policy & Management
	321.33 (44.49)
	339.25 (27.28)
	322.68 (50.73)
	
	

	
	Population & Family Health Sciences
	337.86 (25.25)
	302.43 (44.93)
	337.58 (20.10)
	
	

	
	International Health
	309.25 (45.38)
	322.16 (27.07)
	334.13 (34.77)
	
	

	
	Other
	343.67 (14.83)
	318.14 (35.42)
	339.20 (32.68)
	
	


Sets in bold are significant at the 0.05 level within the study group (based one-way ANOVA).

* Only one person in the cooperative learning group was in the 50+ age group.

** Based on two-way ANOVA

Table 5.15 displays the mean cumulative examination score by study group and student characteristics.  No differences were found by employment status or native English speaking status.  Across all study groups, there was a very slight tendency for those enrolling for more credits to receive lower cumulative examination scores.  

Table 5.15: Mean (SD) cumulative examination score by student characteristics and study group

	Characteristic
	Cooperative Learning Group
	Internet Learning Group
	Control Group
	p-values**

	
	
	
	
	Group Differences
	Characteristic Differences

	Credits
	< 6
	311.50 (6.36)
	327.12 (55.35)
	340.50 (15.91)
	0.970
	0.011

	
	6-11
	323.50 (4.95)
	314.00 (42.43)
	328.20 (55.37)
	
	

	
	12-18
	340.81 (34.66)
	339.86 (35.51)
	332.67 (37.90)
	
	

	
	19+
	314.50 (35.87)
	318.42 (29.86)
	327.47 (39.71)
	
	

	English
	Native Language
	336.33 (34.90)
	331.32 (35.99)
	334.81 (36.26)
	0.996
	0.103

	
	Second Language
	321.24 (37.18)
	328.87 (37.02)
	325.33 (41.34)
	
	

	Employment
	Employed
	322.00 (32.90)
	320.79 (39.99)
	329.85 (39.71)
	0.962
	0.057

	
	Not Employed
	336.29 (37.30)
	334.82 (33.71)
	331.94 (37.83)
	
	


Sets in bold are significant at the 0.05 level within the study group (based on one-way ANOVA).

** Based on two-way ANOVA

Table 5.16 displays the mean cumulative examination score by study group and quartiles of knowledge and skill variables.  Greater statistical knowledge on the pretest survey and lower reported need for a tutor were both associated with improved performance in all study groups.  Among the students in the internet learning and control groups, greater mathematical skill was associated with higher cumulative examination score.  Those in the lowest quartile for belief earned lower cumulative examination scores.  Differences in performance by comfort with computers was not observed. 

Table 5.16: Mean (SD) cumulative examination score by study group and knowledge or skill 

	Characteristic 
	Cooperative Learning Group
	Internet Learning Group
	Control Group
	p-values**

	
	
	
	
	Group Differences
	Characteristic Differences

	Stat
	1st Quartile
	316.89 (38.30)
	316.16 (41.09)
	322.47 (36.26)
	0.799
	<0.001

	
	2nd Quartile
	327.30 (31.82)
	343.60 (24.76)
	323.55 (36.32)
	
	

	
	3rd Quartile
	332.96 (36.23)
	341.67 (32.27)
	343.71 (38.32)
	
	

	
	4th Quartile
	357.15 (26.38)
	343.78 (44.02)
	350.60 (6.47)
	
	

	Math
	1st Quartile
	327.35 (31.47)
	311.89 (35.58)
	287.56 (46.97)
	0.976
	<0.001

	
	2nd Quartile
	303.33 (18.25)
	320.57 (40.08)
	321.20 (50.83)
	
	

	
	3rd & 4th Quartiles
	335.25 (38.18)
	336.31 (37.54)
	340.63 (24.65)
	
	

	Tutor
	1st Quartile
	358.33 (24.69)
	331.00 (45.58)
	329.60 (47.61)
	0.978
	<0.001

	
	2nd & 3rd Quartiles
	335.42 (317.75)
	342.84 (31.80)
	343.64 (23.68)
	
	

	
	4th Quartile
	317.75 (33.48)
	317.31 (39.35)
	311.32 (42.54)
	
	

	Belief
	1st Quartile
	317.41 (35.43)
	328.73 (44.82)
	319.62 (38.60)
	0.903
	0.021

	
	2nd Quartile
	343.10 (31.79)
	328.25 (37.81)
	342.06 (28.78)
	
	

	
	3rd & 4th Quartiles
	329.80 (37.82)
	334.61 (32.54)
	333.81 (38.10)
	
	

	Computer
	Comfortable
	328.90 (37.43)
	335.22 (34.85)
	330.28 (37.58)
	0.972
	0.602

	
	Un-comfortable
	338.92 (27.23)
	319.41 (45.87)
	333.85 (31.55)
	
	


Sets in bold are significant at the 0.05 level within the study group (based on trend test for quartiles or one-way ANOVA for categorical variables).

** Based on two-way ANOVA

1.25.1.2. Bivariate Relationships with Sequential Examination Scores

Appendix MM displays analyses of sequential examination scores for all demographic characteristics, by study group (Tables A.6 to A.9).  Statistically significant differences are shown in Tables 5.16 to 5.19 below.

In the control group, those in the 40-49 year age group earned lower scores on the midterm examination for the first term course.  After adjusting for study group, statistically significant differences by age group were found.    

Table 5.17: Mean (SD) score on first midterm examination by age and study group

	Characteristic 
	Cooperative Learning Group
	Internet Learning Group
	Control Group
	p-values**

	
	
	
	
	Group Differences
	Characteristic Differences

	Age
	20-29
	91.36 (10.06)
	91.63 (9.14)
	91.17 (9.58)
	0.789
	<0.001

	
	30-39
	85.71 (17.84)
	84.97 (16.11)
	87.52 (13.77)
	
	

	
	40-49
	93.00

(5.70)
	88.33 (16.07)
	65.50 (22.70)
	
	

	
	50+
	78.00*
	88.75 (11.09)
	87.50 (17.68)
	
	


Sets in bold are significant at the 0.05 level within the study group (based on one-way ANOVA).

** Based on two-way ANOVA

For both examinations during the first term course, differences in performance by degree program were found for the control group.  On the midterm examination, “other” students received lower scores.  On the final examination, both “other” students and “other master’s” students received lower scores.  Differences by degree program remained significant after adjusting for study group for both examinations.

Table 5.18: Mean (SD) score on first midterm examination by degree and study group

	Characteristic
	Cooperative Learning Group
	Internet Learning Group
	Control Group
	p-values**

	
	
	
	
	Group Differences
	Characteristic Differences

	Degree
	MPH
	88.88 (12.93)
	90.51 (12.07)
	93.00 (10.31)
	0.798
	0.011

	
	Other Master’s
	90.10 (12.77)
	89.61 (12.79)
	88.29 (9.87)
	
	

	
	Doctoral
	92.83

(7.60)
	90.65 (9.82)
	85.53 (17.30)
	
	

	
	Other
	85.71 (21.13)
	81.44 (13.60)
	78.30 (19.80)
	
	


Sets in bold are significant at the 0.05 level within the study group (based on one-way ANOVA).

** Based on two-way ANOVA

Table 5.19: Mean (SD) score on first final examination by degree and study group

	Characteristic
	Cooperative Learning Group
	Internet Learning Group
	Control Group
	p-values**

	
	
	
	
	Group Differences
	Characteristic Differences

	Degree
	MPH
	80.83 (10.80)
	77.94 (10.88)
	83.71 (11.33)
	0.422
	0.007

	
	Other Master’s
	81.25 (13.75)
	82.42 (12.97)
	79.14 (11.34)
	
	

	
	Doctoral
	86.25

(9.08)
	82.65 (12.00)
	88.67 (9.35)
	
	

	
	Other
	70.71

(9.32)
	76.11 (11.93)
	79.38 (12.08)
	
	


Sets in bold are significant at the 0.05 level within the study group (based on one-way ANOVA).

** Based on two-way ANOVA 

On the final examination in the second term course, among students in the internet learning group, those in Epidemiology and Biostatistics received higher scores, while those in Population and Family Health Sciences received lower scores.  The differences by department remained significant after adjusting for study group.

Table 5.20: Mean (SD) score on second final examination by department and study group

	Characteristic
	Cooperative Learning Group
	Internet Learning Group
	Control Group
	p-values**

	
	
	
	
	Group Differences
	Characteristic Differences

	Department
	Epidemiology & Biostatistics
	79.64 (13.36)
	86.50 (10.87)
	76.47 (15.56)
	0.892
	0.015

	
	Health Policy & Management
	71.40 (16.74)
	75.90 (11.96)
	71.54 (16.88)
	
	

	
	Population & Family Health Sciences
	77.29 (11.72)
	67.69 (14.02)
	77.08 (9.61)
	
	

	
	International Health
	74.44 (14.02)
	74.84 (13.31)
	76.36 (14.02)
	
	

	
	Other
	79.22 (10.54)
	70.79 (12.68)
	75.80 (14.57)
	
	


Sets in bold are significant at the 0.05 level within the study group (based on one-way ANOVA).

** Based on two-way ANOVA

Appendix MM displays analyses of sequential examination scores by student characteristic and study group (Tables A.14 to A.17).  Statistically significant differences are shown in Table 5.21.  Students employed less than ten hours per week received higher scores on the final examination during the second course in both the intervention groups.  

Table 5.21: Mean (SD) score on second final examination by employment and study group

	Characteristic
	Cooperative Learning Group
	Internet Learning Group
	Control Group
	p-values**

	
	
	
	
	Group Differences
	Characteristic Differences

	Employment
	Employed
	71.18 (13.94)
	71.17 (14.62)
	74.09 (14.55)
	0.918
	0.006

	
	Not Employed
	79.10 (12.74)
	78.27 (13.05)
	75.77 (14.70)
	
	


Sets in bold are significant at the 0.05 level within the study group (based on one-way ANOVA).

** Based on two-way ANOVA

Each examination score is displayed by study group and belief and comfort with computers in Tables A.22 to A.25 in Appendix MM.  No differences were observed by belief or comport with computers after adjusting for study group.  Examination scores are displayed by study group and statistical knowledge, mathematical skill, and reported need for a tutor below in Tables 5.22, 5.23, and 5.24, respectively.  In general, greater statistical knowledge on the pretest survey was associated with improved performance on all four examinations across all study groups.  These differences remained highly statistically significant after adjusting for study group.  

In the cooperative learning and control groups, greater mathematical skill was associated with improved performance on all four examinations.  Though it was not statistically significant, the same trend was observed in the internet learning group as well.  After adjusting for study group, the difference in performance on each exam remained statistically significantly associated with mathematical skill.

In general, those who reported greater need for a tutor received poorer scores on all four examinations.  However, occasionally those with the very least reported need for a tutor also received lower scores than those in the middle quartiles for reported need for a tutor.  The association between tutor quartile and examination score remained significant after adjusting for study group for all four examinations.

Table 5.22: Mean (SD) score on sequential examinations by prior statistical knowledge and study group

	
	Statistical Knowledge
	1st Midterm

Mean (SD)
	1st Final 

Mean (SD)
	2nd Midterm

Mean (SD)
	2nd Final

Mean (SD)

	Cooperative
	1st Quartile
	85.58 (16.89)
	76.67 (11.88)
	81.94 (13.30)
	71.82 (13.05)

	
	2nd Quartile
	89.05 (11.84)
	80.75 (11.15)
	81.45 (11.89)
	72.3 (15.52)

	
	3rd Quartile
	92.65 (10.75)
	84.5

(13.3)
	81.1

(10.76)
	83.22 (10.54)

	
	4th Quartile
	97.00  (2.74)
	82.00 (7.58)
	88.60

(4.72)
	83.00 (6.40)

	Internet
	1st Quartile
	87.72 (12.54)
	74.64 (13.19)
	80.61 (13.11)
	72.29 (13.43)

	
	2nd Quartile
	89.55 (12.33)
	79.75 (10.19)
	83.95

(6.49)
	74.05 (14.42)

	
	3rd Quartile
	87.32 (13.56)
	82.32 (10.93)
	83.22

(9.69)
	78.25 (13.29)

	
	4th Quartile
	97.31 (4.39)
	87.31 (10.73)
	89.38

(6.99)
	83.15 (12.20)

	Control
	1st Quartile
	84.00 (15.43)
	78.21 (12.70)
	79.20 (12.51)
	70.64 (14.54)

	
	2nd Quartile
	92.75 (8.99)
	85.00 (8.16)
	87.33

(8.11)
	77.00 (11.49)

	
	3rd Quartile
	92.32 (9.64)
	85.80 (9.21)
	84.88

(5.46)
	78.92 (14.52)

	
	4th Quartile
	89.56 (14.42)
	86.11 (12.19)
	87.44

(8.44)
	80.67 (16.13)

	p-values
	Group Differences
	0.930
	0.157
	0.688
	0.926

	
	Characteristic Differences
	0.005
	<0.001
	0.003
	<0.001


Sets in bold are significant at the 0.05 level within the study group (based on trend test).

Table 5.23: Mean (SD) score on sequential examinations by prior mathematical skill and study group

	
	Mathematical Skill
	1st Midterm

Mean (SD)
	1st Final 

Mean (SD)
	2nd Midterm

Mean (SD)
	2nd Final

Mean (SD)

	Cooperative
	1st Quartile
	76.09 (21.04)
	70.00 (15.65)
	71.36 (14.64)
	64.56 (12.50)

	
	2nd Quartile
	93.40 (6.84)
	73.00 (15.25)
	78.00 (19.56)
	76.80 (17.36)

	
	3rd & 4th Quartiles
	92.33 (8.88)
	84.26 (8.40)
	84.85 (7.77)
	78.43 (12.53)

	Internet
	1st Quartile
	89.14 (12.31)
	78.81 (12.44)
	82.45 (9.92)
	73.80 (12.86)

	
	2nd Quartile
	80.67 (13.11)
	76.11 (8.21)
	82.78 (9.44)
	63.78 (10.94)

	
	3rd & 4th Quartiles
	90.68 (11.69)
	81.23 (12.30)
	83.98 (10.47)
	78.50 (13.69)

	Control
	1st Quartile
	74.77 (19.38)
	75.56 (11.58)
	75.18 (13.83)
	67.73 (12.59)

	
	2nd Quartile
	83.73 (11.58)
	83.00 (12.79)
	80.71 (10.45)
	72.29 (14.72)

	
	3rd & 4th Quartiles
	92.03 (10.19)
	83.15 (10.99)
	84.84 (9.08)
	77.02 (14.57)

	p-values
	Group Differences
	0.697
	0.633
	0.501
	0.838

	
	Characteristic Differences
	<0.001
	0.002
	<0.001
	<0.001


Sets in bold are significant at the 0.05 level within the study group (based on trend test).

Table 5.24: Mean (SD) score on sequential examinations by reported need for a tutor and study group

	
	Need for Tutor
	1st Midterm

Mean (SD)
	1st Final 

Mean (SD)
	2nd Midterm

Mean (SD)
	2nd Final

Mean (SD)

	Cooperative
	1st Quartile
	85.20 (20.19)
	83.00 (9.08)
	81.60 (10.85)
	79.80 (12.79)

	
	2nd & 3rd Quartiles
	93.83 (7.47)
	85.00 (8.96)
	84.40 (7.77)
	79.79 (10.67)

	
	4th Quartile
	84.91 (15.69)
	74.05 (13.93)
	77.30 (15.83)
	69.42 (16.08)

	Internet
	1st Quartile
	93.83 (7.88)
	85.83 (11.58)
	91.67 (4.08)
	87.00 (8.60)

	
	2nd & 3rd Quartiles
	91.80 (9.73)
	83.54 (10.91)
	83.02 (11.33)
	77.10 (12.90)

	
	4th Quartile
	86.55 (13.74)
	74.85 (11.42)
	83.16 (8.87)
	71.44 (15.17)

	Control
	1st Quartile
	88.00 (13.33)
	81.67 (13.18)
	84.27 (8.46)
	77.07 (16.71)

	
	2nd & 3rd Quartiles
	92.70 (9.79)
	85.50 (9.18)
	85.41 (8.15)
	79.79 (13.08)

	
	4th Quartile
	84.53 (14.08)
	78.67 (12.93)
	81.10 (11.14)
	70.62 (12.39)

	p-values
	Group Differences
	0.907
	0.472
	0.460
	0.988

	
	Characteristic Differences
	<0.001
	<0.001
	0.046
	<0.001


Sets in bold are significant at the 0.05 level within the study group (based on trend test).

1.25.1.3. Bivariate Relationships with Percentage of Correct Session-Specific Answers

Several statistically significant associations were observed with responses to session-specific questions.  Tables A.10 to A.13 in Appendix MM display the percentage of session-specific questions correctly answered by demographic characteristics and study group.  Among those in the control group, younger students correctly answered more questions relating to session six, on the Chi-square distribution.  In the internet learning group, students seeking “other” degrees correctly answered fewer questions regarding simple linear regression, the eighth study session.  Across all study groups, doctoral students correctly answered more examination questions relating to hypothesis testing, the fourth study session.  All of these differences led to statistically significant differences after adjusting for study group.

Tables A.18 to A.21 in Appendix MM display the percentage of session-specific questions correctly answered by student characteristics and study group.   Across all study groups, there was a tendency for those enrolled in either less than six credits or 12-18 credits to correctly answer more questions relating to the binomial and poisson distributions, the topic of the second study session.

Tables A.26 to A.29 in Appendix MM display the percentage of session-specific questions correctly answered by knowledge and skills variables and study group.  For most study sessions, greater statistical knowledge and mathematical skill were both associated with correctly answering a greater percentage of study-specific questions.  Lower reported need for a tutor was also associated with correctly answering a greater percentage of study-specific questions for the last study session and for the first two study sessions.  No differences were found by belief or computer comfort.
1.25.1.4. Bivariate Relationships Between Change in Statistical Knowledge and Study Outcomes

No statistically significant differences were observed between or within groups in the relationship between the change in statistical knowledge and the cumulative or sequential examination scores (Tables 5.25 and 5.26, respectively).

Table 5.25:  Bivariate distribution of cumulative examination score with change in statistical knowledge, by group

	Quartiles of Change_Stat by group
	Cumulative Score

Mean (SD)

	Cooperative
	1st Quartile
	349.64 (27.53)

	
	2nd Quartile
	350.80 (33.43)

	
	3rd Quartile
	326.73 (38.82)

	
	4th Quartile
	334.00 (15.72)

	Internet
	1st Quartile
	342.23 (39.90)

	
	2nd Quartile
	336.33 (34.77)

	
	3rd Quartile
	332.40 (30.72)

	
	4th Quartile
	325.33 (28.27)

	Control
	1st Quartile
	339.00 (40.01)

	
	2nd Quartile
	327.67 (48.44)

	
	3rd Quartile
	344.83 (29.87)

	
	4th Quartile
	295.00 (53.31

	P-value comparing the 3 groups
	0.301


Sets in bold are significant at the 0.05 level within the study group (based on trend test).

Table 5.26:  Bivariate distribution of sequential examination scores with change in statistical knowledge, by group

	Quartiles of Change_Stat by group
	1st Midterm

Mean (SD)
	1st Final 

Mean (SD)
	2nd Midterm

Mean (SD)
	2nd Final

Mean (SD)

	Cooperative
	1st Quartile
	94.91 (8.49)
	87.27 (7.86)
	85.91 (7.35)
	81.55 (17.44)

	
	2nd Quartile
	92.40 (8.44)
	87.00 (7.58)
	90.40 (6.19)
	81.00 (15.60)

	
	3rd Quartile
	91.09 (12.20)
	79.09 (15.62)
	79.82 (9.86)
	76.73 (9.99)

	
	4th Quartile
	88.33 (5.77)
	81.67 (2.89)
	90.00 (8.66)
	74.00 (9.85)

	Internet
	1st Quartile
	93.69 (9.90)
	80.77 (15.66)
	87.31 (9.20)
	80.46 (12.20)

	
	2nd Quartile
	85.78 (14.07)
	82.78 (9.05)
	87.56 (7.91)
	80.22 (13.73)

	
	3rd Quartile
	92.20 (10.57)
	77.00 (12.74)
	83.80 (4.80)
	79.40 (11.48)

	
	4th Quartile
	88.00 (8.94)
	79.17 (9.17)
	88.43 (9.36)
	70.86 (10.06)

	Control
	1st Quartile
	89.14 (14.99)
	86.43 (10.82)
	84.71 (6.54)
	78.71 (16.72)

	
	2nd Quartile
	88.00 (14.41)
	79.17 (13.57)
	84.50 (8.46)
	76.00 (14.62)

	
	3rd Quartile
	96.25 (5.28)
	82.92 (10.54)
	85.92 (7.27)
	79.75 (12.63)

	
	4th Quartile
	81.67 (16.18)
	74.17 (17.72)
	80.33 (14.02)
	67.60 (15.90)

	P-value comparing the 3 groups
	0.214
	0.261
	0.463
	0.282


Sets in bold are significant at the 0.05 level within the study group (based on trend test).

Table 5.27 shows the percent of session-specific questions correctly answered by the quartiles for change in statistical knowledge.  Trends varied by session, but those with the lowest values for change in statistical score tended to correctly answer more session-specific questions.

Table 5.27:  Bivariate distribution of percentage of study-specific questions correctly answered by change in statistical knowledge, by group

	Quartiles of Change_Stat by group
	Session Number

	
	1

% (n)
	2

% (n)
	3

% (n)
	4

% (n)
	5

% (n)
	6

% (n)
	7

% (n)
	8

% (n)

	Cooperative
	1st Quartile
	94.5 (11)
	91.8 (11)
	66.1 (11)
	72.7 (11)
	68.2 (11)
	86.4 (11)
	86.4 (11)
	68.2 (11)

	
	2nd Quartile
	96.0 (5)
	84.0 (5)
	80.0 (5)
	80.0 (5)
	90.0 (5)
	90.0 (5)
	73.3 (5)
	65.0 (5)

	
	3rd Quartile
	89.1 (11)
	84.5 (11)
	63.6 (11)
	64.9 (11)
	70.5 (11)
	86.4 (11)
	78.7 (11)
	55.7 (11)

	
	4th Quartile
	86.7 (3)
	80.0 (3)
	75.8 (3)
	85.7 (3)
	66.7 (3)
	83.3 (3)
	83.3 (3)
	70.8 (3)

	Internet
	1st Quartile
	91.3 (13)
	92.3 (13)
	72.7 (13)
	79.1 (13)
	75.0 (13)
	84.6 (13)
	89.7 (13)
	58.7 (13)

	
	2nd Quartile
	88.1 (9)
	81.1 (9)
	67.7 (9)
	71.4 (9)
	72.2 (9)
	80.6 (9)
	87.0 (9)
	66.7 (9)

	
	3rd Quartile
	90.7 (10)
	86.0 (1)
	63.6 (10)
	65.7 (10)
	67.5 (10)
	90.0 (10)
	70.0 (10)
	73.8 (10)

	
	4th Quartile
	93.3 (5)
	76.0 (5)
	62.1 (6)
	69.0 (6)
	75.0 (7)
	82.1 (7)
	85.7 (7)
	58.9 (7)

	Control
	1st Quartile
	92.4 (14)
	81.4 (14)
	72.1 (14)
	82.7 (14)
	71.4 (14)
	83.9 (14)
	83.3 (14)
	64.3 (14)

	
	2nd Quartile
	90.0 (6)
	80.0 (6)
	63.6 (6)
	61.9 (6)
	75.0 (6)
	83.3 (6)
	86.1 (6)
	58.3 (6)

	
	3rd Quartile
	92.1 (11)
	91.8 (11)
	68.2 (12)
	72.6 (12)
	60.4 (12)
	83.3 (12)
	86.1 (12)
	65.6 (12)

	
	4th Quartile
	85.6 (6)
	68.3 (6)
	62.1 (6)
	61.9 (6)
	75.0 (6)
	79.2 (6)
	72.2 (6)
	62.5 (6)

	P-value comparing the 3 groups
	0.872
	0.077
	0.824
	0.378
	0.469
	0.878
	0.716
	0.999


Sets in bold are significant at the 0.05 level within the study group (based on trend test).

1.26. Participation in the Intervention Groups

Participation in the assigned study group varied over time due to the length of the study and competing demands on the students’ time.  Student compliance with the internet learning intervention was not assessed directly because it was not possible to track individual students’ access to the website and completion of an activity.  However, compliance for both the cooperative learning and internet learning groups was assessed in the same manner.  With the exception of the initial session, students were subsequently prompted to report participation for the session after completing the session-specific online SEP; in addition, students were asked to self-report session attendance on the post-test survey.  After the first session, students who did not report whether or not they attended the session were coded as non-attenders.  As shown in Figure 5.11, self-reported attendance provides a good approximation for actual attendance  in the cooperative learning group.  While there is no way to verify that non-reporters were non-participants for the internet learning group, it is assumed that the patterns would be similar for the two intervention groups.  
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Figure 5.11: Actual number of students attending cooperative learning sessions vs. the number reporting completion of each intervention session
Cooperative Learning Group

Of the 69 students randomly assigned to the cooperative learning group, 45 (65%) attended the first session.  It should be noted that the first study session was scheduled on September 13, 2001, occurring two days after a national tragedy in the US that could have influenced non-participation for this and subsequent sessions.  Figure 5.12 displays the number of students participating by session.  By the third study session, the participation rate had dropped to 38%.
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Figure 5.12:  Participation in the Cooperative Learning Group, by session

1.26.1. Internet Learning Group

While it was not possible to track individual students’ access patterns to the internet learning website, the Superstats software was used to track general access patterns and the number of times the study homepage was accessed each day.  Figures 5.13 and 5.14 show participation in the internet learning group, by online SEP completion and website access, respectively.  The same participation pattern seen among students in the cooperative learning group was observed in the internet learning group.  For the third study session, 31% of the students completed the online SEP.
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Figure 5.13: SEP completion as a proxy for participation in the internet learning group
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Figure 5.14:  Participation in Internet Learning Group

1.26.2. Crossover Between Groups

Some crossover between groups was reported at the time of the post-test survey.  One person in the cooperative learning group also completed all of the internet learning sessions, and five people in the internet learning group reported completing at least some of the cooperative learning activities.  Five people randomized to the control group completed some or all of the cooperative learning activities, and five completed some or all of the internet learning activities.

1.27. Inferential Analysis of Intervention Effects on Performance

1.27.1. The Pretest Model for the Primary Outcome

Variables from the pretest survey were used to create a model for predicting the primary outcome of cumulative examination score.  The variables from the pretest model were then included as covariates in subsequent models of intervention effect and outcome.  As a first step, univariate models were constructed to predict cumulative examination score.  

Statistical knowledge, mathematical skill, and self-reported need for a tutor were all strong univariate predictors of cumulative examination score (Table 5.28).  The single strongest statistically significant predictor from the univariate models was students’ reported need for a tutor.  (The linear relationship between the reported need for a tutor and cumulative examination score was verified graphically.)  Each year of age predicted a decrease of one point in cumulative examination score.  Students’ belief in their own ability to learn biostatistics was a weak but statistically significant predictor.  Anticipated level of employment and knowledge of English as a native language each predicted nearly ten points of the cumulative examination score, and both displayed marginal statistical significance.  Nonsignificant predictors included gender, comfort using computers, number of credits for which the student had enrolled during the term, and student’s department and degree program.

Table 5.28: Univariate models for cumulative examination score

	Characteristic
	Regression Coefficient (95% CI)

	Male (Female is reference)

	Male
	-1.4 (-11.9, 9.1)

	Age
	-1.0* (-1.8, -0.1)

	Degree (MPH is reference)

	Doctoral
	9.2 (-4.3, 22.6)

	Other Master’s
	-0.1 (-11.2, 11.0)

	Other
	-13.2 (-30.4, 4.1)

	Department (HPM is reference)
	

	Epidemiology & Biostatistics
	13.9* (0.2, 27.7)
	F test 

is ns. (p=0.13)

	Population & Family Health Sciences
	-2.8 (-17.6, 12.1)
	

	International Health
	-2.4 (-16.3, 11.5)
	

	Other
	3.3 (-12.4, 19.1)
	

	Credits
	-0.6 (-1.8, 0.5)

	English (Non-native language is reference)

	English
	8.1º (-1.6, 17.8)

	Employed (Working <10 hours per week is reference)

	Employed
	-9.5º (-19.4, 0.3)

	Stat
	6.1** (3.8, 8.3)

	Math
	9.5** (5.1, 13.8)

	Tutor
	-10.7** (-15.5, 5.9)

	Belief
	0.4* (0.1, 0.7)

	Computer (Comfortable with computers is reference)

	Computer
	3.0 (-8.9, 14.9)


º 0.05 < p ≤ 0.10

* 0.01 < p ≤ 0.05

** p ≤ 0.01

The relationship between the statistically significant (p<0.10) covariates identified in Table 5.28 and cumulative examination score after adjusting for reported need for a tutor are shown in Table 5.29.  After adjustment, mathematical skill, age, and employment status remained statistically significant and approximately the same magnitude.  The correlation between the reported need for a tutor and prior statistical knowledge resulted in some confounding when both variables were included in the model, but both remained statistically significant.  Students’ belief in their own ability to learn biostatistics and their status as native English speakers were not significant after adjusting for the need for a tutor.  These variables were not included in subsequent model-building steps.

Table 5.29: Two variable models of cumulative examination score: adjustment for need for a tutor

	Characteristic
	Regression Coefficient (95% CI)

	
	Model A
	Model B
	Model C
	Model D
	Model E
	Model F

	Tutor
	-9.9**

(-14.6,

-5.2)
	-7.3**

(-12.3,

-2.4)
	-10.5**

(-15.3, 

-5.8)
	-11.0**

(-15.8,

-6.2)
	-9.7**

(-14.9,

-4.6)
	-10.2**

(-15.1,

-5.3)

	Math 
	8.8**

(4.5, 13.0)
	
	
	
	
	

	Stat 
	
	4.9**

(2.5, 7.3)
	
	
	
	

	Age
	
	
	-0.9* 

(-1.7, 

-0.1)
	
	
	

	Employed
	
	
	
	-10.9*

(-20.4,

-1.4)
	
	

	Belief
	
	
	
	
	0.2

(-0.2, 0.5)
	

	English as a Native Language
	
	
	
	
	
	4.4

(-5.1,

13.9)


º 0.05 < p ≤ 0.10

* 0.01 < p ≤ 0.05

** p ≤ 0.01

Table 5.30 displays the results of multivariable model building.  Model J represented the most parsimonious model and was used to investigate interaction effects.  To explore interaction  effects of employment and the other covariates on cumulative examination score, employment (p<0.10) also was included in the models.

Table 5.30: Predicting cumulative examination score

	Characteristic
	Regression Coefficient (95% CI)

	
	Model G
	Model H
	Model I
	Model J
	Model K
	Model L

	Tutor 
	-6.8**

(-11.7,

-2.0)
	-9.8**

(-14.4, 

-5.2)
	-10.2**

(-14.9,

-5.6)
	-5.9*

(-10.7,

-1.2)
	-7.0**

(-11.8,

-2.2)
	-6.1*

(-10.8,

-1.4)

	Math 
	8.1**

(3.9, 12.3)
	8.6**

(4.4, 12.8)
	8.3**

(4.0, 12.5)
	7.8**

(3.7, 11.9)
	7.6**

(3.4,

11.7)
	7.3**

(3.2, 11.4)

	Stat 
	4.6**

(2.2, 6.9)
	
	
	5.7**

(3.3, 8.0)
	4.8**

(2.5,

7.1)
	5.8**

(3.5, 8.1)

	Age
	
	-0.9*

(-1.7,

-0.1)
	
	-1.4*

(-2.2,

-0.6)
	
	-1.3**

(-2.1,

-0.6)

	Employed 
	
	
	-8.7º

(-17.9,

0.6)
	
	-9.8*

(-18.9,

-0.7)
	-8.3º

(-17.3,

0.6)


º 0.05 < p ≤ 0.10

* 0.01 < p ≤ 0.05

** p ≤ 0.01

In order to identify the “best model,” separate models were constructed to investigate possible effect modification and are shown in Table 5.31.  The goal of this “best model” was to predict cumulative examination score for individuals as precisely as possible using the information available from the pretest survey.  Since effect modification can help differentiate different individuals’ performance, interaction effects were considered.  

No two-way interactions involving students’ reported need for a tutor were statistically significant (Models M-P).  The interaction of mathematical skill and age was statistically significant (Model R).  The interaction between employment status and statistical knowledge and the effect modification of employment on age were also statistically significant (Models U and V).  After adjusting for all three previously significant two-way interaction terms, the difference in the effect of statistical knowledge by employment was no longer statistically significant (Model Z).  Model W was selected as the final pretest model, consisting of five main effects and two interactions.  

Table 5.31: Multivariable models of cumulative examination score: testing two-way interactions 

	Characteristic
	Regression Coefficient (95% CI)

	
	Model M
	Model N
	Model O
	Model P

	Tutor 
	2.3

(-16.9, 21.4)
	-2.8

(-12.2, 6.7)
	-6.1*

(-10.9, -1.3)
	-6.8*

(-12.3, -1.4)

	Math 
	10.8**

(2.8, 18.7)
	7.7**

(3.6, 11.8)
	7.8**

(3.7, 11.9)
	7.5**

(3.3, 11.6)

	Stat 
	5.6**

(3.3, 8.0)
	6.9**

(2.9, 10.9)
	5.7**

(3.3, 8.0)
	5.8**

(3.5, 8.1)

	Age
	-1.4**

(-2.2, -0.6)
	-1.4**

(-2.2, -0.6)
	-1.1

(-2.6, 0.3)
	-1.3**

(-2.1, -0.5)

	Employed 
	
	
	
	-12.0

(-28.6, 4.7)

	Tutor*Math
	-1.9

(-6.1, 2.4)
	
	
	

	Tutor*Stat
	
	-0.9

(-3.2, 1.4)
	
	

	Tutor*Age
	
	
	-0.2

(-1.0, 0.6)
	

	Tutor*Employed
	
	
	
	2.6

(-7.4, 12.6)

	
	Model Q
	Model R
	Model S

	Tutor 
	-5.9*

(-10.7, -1.2)
	-6.5**

(-11.2, -1.8)
	-6.3**

(-11.0, -1.6)

	Math 
	4.9

(-5.3, 15.2)
	9.1**

(5.0, 13.2)
	9.9**

(4.3, 15.6)

	Stat 
	2.4

(-8.8, 13.5)
	5.4**

(3.1, 7.7)
	5.9**

(3.6, 8.3)

	Age
	-1.4**

(-2.2, -0.6)
	-7.2**

(-11.0, -3.3)
	-1.3**

(-2.1, -0.5)

	Employed
	
	
	16.1

(-20.9, 53.1)

	Math*Stat
	0.7

(-1.7, 3.1)
	
	

	Math*Age
	
	1.3**

(0.4, 2.1)
	

	Math*Employed
	
	
	-5.6

(-13.7, 2.6)


º 0.05 < p ≤ 0.10

* 0.01 < p ≤ 0.05

** p ≤ 0.01

Table 5.31 continued.

	Characteristic
	Regression Coefficient (95% CI)

	
	Model T
	Model U
	Model V

	Tutor
	-6.0*

(-10.7, -1.2)
	-6.4**

(-11.1, -1.7)
	-6.0*

(-10.6, -1.3)

	Math 
	7.9**

(3.8, 12.0)
	6.7**

(2.6, 10.8)
	7.2**

(3.1, 11.2)

	Stat 
	5.5**

(3.1, 7.8)
	4.2**

(1.4, 7.0)
	5.9**

(3.6, 8.2)

	Age
	-0.3

(-2.1, 1.6)
	-1.3**

(-2.1, -0.6)
	-2.1**

(-3.0, -1.1)

	Employed 
	
	-29.0**

(-50.4, -7.5)
	-6.5

(-15.4, 2.5)

	Stat*Age
	-0.2

(-0.6, 0.1)
	
	

	Stat* Employed
	
	4.8*

(0.2, 9.3)
	

	Age* Employed
	
	
	1.9*

(0.4, 3.5)

	
	Model W
	Model X
	Model Y
	Model Z

	Tutor 
	-6.6**

(-11.2, -2.0)
	-6.9**

(-11.6, -2.3)
	-6.2**

(-10.8, -1.5)
	-6.7**

(-11.3, -2.2)

	Math 
	8.6**

(4.5, 12.7)
	8.1**

(3.9, 12.2)
	6.7**

(2.7, 10.8)
	8.2**

(4.1, 12.3)

	Stat 
	5.6**

(3.3, 7.9)
	4.1**

(1.3, 6.8)
	4.6**

(1.9, 7.4)
	4.5**

(1.8, 7.2)

	Age
	-8.1**

(-11.9, -4.2)
	-7.0**

(10.8, -3.2)
	-2.0**

(-2.9, -1.0)
	-7.8**

(-11.7, -4.0)

	Employed
	-6.5

(-15.3, 2.3)
	-27.8**

(-49.0, -6.7)
	-22.6*

(-44.8, -0.3)
	-20.9º

(-42.7, 0.9)

	Age*Math
	1.3**

(0.5, 2.1)
	1.2**

(0.4, 2.1)
	
	1.3**

(0.5, 2.1)

	Age* Employed
	2.0**

(0.5, 3.5)
	
	1.6*

(0.1, 3.2)
	1.7*

(0.2, 3.3)

	Employed * Stat
	
	4.5*

(0.02, 8.9)
	3.7

(-1.0, 8.3)
	3.3

(-1.3, 7.8)


º 0.05 < p ≤ 0.10

* 0.01 < p ≤ 0.05

** p ≤ 0.01

For Model W, age was centered at 30 years.  An interpretation of this pretest model is provided by equation 2.

Equation 2: The pretest model for cumulative examination score

E[Score] = 278.7 - 6.6(Tutor) + (8.6+1.3(Age-30))Math - 8.1(Age-30) 
– 6.5(Employed) + 2.0(Employed)(Age-30) + 5.6(Stat)
The following relationships are adjusted for all other predictors in the model.  For 30-year-old students, every additional question correctly answered on the five point mathematical skill scale was associated with an 8.6 point increase in the cumulative score (95% CI: 4.5, 12.7).  The effect of the mathematical skill score was compounded by age.  For each additional year of age, the impact of every point on the math score increased by 1.3 points (95% CI: 0.5, 2.1).   Among unemployed students with no mathematical skill, each additional year of age was associated with an 8.1 point decrease in score (95% CI:  -11.9, -4.2).  However, among employed students with no mathematical skill each additional year of age was associated with only a 6.1 point decrease in expected cumulative score (95% CI: -9.9, -2.2).  Among 30-year-old students, those who were employed had a 6.5 point lower predicted cumulative score than their unemployed colleagues, though this difference did not differ significantly from zero.  Another major predictor of cumulative score was the student’s score on the test of statistical knowledge.  Each point of this ten point scale was associated with a 5.6 point increase in the predicted cumulative score (95% CI: 3.3, 7.9).  Finally, students’ reported need for a tutor reflected additional information, even after adjusting for all of the relationships described above.  Every unit increase on this Likert scale was associated with a 6.6 point reduction in cumulative examination score (95% CI:  -11.2, -2.0).

These relationships might be best described by specific examples of predicted cumulative examination scores based on age, employment, statistical knowledge, and mathematical skill.  Four possible combinations are reviewed below: 

A) Age=25, Employed=0 (Unemployed), Math=5 (High), Stat=10 (High), Tutor=0 (Definitely not needed); 

B) Age=35, Employed=1, Math=0 (Low), Stat=0 (Low), Tutor=0; 

C) Age=35, Employed=1, Math=5, Stat=0, Tutor=0; and 

D) Age=35, Employed=1, Math=5, Stat=10, Tutor=0.  

Interpretations and predicted cumulative examination scores for these four situations are:

A) For an unemployed 25 year old who correctly answered all 10 statistical questions and all 5 math questions and who claimed to definitely not need a tutor, this model predicted a cumulative score of 385.1 of 400 possible total points (95% CI: 370.4, 399.8).  

B) For an employed 35 year old who answered no statistical or math questions correctly and definitely did not want a tutor, the predicted score was only 241.8 points (95% CI:  210.0, 273.6).  

C) If this same employed individual instead answered all five math questions all correctly, the predicted score increased to 317.9 (95% CI:  299.9, 335.8).  

D) If in addition to correctly answering the mathematical questions, the employed 35-year-old also correctly answered all the questions on statistical knowledge, the predicted score increased further to 373.9 (95% CI: 359.1, 388.8).  Figure 5.15 displays these relationships.  Overall, the final pretest model predicts 30% of the variation in cumulative examination score.
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Figure 5.15:  Predicted cumulative examination scores by student characteristics among those reporting no need for a tutor


The variables identified in the pretest model were included as covariates in subsequent models exploring the effect of intervention group on study outcomes.  

1.27.2. Logistic Regression Models for Session-Specific Outcomes

  Questions on midterm and final examinations pertaining to each session-specific topic are highlighted in Appendix JJ.  Separate models, each with a random effect for individual students, were constructed to estimate the odds of correctly answering questions relating to the same concept (see Appendix NN).  Models were constructed in four steps; by assigned study group (intent-to-treat), by assigned study group adjusted for the variables in the pretest model, by reported participation, and by reported participation adjusted for the variables in the pretest model.  

Most models showed no differences between groups in the percentage of session-specific questions correctly answered.  However, the results for Session VIII suggest that students in the internet learning group were more likely than those in the control group to correctly answer questions on simple linear regression.  After adjusting for the variables in the pretest model, the odds of correctly answering any question regarding simple linear regression were 47% higher for those who reported participating in the internet learning sessions than for controls and nonparticipants (95% CI: 5%, 106%).

Repeated Measures Linear Regression Models for Cumulative Performance

Table 5.32 shows results of longitudinal models of student performance using intent-to-treat analysis.  No differences in any of the performance measures were observed via intent-to-treat analysis, either in unadjusted models or after adjusting for the covariates in the pretest model.

Table 5.32: Intent-to-treat models for the three study outcomes, by intervention

	Outcome of Interest
	Regression Coefficient (95% CI)

	
	Unadjusted Estimate
	Adjusted Estimate

	
	Cooperative Group vs. Control
	Internet Group vs. Control
	Cooperative Group vs. Control
	Internet Group vs. Control

	Cumulative examination score 
	-0.5

(-5.0, 4.1)
	-0.6

(-4.7, 3.5)
	-3.5º

(-7.4, 0.5)
	-6.0**

(-9.7, -2.3)

	Score on next examination 
	-0.2

(-1.8, 1.3)
	-0.05

(-1.5, 1.4)
	-1.0

(-2.5, 0.5)
	-1.4*

(-2.8, -0.1)

	% of session-specific questions correctly answered 
	-1.1

(-3.8, 1.6)
	-0.5

(-3.0, 2.0)
	-2.2

(-4.9, 0.5)
	-2.9*

(-5.3, -0.4)


Adjusted models include the pretest variables.

º 0.05 < p ≤ 0.10

* 0.01 < p ≤ 0.05

** p ≤ 0.01

One effect of participation was investigated by the inclusion of a continuous variable depicting the number of sessions in which the student participated, among those students in one of the two intervention groups.  No statistically significant differences between the two interventions were observed.  However, the effect of each additional study session attended on the performance outcomes was small but statistically significant (Table 5.33).  

Table 5.33: Intent-to-treat analysis comparing the two intervention groups, adjusted for number of intervention sessions in which the student participated
	Outcome of Interest
	Regression Coefficient (95% CI)

	
	Unadjusted Estimate
	Adjusted Estimate

	
	Internet Group vs. Cooperative Group
	Effect of each additional session
	Internet Group vs. Cooperative Group
	Effect of each additional session

	Cumulative examination score, adjusted for number of sessions attended
	-0.40

(-4.8, 4.0)
	1.88**

(1.1, 2.7)
	-3.65º

(-7.3, 0.0)
	2.21*

(1.5, 2.9)

	Score on next examination, adjusted for number of sessions attended
	0.05

(-1.5, 1.6)
	0.60*

(0.3, 0.9)
	-0.85

(-2.3, 0.6)
	0.61**

(0.3, 0.9)

	% of session-specific questions correctly answered, adjusted for number of sessions attended
	0.43

(-2.3, 3.1)
	0.93*

(0.4, 1.4)
	-1.04

(-3.6, 1.6)
	1.01**

(0.5, 1.5)


Adjusted models include the pretest variables.

º 0.05 < p ≤ 0.10

* 0.01 < p ≤ 0.05

** p ≤ 0.01

Generalized Linear Models and Marginal Structural Models for Cumulative Performance

Tables 5.34 through 5.36 show results of the longitudinal analysis of student performance investigating the effects of intervention by report of participation in previous models.  These results compare students who reported participating in the two intervention groups to those receiving no intervention (control or nonparticipants).  One trend for a positive effect of participating in cooperative learning or internet learning activities was apparent in both the generalized linear models and the marginal structural models for all three measures of performance.  Similar patterns were observed for both intervention groups.  

In Table 5.34, the primary outcome of cumulative examination score, which ranged from 0 to 400 points, was considered.  After adjusting for the pretest variables and adjusting for completion of the online self-evaluation problems (SEPs) with marginal structural modeling (MSM), the effect of participation in the cooperative learning intervention on cumulative examination score increased with the number of sessions in which the student participated from 6.8 points for one session (95% CI: -1.7, 15.3) to 9.5 points for four sessions (95% CI: -1.1, 20.0), as compared to those who received no intervention (nonparticipants or control).  After adjustment, the effect of the internet learning intervention on cumulative examination score also increased with the number of sessions in which the student participated, from 1.2 points for one session (95% CI: -7.9, 10.2) to 8.0 points for four sessions (95% CI: -6.0, 22.1), as compared to nonparticipants.  

Table 5.34: Generalized linear models and marginal structural models for student's cumulative examination score by the number of study sessions attended

	Intervention Group
	Number of previous sessions attended
	Regression Coefficient (95% CI)

	
	
	Unadjusted Estimate
	Adjusted Estimate

	
	
	GLM
	MSM
	GLM
	MSM

	Cooperative Group vs. No Intervention
	1 session
	7.7

(-6.6, 22.1)
	5.4

(-8.7, 19.5)
	10.1*

(0.1, 20.2)
	6.8

(-1.7, 15.3)

	
	2 sessions
	9.0

(-6.6, 24.6)
	8.6

(-7.1, 24.2)
	7.8

(-2.0, 17.5)
	6.9

(-2.6, 16.3)

	
	3 sessions
	10.5

(-6.4, 27.4)
	9.7

(-6.7, 26.2)
	8.7

(-1.9, 19.3)
	7.5

(-2.2, 17.3)

	
	4 sessions
	12.1

(-6.1, 30.3)
	10.5

(-8.4, 29.3)
	9.7º

(-1.8, 21.2)
	9.5º

(-1.1, 20.0)

	Internet Group vs. No Intervention
	1 session
	6.5

(-4.6, 17.7)
	-2.7

(-14.8, 9.4)
	5.6

(-3.9, 15.2)
	1.2

(-7.9, 10.2)

	
	2 sessions
	7.0

(-4.9, 19.0)
	5.6

(-6.6, 17.8)
	6.4

(-4.2, 16.9)
	5.8

(-5.0, 16.6)

	
	3 sessions
	7.4

(-5.5, 20.3)
	5.9

(-7.7, 19.5)
	6.7

(-4.8, 18.2)
	6.4

(-5.3, 18.2)

	
	4 sessions
	7.9

(-6.0, 21.8)
	6.9

(-8.2, 22.0)
	6.9

(-5.6, 19.3)
	8.0

(-6.0, 22.1)


Adjusted models include the pretest variables.

º 0.05 < p ≤ 0.10

* 0.01 < p ≤ 0.05

** p ≤ 0.01

In Table 5.35, the outcome considered was the student’s score on the subsequent examination.  Each of the four examination scores ranged from 0 to 100 points.  The results indicate statistically significantly increased performance in both intervention groups, but the increased performance does not necessarily increase with the number of sessions in which the student participated.  In the generalized linear models (GLM), both the unadjusted and adjusted estimates show a slight decrease in the effect of participation on the examination score with an increasing number of sessions.  However, the confidence intervals for these estimates do overlap.  In the marginal structural models (MSM), which reweighted the data according to both SEP completion and each student’s probability of participating in the next session based on prior information, the increasing dose-response relationship between number of sessions and performance was observed in the estimates for the internet learning group.  In the marginal structural models, after adjusting for the covariates from the pretest model, the effect of the internet learning intervention on subsequent examination score increased from 2.4 points for one session (95% CI: 0.0, 4.7) to 4.3 points for four sessions (95% CI: 0.6, 8.1), as compared to nonparticipants.  After adjustment, the effect of the cooperative learning intervention on subsequent examination score increased from 2.6 points for one session (95% CI: 0.3, 4.9) to 2.9 points for four sessions (95% CI: 0.2, 5.6), versus nonparticipants.  

Table 5.35: Generalized linear models and marginal structural models for student's score on the subsequent examination by the number of study sessions attended

	Intervention Group
	Number of previous sessions attended
	Regression Coefficient (95% CI)

	
	
	Unadjusted Estimate
	Adjusted Estimate

	
	
	GLM
	MSM
	GLM
	MSM

	Cooperative Group vs. No Intervention
	1 session
	3.8*

(0.2, 7.3)
	3.3º

(-0.6, 7.1)
	3.9**

(1.5, 6.3)
	2.6*

(0.3, 4.9)

	
	2 sessions
	4.1*

(0.3, 7.9)
	4.2*

(0.4, 8.0)
	3.3**

(0.9, 5.6)
	3.2**

(0.9, 5.4)

	
	3 sessions
	3.5º

(-0.5, 7.4)
	3.8º

(-0.1, 7.6)
	2.4º

(-0.0, 4.8)
	2.6*

(0.2, 5.0)

	
	4 sessions
	3.5

(-0.8, 7.9)
	3.9º

(-0.6, 8.3)
	2.2

(-0.4, 4.9)
	2.9*

(0.2, 5.6)

	Internet Group vs. No Intervention
	1 session
	3.7**

(1.0, 6.4)
	2.0

(-0.9, 4.9)
	3.2**

(0.8, 5.6)
	2.4*

(0.0, 4.7)

	
	2 sessions
	4.0**

(1.1, 6.9)
	3.7*

(0.7, 6.7)
	3.5**

(0.9, 6.2)
	3.4*

(0.7, 6.1)

	
	3 sessions
	3.2º

(-0.02, 6.4)
	3.3º

(-0.1, 6.7)
	2.7º

(-0.1, 5.6)
	3.1*

(0.1, 6.1)

	
	4 sessions
	3.2º

(-0.3, 6.8)
	4.4*

(0.6, 8.2)
	2.8º

(-0.4, 5.9)
	4.3*

(0.6, 8.1)


Adjusted models include the pretest variables.

º 0.05 < p ≤ 0.10

* 0.01 < p ≤ 0.05

** p ≤ 0.01

Table 5.36 displays the effect of the number of sessions on the percentage of session-specific questions correctly answered.  The increasing dose-response relationship between number of sessions and percentage of session-specific questions answered correctly is seen with the marginal structural models, not with the generalized linear models.  In the marginal structural models, after adjustment for the variables in the pretest model, the effect of the cooperative learning intervention on percentage of session-specific questions answered correctly increased from 3.0% higher for one session (95% CI: -3.6, 9.6) to 4.3% for four sessions (95% CI: -1.5, 10.1) as compared to nonparticipants.  For participants in the internet learning sessions, the effect increased from 2.4% higher for one session (95% CI: -1.0, 5.8) to 4.9% higher for four sessions (95% CI: 0.0, 9.8), as compared to nonparticipants.  

Table 5.36: Generalized linear models and marginal structural models for the percentage of session-specific questions correctly answered by the number of study sessions attended

	Intervention Group
	Number of previous sessions attended
	Regression Coefficient (95% CI)

	
	
	Unadjusted Estimate
	Adjusted Estimate

	
	
	GLM
	MSM
	GLM
	MSM

	Cooperative Group vs. No Intervention
	1 session
	3.7

(-2.0, 9.4)
	3.3

(-4.8, 11.3)
	4.2º

(-0.5, 8.9)
	3.0

(-3.6, 9.6)

	
	2 sessions
	3.0

(-3.2, 1.0)
	3.2

(-3.2, 1.0)
	2.4

(-2.5, 7.3)
	2.3

(-2.8, 7.4)

	
	3 sessions
	2.2

(-4.6, 9.0)
	2.8

(-4.2, 9.7)
	1.2

(-4.4, 6.8)
	1.6

(-4.3, 7.4)

	
	4 sessions
	3.8

(-3.3, 11.0)
	5.1

(-2.5, 12.6)
	2.7

(-3.1, 8.5)
	4.3

(-1.5, 10.1)

	Internet Group vs. No Intervention
	1 session
	4.7*

(0.5, 8.9)
	1.8

(-3.7, 7.4)
	3.5*

(0.0, 7.0)
	2.4

(-1.0, 5.8)

	
	2 sessions
	5.0*

(0.5, 9.5)
	4.9*

(0.4, 9.4)
	3.8º

(-0.0, 7.7)
	3.9*

(-0.0, 7.7)

	
	3 sessions
	3.5

(-1.5, 8.6)
	2.8

(-1.4, 9.5)
	2.0

(-2.3, 6.4)
	2.4

(-2.3, 7.1)

	
	4 sessions
	4.2

(-1.2, 9.6)
	6.2*

(0.6, 11.7)
	2.8

(-1.9, 7.5)
	4.9*

(0.0, 9.8)


Adjusted models include the pretest variables.

º 0.05 < p ≤ 0.10

* 0.01 < p ≤ 0.05

** p ≤ 0.01

For each generalized linear model and marginal structural model above, separate Wald tests were performed to investigate the difference in the cumulative effect on the outcome of participation in the internet learning group versus the cooperative learning group.  No statistically significant differences were observed between the two intervention groups.

1.28. Investigation of Learning Style

1.28.1. Descriptive Analysis of Learning Style

Figures 5.16 to 5.19 show the differences in learning style by group for each of the four categories of Kolb’s Learning Style Inventory:  concrete experience (CE), reflective observation (RO), abstract conceptualization (AC), and active experimentation (AE).  Table 5.37 displays summary statistics for each category.  Overall, study participants tended to favor abstract conceptualization and/or active experimentation over concrete experience and reflective observation.

Table 5.37: Mean scores (SD) for Kolb's learning style inventory, by group

	Study Group
	LSI_CE
	LSI_RO
	LSI_AC
	LSI_AE

	Cooperative Learning Group (n=66)
	1.2 (1.3)
	2.2 (1.9)
	3.6 (2.4)
	3.3 (2.0)

	Internet Learning Group (n=94)
	1.6 (1.4)
	1.6 (1.6)
	3.9 (2.6)
	3.5 (2.0)

	Control Group (n=95)
	1.0 (1.2)
	2.1 (1.8)
	4.6 (2.8)
	2.8(2.2)

	Total
	1.3 (1.3)
	1.9 (1.8)
	4.1 (2.6)
	3.2 (2.1)


Sets in bold are statistically significantly different by ANOVA (p<0.05).
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Figure 5.16: Difference in LSI score for concrete experience, by group

[image: image27.wmf]LSI: Reflective Observation

0

2

4

6

8

10

12

 LSI_2

Cooperative

Internet

Control


Figure 5.17: Difference in LSI score for reflective observation, by group
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Figure 5.18: Difference in LSI score for abstract conceptualization, by group
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Figure 5.19: Difference in LSI score for active experimentation, by group

Table 5.38 displays summary statistics for the VARK scales (visual (V), auditory (A), reading and writing (R), and kinesthetic (K)) and the extroversion scale from the Myers-Briggs Type Indicator, by study group.  Study participants showed a slight preference for reading and kinesthetic learning over the visual and auditory learning styles.  These scales are also displayed graphically in Figures 5.20 to 5.23 (VARK scales) and Figure 5.24 (Extroversion scale).

Table 5.38: Mean scores (SD) for the VARK survey and the Extroversion scale, by group

	Study Group
	Vark_V
	Vark_A
	Vark_R
	Vark_K
	Extrovert

	Cooperative Learning Group (n=35)
	3.3 (2.0)
	3.2 (2.0)
	4.2 (2.1)
	4.4 (1.8)
	4.9 (1.8)

	Internet Learning Group (n=53)
	3.5 (1.9)
	3.7 (2.6)
	5.1 (2.3)
	4.8 (2.1)
	5.2 (1.7)

	Control Group (n=50)
	2.8 (1.8)
	3.1 (2.0)
	5.0 (2.1)
	4.3 (1.5)
	5.4 (1.6)

	Total
	3.2 (1.9)
	3.4 (2.2)
	4.8 (2.2)
	4.6 (1.8)
	5.2 (1.7)


Sets in bold are statistically significantly different by ANOVA (p<0.05).
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Figure 5.20: Difference in VARK visual score, by group
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Figure 5.21: Difference in VARK auditory score, by group
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Figure 5.22: Difference in VARK read/write score, by group
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Figure 5.23: Difference in VARK kinesthetic score, by group
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Figure 5.24: Difference in degree of extroversion, by group

Correlations between the categories of Kolb’s learning style inventory, the BARK scales, and the extroversion scale are shown in Table 5.39.  Within Kolb’s learning style inventory, all four preferences were negatively correlated.  The strongest correlations were observed with the abstract conceptualization preference.  Kolb’s abstract conceptualization was also negatively correlated with the kinesthetic learning style from the VARK survey.  The kinesthetic learning style was positively associated with the concrete experience and active experimentation scales from Kolb’s learning style inventory.  Auditory learning was also positively associated with concrete experimentation.  There was a negative correlation between reflective observation and extroversion.  Within the VARK survey, the auditory learning style was positively associated with visual, read/write, and kinesthetic learning.  The kinesthetic learning style was also positively correlated with visual learning.

Table 5.39: Correlation between learning styles

	
	Kolb’s LSI
	VARK

	
	CE
	RO
	AC
	AE
	V
	A
	R
	K

	Kolb’s LSI
	CE
	1.00
	
	
	
	
	
	
	

	
	RO
	-0.13
	1.00
	
	
	
	
	
	

	
	AC
	-0.36
	-0.30
	1.00
	
	
	
	
	

	
	AE
	-0.20
	-0.33
	-0.56
	1.00
	
	
	
	

	VARK
	V
	0.13
	-0.10
	0.00
	0.01
	1.00
	
	
	

	
	A
	0.20
	-0.11
	-0.02
	-0.03
	0.16
	1.00
	
	

	
	R
	-0.07
	-0.03
	0.04
	0.03
	-0.11
	0.20
	1.00
	

	
	K
	0.15
	-0.15
	-0.18
	0.21
	0.16
	0.19
	0.01
	1.00

	Extrovert
	0.11
	-0.25
	0.05
	0.04
	0.07
	0.07
	-0.12
	0.02


|Correlation| ≥ 0.15 shown in bold.

Mean scores for each learning style scale were compared for native and foreign English speakers.  Non-native English speakers were more likely to be extroverted than native English speakers (5.6 vs. 5.0, p=0.04).  No other statistically significant differences in learning style by native language were observed.

Table 5.40 displays correlations between the learning style scales and the continuous variables from the pretest model.  Kolb’s learning style scales were not strongly associated with the pretest variables.  However, increased scores on the abstract conceptualization scale were associated with not wanting a tutor and higher statistical knowledge and mathematical skill scores.  Mean scores were compared for employed and unemployed students, but no differences were observed.  The four VARK scales and the extroversion scale showed no association with statistical knowledge, mathematical skill, or student’s age or need for a tutor.  Mean scores were compared for employed and unemployed students, but a statistically significant difference was observed only for the read/write scale.  Students employed at least 10 hours per week had higher read/write scores than those employed less than 10 hours per week (p=0.04).

Table 5.40: Correlation between Kolb's learning style inventory and the continuous variables from the pretest model

	
	Kolb’s LSI
	VARK
	Extro-vert

	
	CE
	RO
	AC
	AE
	V
	A
	R
	K
	

	Tutor (0-4)
	-0.00
	0.13
	-0.19
	0.06
	0.11
	-0.12
	0.00
	0.07
	0.03

	Math (0-5)
	-0.03
	-0.04
	0.13
	-0.09
	-0.13
	-0.05
	0.06
	-0.02
	0.01

	Stat (0-10)
	0.09
	-0.12
	0.11
	-0.07
	-0.07
	0.00
	0.08
	-0.10
	0.04

	Age
	0.03
	-0.14
	0.05
	0.03
	0.06
	-0.03
	-0.01
	-0.01
	0.02


|Correlation| ≥ 0.15 shown in bold.

1.28.2. Inferential Analysis of Learning Style on Performance

Tables 5.41 and 5.42 present the intervention effects estimated from intent-to-treat models of cumulative examination score adjusted for learning style variables, excluding and including the pretest variables, respectively.  The inclusion of either the VARK scales or the extroversion scale resulted in an increased intervention effect in the cooperative learning group.  Models C and F in Table 5.41 suggest that students with higher scores on the visual learning styles had lower cumulative examination scores.

In addition, the interaction between learning style (as measured on the pretest survey) and study group was investigated in Model B.  No statistically significant interaction terms were found.

Table 5.41:  Estimates of intervention effect on cumulative examination score by intent-to-treat, adjusted for learning style

	
	Regression Coefficient (95% CI)

	
	Model A
	Model B
	Model C
	Model D
	Model E
	Model F

	Cooperative Learning Group
	-0.48

(-12.7, 11.7)
	1.82

(-10.6, 14.3)
	8.78

(-8.0, 25.5)
	7.27

(-9.5, 24.0)
	6.16

(-10.7, 23.0)
	8.93

(-8.6, 26.5)

	Internet Learning Group
	-0.60

(-11.5, 10.3)
	0.85

(-10.5, 12.2)
	2.00

(-12.9, 16.9)
	-1.23

(-15.8, 13.4)
	-0.97

(-15.6, 13.6)
	0.74

(-14.8, 16.3)

	LSI_CE
	
	3.63

(-4.7, 11.9)
	
	
	
	2.81

(-9.3, 15.0)

	LSI_RO
	
	4.38

(-2.8, 11.6)
	
	
	
	0.69

(-9.8, 11.1)

	LSI_AC
	
	5.37º

(-0.8, 11.5)
	
	
	
	2.96

(-5.9, 11.9)

	LSI_AE
	
	4.17

(-3.3, 11.6)
	
	
	
	2.96

(-8.0, 13.9)

	Vark_V
	
	
	-2.96º

(-6.4, 0.5)
	
	
	-3.19º

(-6.7, 0.3)

	Vark_A
	
	
	-0.51

(-3.5, 2.5)
	
	
	-0.39

(-3.5, 2.7)

	Vark_R
	
	
	-1.72

(-4.8, 1.3)
	
	
	-2.04

(-5.2, 1.1)

	Vark_K
	
	
	-0.15

(-3.7, 3.4)
	
	
	-0.33

(-4.1, 3.4)

	Extrovert
	
	
	
	-0.97

(-4.7, 2.7)
	-0.63

(-4.4, 3.1)
	-1.48

(-5.4, 2.5)

	English
	
	
	
	
	7.26

(-6.3, 20.8)
	


º 0.05 < p
     ≤ 0.10

* 0.01 < p 
     ≤ 0.05

** p ≤ 0.01

After adjusting for the variables in the pretest model, the confounded relationship seen between the cooperative learning group and the VARK or extroversion scales was no longer observed (Table 5.42).  Also, after adjusting for the variables in the pretest model, students who learned better by reading or writing had somewhat lower cumulative examination scores (Model I).  Since the visual learning style appeared correlated with both wanting a tutor and lower mathematical skill, these variables were excluded from the model.  However, after excluding these variables no statistically significant differences were observed in the coefficients for the two intervention groups or the four VARK scales.

In addition, Model H was further adjusted for all possible interactions between study group and learning style and between mathematical score and learning style.  None of the interaction terms were statistically significant at the 0.05 level.

Table 5.42:  Estimates of intervention effect on cumulative examination score by intent-to-treat, adjusted for both learning style and the variables in the pretest model

	
	Regression Coefficient (95% CI)

	
	Model G
	Model H
	Model I
	Model J
	Model K
	Model L

	Cooperative Learning Group
	-3.05

(-13.7, 7.6)
	-2.60

(-13.5, 8.3)
	-0.20

(-15.4, 15.0)
	0.73

(-14.6, 16.1)
	0.55

(-14.9, 16.0)
	-1.84

(-17.5, 14.5)

	Internet Learning Group
	-6.96

(-16.9, 2.9)
	-6.01

(-16.3, 4.3)
	-1.37

(-15.2, 12.4)
	-3.64

(-17.5, 10.2)
	-3.53

(-17.5, 10.4)
	-2.54

(-17.5, 11.7)

	LSI_CE
	
	3.01

(-4.3, 10.3)
	
	
	
	4.35

(-6.9, 15.5)

	LSI_RO
	
	4.25

(-2.1, 10.6)
	
	
	
	2.74

(-6.9, 12.1)

	LSI_AC
	
	3.84

(-1.6, 9.3)
	
	
	
	3.07

(-5.3, 11.2)

	LSI_AE
	
	3.87

(-2.6, 10.4)
	
	
	
	3.98

(-6.2, 13.9)

	Vark_V
	
	
	-1.09

(-4.2, 2.0)
	
	
	-1.29

(-4.4, 2.0)

	Vark_A
	
	
	-1.97

(-4.7, 0.8)
	
	
	-1.85

(-4.8, 0.9)

	Vark_R
	
	
	-2.44º

(-5.2, 0.3)
	
	
	-2.75º

(-5.5, 0.2)

	Vark_K
	
	
	0.31

(-2.9, 3.5)
	
	
	-0.08

(-3.4, 3.4)

	Extrovert
	
	
	
	-0.68

(-4.1, 2.7)
	-0.60

(-4.0, 2.8)
	-0.68

(-4.4, 2.7)

	English
	
	
	
	
	1.47

(-11.1, 14.0)
	


º 0.05 < p
     ≤ 0.10

* 0.01 < p 
     ≤ 0.05

** p ≤ 0.01

Tables 5.43 and 5.44 present the intervention effects estimated from models of cumulative examination score adjusted for the intervention reported for each session.  A confounding effect of the VARK and extroversion scales on the effect of the cooperative learning group was observed.  In these models the effect of attending a single cooperative learning session was statistically significant, after adjusting for either the VARK scales or the extroversion scale, when the pretest variables were not included in the model (Models O and P, respectively).  However, after adjusting for the pretest variables in addition to the VARK scales or the extroversion scale, this confounded relationship was no longer observed (Table 5.44).

In addition, the effect of interaction between study group and learning style, as measured on the pretest survey, was explored both without and with adjustment for the pretest variables.  Adjusting Model N for interaction did not reveal any statistically significant effect of learning style on cumulative examination score within the study groups.  However, after adjusting for the pretest variables, statistically significant effect modification was observed.  When the interaction terms were included in Model T, students who participated in internet learning study sessions scored an average of 5.89 points higher for every point on the reflective observation (RO) scale after adjusting for the pretest variables (95% CI: 1.23, 10.56, p=0.014).  Similarly, students who participated in the cooperative learning study sessions scored an average of 2.94 points higher on the cumulative examination score for every additional point on their active experimentation (AE) scale after adjusting for the pretest variables (95% CI: 0.65, 5.23, p=0.012).  In model T, the interactions of learning style and mathematical score were also explored, but no statistically significant differences were identified.

Table 5.43:  Estimates of intervention effect on cumulative examination score by reported intervention, adjusted for learning style

	
	Regression Coefficient (95% CI)

	
	Model M
	Model N
	Model O
	Model P
	Model Q
	Model R

	Cooperative Learning Session
	7.74

(-6.7, 22.2)
	8.17

(-5.8, 22.2)
	14.61*

(0.7, 28.5)
	13.99*

(0.5, 27.5)
	12.89º

(-0.7, 26.4)
	14.09*

(0.3, 27.9)

	Internet Learning Session
	6.54

(-4.7, 17.8)
	6.31

(-4.7, 17.4)
	2.69

(-10.5, 15.9)
	1.93

(-11.9, 15.7)
	2.07

(-11.8, 15.9)
	0.71

(-12.3, 13.7)

	LSI_CE
	
	3.37

(-3.9, 10.7)
	
	
	
	3.15

(-7.2, 13.5)

	LSI_RO
	
	4.29

(-2.5, 11.0)
	
	
	
	0.80

(-8.9, 10.5)

	LSI_AC
	
	5.19º

(-0.5, 10.9)
	
	
	
	2.78

(-5.3, 10.8)

	LSI_AE
	
	4.00

(-3.1, 11.1)
	
	
	
	3.08

(-6.9, 13.1)

	Vark_V
	
	
	-2.96º

(-6.0, 0.1)
	
	
	-3.14*

(-6.3, -0.0)

	Vark_A
	
	
	-0.58

(-3.6, 2.5)
	
	
	-0.50

(-3.6, 2.6)

	Vark_R
	
	
	-1.49

(-4.7, 1.7)
	
	
	-1.80

(-5.1, 1.5)

	Vark_K
	
	
	-0.28

(-3.2, 2.6)
	
	
	-0.51

(-3.7, 2.7)

	Extrovert
	
	
	
	-1.38

(-4.3, 1.5)
	-1.19

(-4.1, 1.7)
	-1.47

(-4.6, 1.7)

	English
	
	
	
	
	7.20

(-5.9, 20.3)
	


º 0.05 < p
     ≤ 0.10

* 0.01 < p 
     ≤ 0.05

** p ≤ 0.01

Table 5.44:  Estimates of intervention effect on cumulative examination score by reported intervention, adjusted for both learning style and the variables in the pretest model

	
	Regression Coefficient (95% CI)

	
	Model S
	Model T
	Model U
	Model V
	Model W
	Model X

	Cooperative Learning Session
	7.25

(-1.7, 16.2)
	7.22

(-1.5, 16.0)
	5.74

(-6.4, 17.9)
	7.87

(-3.8, 19.5)
	7.35

(-4.2, 18.9)
	5.39

(-6.9, 17.7)

	Internet Learning Session
	6.18

(-3.7, 16.1)
	6.03

(-4.0, 16.0)
	3.24

(-9.0, 15.5)
	3.21

(-9.1, 15.6)
	3.29

(-9.1, 15.7)
	2.34

(-9.4, 14.0)

	LSI_CE
	
	1.43

(-5.3, 8.1)
	
	
	
	2.53

(-7.5, 12.6)

	LSI_RO
	
	3.31

(-2.6, 9.3)
	
	
	
	1.50

(-7.3, 10.3)

	LSI_AC
	
	3.00

(2.0, 8.1)
	
	
	
	1.49

(-5.8, 8.8)

	LSI_AE
	
	2.60

(-3.4, 8.6)
	
	
	
	2.22

(-6.7, 11.3)

	Vark_V
	
	
	-1.33

(-4.4, 1.8)
	
	
	-1.36

(-4.6, 1.9)

	Vark_A
	
	
	-1.60

(-4.5, 1.3)
	
	
	-1.55

(-4.5, 1.4)

	Vark_R
	
	
	-2.05

(-5.0, 0.9)
	
	
	-2.16

(-5.1, 0.8)

	Vark_K
	
	
	0.10

(-2.7, 2.9)
	
	
	-0.09

(-2.9, 2.8)

	Extrovert
	
	
	
	-0.73

(-3.4, 2.0)
	-0.64

(-3.3, 2.0)
	-0.63

(-3.5, 2.2)

	English
	
	
	
	
	3.35

(-8.2, 14.9)
	


º 0.05 < p
     ≤ 0.10

* 0.01 < p 
     ≤ 0.05

** p ≤ 0.01

1.29. Investigation of Study Participation

There was substantial dropout after two sessions (see Section 5.3).  Stratified analyses were performed by dichotomizing reported participation as >2 sessions versus (2 sessions to investigate relationships between level of participation and intervention, student characteristics and learning style.  Logistic regression models were constructed to investigate effects associated with the odds of participation.  Similarly, linear regression models were constructed to investigate participation defined by number of sessions attended.

1.29.1. Descriptive Analysis of Participation Data

Tables 5.45 and 5.46 provide summary statistics of the pretest variables and learning style scores by level of intervention participation, respectively.  There were no statistically significant differences in these measures by participation level between or within the two intervention groups.

Table 5.45:  Mean (SD) of pretest variables by participation for the two intervention groups

	
	Cooperative Learning Group
	Internet

Learning Group

	
	>2 sessions

n=35
	(2 sessions

n=30
	>2 sessions

n=44
	(2 sessions

n=48

	Stat 

Mean (SD)
	4.37 (1.81)
	4.20 (1.89)
	4.44 (1.88)
	4.18 (1.93)

	Math 

Mean (SD)
	4.42 (1.31)
	4.34 (1.16)
	4.32 (1.17)
	4.18 (1.30)

	Tutor 

Mean (SD)
	1.32 (0.91)
	1.69 (0.99)
	1.52 (0.97)
	1.45 (0.79)

	Age 

Mean (SD)
	28.29 (5.16)
	29.2 (6.25)
	29.58 (6.28)
	27.07 (4.26)

	Employed 

Number (%)
	9 (29.0)
	15 (42.9)
	19 (38.0)
	11 (25.0)


Table 5.46:  Mean (SD) learning style scores by participation for the two intervention groups

	
	Cooperative Learning Group
	Internet

Learning Group

	
	>2 sessions
	(2 sessions
	>2 sessions
	(2 sessions

	LSI_CE
	1.32 (1.45)
	1.14 (1.12)
	1.54 (1.46)
	1.75 (1.33)

	LSI_RO
	2.23 (1.87)
	2.09 (2.02)
	1.50 (1.52)
	1.80 (1.61)

	LSI_AC
	3.32 (2.74)
	3.89 (2.03)
	4.18 (2.75)
	3.61 (2.33)

	LSI_AE
	5.13 (2.09)
	4.91 (2.02)
	4.80 (2.01)
	4.86 (2.09)

	
	n=35
	n=31
	n=44
	n=50

	Vark_V
	3.71 (1.95)
	2.79 (2.01)
	3.21 (1.81)
	4.43 (1.91)

	Vark_A
	3.29 (1.76)
	3.07 (2.40)
	3.46 (2.44)
	4.36 (2.87)

	Vark_R
	3.67(2.31)
	5.00 (1.57)
	5.05 (2.27)
	5.21 (2.61)

	Vark_K
	4.67 (2.08)
	4.07 (1.07)
	4.85 (2.21)
	4.86 (1.88)

	Extrovert
	4.86 (1.85)
	4.64 (2.10)
	5.26 (1.73)
	5.21 (1.63)

	
	n=14
	n=21
	n=14
	n=39


Inferential Analysis of Learning Style on Participation

Logistic regression models were constructed to investigate the odds of participation as a function of intervention group and other characteristics.  Tables 5.47 and 5.48 provide the odds ratio of participation after adjusting for student characteristics or both student characteristics and pretest variables, respectively.  A slight decrease in the odds of participation in the internet learning group as compared to the cooperative learning group was observed for each additional credit for which the student enrolled.  The comfort level for using computers or was not statistically significantly associated with participation.    

Table 5.47:  Odds ratio of participating in more than two study sessions adjusted for student characteristics

	
	Odds Ratio (95% CI)

	
	Model A
	Model B
	Model C
	Model D

	Internet Learning Group
	1.30

(0.7, 2.4)
	1.31

(0.7, 2.5)
	1.30

(0.7, 2.4)
	1.32

(0.7, 2.5)

	Credits
	
	0.93º

(0.9, 1.0)
	
	0.93º

(0.9, 1.0)

	Computer
	
	
	0.84

(0.4, 1.9)
	0.85

(0.4, 1.9)


º 0.05 < p ≤ 0.10

* 0.01 < p ≤ 0.05

** p ≤ 0.01

After adjusting for the variables in the pretest model, no significant predictors of participation were observed (Table 5.48).  The same slight decrease in odds of participation was associated with each additional credit for which the student enrolled.

Table 5.48:  Odds ratios of participating in more than two study sessions, adjusted for covariates from the pretest model and student characteristics

	
	Odds Ratio (95% CI)

	
	Model J
	Model K
	Model L
	Model M

	Internet Learning Group
	1.30

(0.7, 2.5)
	1.32

(0.7, 2.6)
	1.32

(0.7, 2.5)
	1.34

(0.7, 2.6)

	Credits
	
	0.92º

(0.8, 1.0)
	
	0.92º

(0.8, 1.0)

	Computer
	
	
	0.80

(0.3, 1.9)
	0.81

(0.3, 2.0)

	Tutor 
	0.89

(0.6, 1.3)
	0.87

(0.6, 1.3)
	0.87

(0.6, 1.3)
	0.85

(0.6, 1.2)

	Math 
	1.09

(0.8, 1.4)
	1.08

(0.8, 1.4)
	1.08

(0.8, 1.4)
	1.07

(0.8, 1.4)

	Stat 
	1.02

(0.8, 1.2)
	0.99

(0.8, 1.2)
	1.02

(0.8, 1.2)
	0.99

(0.8, 1.2)

	Age
	1.04

(0.8, 1.4)
	1.04

(0.8, 1.4)
	1.05

(0.8, 1.4)
	1.05

(0.8, 1.4)

	Employed
	0.95

(0.5, 1.9)
	0.70

(0.3, 1.5)
	0.97

(0.5, 2.0)
	0.71

(0.3, 1.6)

	Age*Math
	1.00

(0.9, 1.1)
	1.00

(0.9, 1.1)
	1.00

(0.9, 1.1)
	1.00

(0.9, 1.1)

	Age* Employed
	0.96

(0.9, 1.1)
	0.93

(0.8, 1.1)
	0.96

(0.9,1.1)
	0.92

(0.8, 1.1)


º 0.05 < p ≤ 0.10

* 0.01 < p ≤ 0.05

** p ≤ 0.01

Separate logistic regression models were constructed to investigate the odds of participation as a function of intervention, learning style, and other characteristics and are shown in Tables 5.49 and 5.50.  No statistically significant associations between participation and learning styles were observed (Table 5.49).

Table 5.49:  Odds ratios of participating in more than two study sessions, adjusted for learning style and student characteristics

	
	Odds Ratio (95% CI)

	
	Model E
	Model F
	Model G
	Model H
	Model I

	Internet Learning Group
	1.27

(0.7, 2.4)
	2.18

(0.8, 5.7)
	1.82

(0.7, 4.5)
	1.72

(0.6, 4.9)
	1.72

(0.6, 5.0)

	LSI_CE
	0.92

(0.5, 1.6)
	
	
	0.78

(0.3, 2.0)
	0.79

(0.3, 2.0)

	LSI_RO
	0.92

(0.6, 1.5)
	
	
	0.79

(0.4, 1.7)
	0.80

(0.4, 1.8)

	LSI_AC
	0.96

(0.6, 1.4)
	
	
	0.84

(0.4, 1.6)
	0.85

(0.4, 1.7)

	LSI_AE
	0.95

(0.6, 1.5)
	
	
	0.81

(0.4, 1.8)
	0.81

(0.4, 1.8)

	Vark_V
	
	0.92

(0.7, 1.2)
	
	0.86

(0.6, 1.2)
	0.87

(0.6, 1.2)

	Vark_A
	
	0.94

(0.8, 1.2)
	
	1.01

(0.8, 1.3)
	0.99

(0.8, 1.3)

	Vark_R
	
	0.87

(0.7, 1.1)
	
	0.83

(0.7, 1.1)
	0.83

(0.7, 1.1)

	Vark_K
	
	1.12

(0.9, 1.4)
	
	1.10

(0.8, 1.4)
	1.11

(0.8, 1.5)

	Extrovert
	
	
	1.06

(0.8, 1.4)
	1.02

(0.8, 1.4)
	1.02

(0.8, 1.4)

	Credits
	
	
	
	
	0.97

(0.9, 1.1)

	Computer
	
	
	
	
	0.96

(0.3, 3.5)


º 0.05 < p ≤ 0.10

* 0.01 < p ≤ 0.05

** p ≤ 0.01

After adjusting for the pretest variables, students who learned better by reading and writing were slightly less likely to participate in the intervention groups (Table 5.50).  Also, after adjusting for either the VARK scales or the Extroversion scale, greater mathematical skill was associated with longer participation.

Table 5.50:  Odds ratios of participating in more than two study sessions, adjusted for covariates from the pretest model, learning style and student characteristics (see following page)

	
	Odds Ratio (95% CI)

	
	Model N
	Model O
	Model P
	Model Q
	Model R

	Internet Learning Group
	1.35 (0.7, 2.6)
	1.81 (0.6, 5.3)
	1.57 (0.6, 4.4)
	1.75 (0.5, 5.6)
	1.73 (0.5, 5.6)

	LSI_CE
	0.91 (0.5, 1.6)
	
	
	0.71 (0.2, 2.0)
	0.72 (0.3, 2.1)

	LSI_RO
	0.99 (0.6, 1.6)
	
	
	0.77 (0.3, 1.8)
	0.78 (0.3, 1.9)

	LSI_AC
	0.99 (0.6, 1.5)
	
	
	0.78 (0.4, 1.7)
	0.79 (0.4, 1.7)

	LSI_AE
	0.99 (0.6, 1.6)
	
	
	0.74 (0.3, 1.8)
	0.76 (0.3, 1.9)

	Vark_V
	
	0.94 (0.7, 1.3)
	
	0.97 (0.7, 1.3)
	0.97 (0.7, 1.3)

	Vark_A
	
	0.98 (0.8, 1.3)
	
	0.96 (0.7, 1.3)
	0.97 (0.7, 1.3)

	Vark_R
	
	0.80º (0.6, 1.0)
	
	0.80 (0.6, 1.0)
	0.80º (0.6, 1.0)

	Vark_K
	
	1.17 (0.9, 1.6)
	
	1.19 (0.9, 1.6)
	1.18 (0.9, 1.6)

	Extrovert
	
	
	1.07 (0.8, 1.4)
	1.05 (0.8, 1.4)
	1.06 (0.8, 1.5)

	Credits
	
	
	
	
	1.01 (0.8, 1.2)

	Computer
	
	
	
	
	1.15 (0.3, 4.6)

	Tutor 
	0.89 (0.6, 1.3)
	1.04 (0.6, 1.9)
	1.03 (0.6, 1.9)
	0.98 (0.5, 1.9)
	0.90, (0.7, 1.2)

	Math 
	1.09 (0.8, 1.4)
	1.72* (1.0, 3.0)
	1.54º (1.0, 2.5)
	1.72º (1.0, 3.0)
	1.73º (1.0, 3.0)

	Stat 
	1.03 (0.9, 1.2)
	0.90 (0.7, 1.2)
	0.87 (0.7, 1.2)
	0.90 (0.7, 1.2)
	0.99 (0.5, 1.9)

	Age
	1.05 (0.8, 1.4)
	0.98 (0.6, 1.6)
	1.06 (0.7, 1.7)
	1.00 (0.6, 1.7)
	0.99 (0.6, 1.7)

	Employed
	0.94 (0.5, 1.9)
	3.3 (0.7, 14.9)
	2.3 (0.6, 8.5)
	3.32 (0.7, 15.1)
	3.5 (0.6, 18.8)

	Age*Math
	1.00 (0.9, 1.1)
	1.01 (0.9, 1.1)
	1.00 (0.9, 1.1)
	1.01 (0.9, 1.1)
	1.01 (0.9, 1.1)

	Age* Employed
	0.96 (0.9, 1.1)
	0.89 (0.7, 1.1)
	0.91 (0.8, 1.1)
	0.88 (0.7, 1.1)
	0.88 (0.7, 1.1)


º 0.05 < p 

  ≤ 0.10

* 0.01 < p 

  ≤ 0.05

** p ≤ 0.01

Linear regression models were constructed to investigate the effects of student characteristics and learning style on the number of sessions attended (Tables 5.51 through 5.54).  Students enrolled for more credits tended to participate in fewer study sessions (Table 5.51).  There were no statistically significant differences in number of sessions associated with learning style (Table 5.52).

Table 5.51:  Difference in number of sessions, adjusted for student characteristics

	
	Regression Coefficient (95% CI)

	
	Model A
	Model B
	Model C
	Model D

	Internet Learning Group
	0.29

(-0.5, 1.1)
	0.30

(-0.5, 1.1)
	0.29

(-0.6, 1.1)
	0.31

(-0.5, 1.1)

	Credits
	
	-0.09º

(-0.2, 0.01)
	
	-0.09º

(-0.2, 0.01)

	Computer
	
	
	-0.13

(-1.2, 1.0)
	-0.12

(-1.2, 1.0)


º 0.05 < p ≤ 0.10

* 0.01 < p ≤ 0.05

** p ≤ 0.01

Table 5.52:  Difference in number of sessions, adjusted for learning style and student characteristics

	
	 Regression Coefficient (95% CI)

	
	Model E
	Model F
	Model G
	Model H
	Model I

	Internet Learning Group
	0.21

(-0.7, 1.1)
	0.92

(-0.3, 2.1)
	0.69

(-0.5, 1.9)
	0.62

(-0.7, 1.9)
	0.61

(-0.7, 1.9)

	LSI_CE
	0.05

(-0.7, 0.8)
	
	
	-0.25

(-1.4, 0.9)
	-0.18

(-1.3, 0.9)

	LSI_RO
	-0.05

(-0.7, 0.6)
	
	
	-0.26

(-1.2, 0.7)
	-0.20

(-1.2, 0.8)

	LSI_AC
	0.12

(-0.4, 0.7)
	
	
	-0.07

(-0.9, 0.7)
	-0.02

(-0.8, 0.8)

	LSI_AE
	0.03

(-0.6, 0.7)
	
	
	-0.24

(-1.3, 0.8)
	-0.22

(-1.2, 0.8)

	Vark_V
	
	-0.01

(-0.3, 0.3)
	
	-0.05

(-0.4, 0.3)
	-0.05

(-0.4, 0.3)

	Vark_A
	
	-0.19

(-0.5, 0.1)
	
	-0.17

(-0.5, 0.1)
	-0.20

(-0.5, 0.1)

	Vark_R
	
	-0.16

(-0.4, 0.1)
	
	-0.17

(-0.5, 0.1)
	-0.17

(-0.5, 0.1)

	Vark_K
	
	0.05

(-0.3, 0.4)
	
	0.07

(-0.3, 0.4)
	0.08

(-0.3, 0.4)

	Extrovert
	
	
	0.06

(-0.3, 0.4)
	0.05

(-0.3, 0.4)
	0.07

(-0.3, 0.4)

	Credits
	
	
	
	
	-0.08

(-0.2, 0.1)

	Computer
	
	
	
	
	0.02

(-1.6, 1.6)


º 0.05 < p ≤ 0.10

* 0.01 < p ≤ 0.05

** p ≤ 0.01

Tables 5.53 and 5.54 indicate that there were no statistically significant relationships between student characteristics or learning style and the number of study sessions attended even after adjusting for the pretest variables.

Table 5.53:  Difference in number of sessions, adjusted for covariates from the pretest model and student characteristics

	
	Regression Coefficient (95% CI)

	
	Model J
	Model K
	Model L
	Model M

	Internet Learning Group
	0.28

(-0.6, 1.1)
	0.29

(-0.6, 1.2)
	0.29

(-0.6, 1.2)
	0.30

(-0.6, 1.2)

	Credits
	
	-0.10

(-0.2, 0.03)
	
	-0.10

(-0.2, 0.02)

	Computer
	
	
	-0.16

(-1.3, 1.01)
	-0.14

(-1.3, 1.02)

	Tutor 
	-0.28

(-0.8, 0.2)
	-0.30

(-0.8, 0.2)
	-0.29

(-0.8, 0.2)
	-0.32

(-0.8, 0.2)

	Math 
	0.21

(-0.2, 0.6)
	0.20

(-0.2, 0.6)
	0.20

(-0.2, 0.6)
	0.19

(-0.2, 0.6)

	Stat 
	-0.04

(-0.3, 0.2)
	-0.07

(-0.3, 0.2)
	-0.04

(-0.3, 0.2)
	-0.07

(-0.3, 0.2)

	Age
	-0.08

(-0.5, 0.3)
	-0.08

(-0.5, 0.3)
	-0.08

(-0.5, 0.3)
	-0.07

(-0.5, 0.3)

	Employed
	0.05

(-0.9, 1.0)
	-0.30

(-1.3, 0.7)
	0.06

(-0.9, 1.0)
	-0.29

(-1.3, 0.7)

	Age*Math
	0.04

(-0.05, 0.1)
	0.04

(-0.05, 0.1)
	0.03

(-0.1, 0.1)
	0.04

(-0.05, 0.1)

	Age* Employed
	-0.04

(-0.2, 0.1)
	-0.08

(-0.2, 0.1)
	-0.04

(-0.2, 0.1)
	-0.08

(-0.2, 0.1)


º 0.05 < p ≤ 0.10

* 0.01 < p ≤ 0.05

** p ≤ 0.01

However, after adjusting for either the VARK scales or the Extroversion scale, greater mathematical skill was associated with attending more intervention sessions.

Table 5.54:  Difference in number of sessions, adjusted for covariates from the pretest model, learning style and student characteristics (see following page)

	
	Regression Coefficient (95% CI)

	
	Model N
	Model O
	Model P
	Model Q
	Model R

	Internet Learning Group
	0.26 (-0.6, 1.2)
	0.82 (-0.4, 2.1)
	0.56 (-0.7, 1.8)
	0.73 (-0.6, 2.1)
	0.70 (-0.7, 2.1)

	LSI_CE
	0.08 (-0.7, 0.8)
	
	
	-0.16 (-1.3, 1.0)
	-0.13 (-1.3, 1.0)

	LSI_RO
	0.09 (-0.6, 0.7)
	
	
	-0.08 (-1.0, 0.9)
	-0.04 (-1.0, 1.0)

	LSI_AC
	0.19 (-0.4, 0.7)
	
	
	-0.03 (-0.9, 0.8)
	0.00 (-0.9, 0.9)

	LSI_AE
	0.12 (-0.5, 0.8)
	
	
	-0.24 (-1.3, 0.8)
	-0.21 (-1.3, 0.9)

	Vark_V
	
	0.12 (-0.2, 0.5)
	
	0.13 (-0.2, 0.5)
	0.12 (-0.3, 0.5)

	Vark_A
	
	-0.19 (-0.5, 0.1)
	
	-0.23 (-0.5, 0.1)
	-0.22 (-0.5, 0.1)

	Vark_R
	
	-0.25 (-0.5, 0.02)
	
	-0.23 (0.5, 0.1)
	-0.23 (-0.5, 0.1)

	Vark_K
	
	0.11 (-0.2, 0.4)
	
	0.18 (-0.2, 0.5)
	0.18 (-0.2, 0.5)

	Extrovert
	
	
	0.07 (-0.3, 0.4)
	0.12 (-0.2, 0.5)
	0.13 (-0.2, 0.5)

	Credits
	
	
	
	
	-0.03 (-0.2, 0.2)

	Computer
	
	
	
	
	0.45 (-1.2, 2.1)

	Tutor 
	-0.26 (-0.7, 0.2)
	-0.25 (-0.9, 0.5)
	-0.23 (-0.9, 0.5)
	-0.30 (-1.0, 0.4)
	-0.32 (-1.1, 0.4)

	Math 
	0.20 (-0.2, 0.6)
	0.89** (0.3, 1.5)
	0.76* (0.2, 1.4)
	0.88** (0.2, 1.5)
	0.89** (0.2, 1.5)

	Stat 
	-0.04 (-0.3, 0.2)
	-0.07 (-0.4, 0.3)
	-0.13 (-0.5, 0.2)
	-0.07 (-0.4, 0.3)
	-0.09 (-0.5, 0.3)

	Age
	-0.09 (-0.5, 0.3)
	-0.35 (-1.0, 0.3)
	-0.20 (-0.8, 0.4)
	-0.39 (-1.0, 0.3)
	-0.43 (-1.1, 0.2)

	Employed
	0.15 (-0.8, 1.1)
	1.83* (0.4, 3.3)
	1.4º (-0.03, 2.8)
	1.93* (0.4, 3.5)
	1.81º (-0.1, 3.7)

	Age*Math
	0.03 (-0.05, 0.1)
	0.08 (-0.05, 0.2)
	0.05 (-0.1, 0.2)
	0.09 (-0.05, 0.2)
	0.10 (-0.04, 0.2)

	Age* Employed
	-0.03 (-0.2, 0.1)
	-0.11 (-0.3, 0.1)
	-0.1 (-0.3, 0.1)
	-0.11 (-0.3, 0.1)
	-0.1 (-0.4, 0.1)


º 0.05 < p 

  ≤ 0.10

* 0.01 < p 

  ≤ 0.05

** p ≤   

   0.01

1.30. Summary of Results from Multivariate Analyses

No differences between the study groups were identified by intent-to-treat analyses.  However, using students’ reported participation in the intervention sessions, improved performance in both intervention groups was observed, even after adjustment for the pretest variables.  The intervention-performance relationship was not statistically significantly different after adjusting for learning style.  Few differences were found between participants and nonparticipants: participants enrolled in fewer credit hours; and after adjusting for either the VARK learning style scales or the Extroversion scale, greater mathematical skill was associated with increased participation.  

1.31. Qualitative Results

  Comments from students regarding several aspects of the study design and conduct are shown in Appendix OO.  In general, comments from students participating in the cooperative learning sessions were positive, indicating that many students found that the study sessions provided opportunities for learning that were not otherwise available in the course.  By contrast, students in the internet learning group reported difficulties in manipulating or understanding the applets, and some felt the website was poorly organized.  In the majority of cases, these were cited as reasons for not completing some or all intervention sessions.  

Several students in the control group mentioned the required completion of the Self-Evaluation Problems as a positive aspect of the study, as it encouraged them to review course material.  While clearly beneficial to students, this suggests the possibility that these students may not otherwise have completed the optional SEPs.  

CHAPTER 2: Discussion

This randomized trial offered a unique opportunity for investigating the impact of active learning on student performance in a graduate level biostatistics course.  The majority of the research on statistical education prior to this investigation did not benefit from the advantages of large sample sizes, randomization, or longitudinal follow-up.  Furthermore, this study design facilitated the comparison of the two types of active learning, cooperative and internet (technologically-enhanced), to each other and to a control group.   Dropout is an issue in any longitudinal study and noncompliance with study interventions prompted the application and comparison of novel statistical modeling approaches, including marginal structural models (MSM).  The results of this trial provide direction for future endeavors and initiatives in statistical education.

2.1. Discussion of Quantitative Findings

2.1.1. Active Learning and Student Performance

The primary aim of this study was to investigate whether the addition of active learning methods to a didactic introductory biostatistics course aided student understanding of key concepts, as measured by performance on course examinations.  This aim was explored in a number of ways, each using the three outcome variables; cumulative examination score, scores on each of the four examinations, and the percentage of study-specific questions correctly answered on course examinations.  First, an intent-to-treat analysis using generalized linear regression models was used to compare performance across the three study groups (cooperative learning, internet learning, and control).  There were few statistically significant differences between the three groups.  However, after adjusting for other baseline factors affecting performance, the “pretest variables,” the internet learning group scored an average of 6 points lower than the control group on the cumulative examination score (95% CI: -9.7, -2.3).  Comparable statistically significant results for the internet learning group vs. the control group were also found with the other two outcome variables.  While there was also a trend for lower performance in the cooperative learning group as compared to the control group, the differences were not statistically significant.

The lack of statistically significant differences between groups in the intent-to-treat analyses was likely attributable to low participation rates in the study interventions.  By the third study session, 51% of the students in the two intervention groups had dropped out.  The intent-to-treat analyses thus incorporated many students who received no intervention into the two intervention groups.  While intent-to-treat analyses are preferred, they do not adequately reflect true differences between groups in the presence of substantial noncompliance.  Three additional analytic approaches were taken to address this concern.  In the second set of analyses, the intent-to-treat models were adjusted for the number of study sessions in which each student reported participating.  In the third approach, “as treated” groups defined by students’ reported participation at each study session were compared using generalized linear longitudinal models.  Finally, the longitudinal models were adjusted for self-evaluation problem (SEP) completion and the probability of participating in each session, using the methodology of marginal structural models.  In the marginal structural models, reported participation was modified by the adjustment for students’ probability of participating at each session, given information regarding prior participation and SEP completion.

After adjusting the intent-to-treat models for study group and the pretest variables, each additional intervention session in which the student participated improved the cumulative examination score by an average of 2.21 points (95% CI: 1.5, 2.9).  Also, after adjusting for study group and the pretest variables, students’ scores on the next examination improved by 0.6 points for each study session in which they participated, on average (95% CI 0.3, 0.9).  Finally, each additional intervention session was associated with a 1% improvement in the percentage of examination scores correctly answered, on average, after adjusting for the pretest variables (95% CI: 0.5, 1.5).

Students who participated in either of the two interventions also showed improved performance, as compared to nonparticipants and controls, in the generalized linear longitudinal models that adjusted for students’ reported participation.  After adjusting for the pretest variables, participants in the cooperative learning group scored 10.1 points higher on the cumulative examination score after one study session, on average, than nonparticipants or controls (95% CI: 0.1, 20.2).  Participants in the internet learning group scored an average of 5.6 points higher than nonparticipants or controls after one study session, after adjusting for the pretest variables (95% CI: -3.9, 15.2).  Statistically significant improvement was observed in the subsequent scores on the four examinations.  After one study session, cooperative learning participants scored 3.9 points higher on the next examination (95% CI: 1.5, 6.3), and internet learning participants scored 3.2 points higher (95% CI: 0.8, 5.6), than nonparticipants or controls, on average.  After one study session, adjusting for the pretest variables and compared to controls or nonparticipants, cooperative learning participants correctly answered an average of 4.2% more session-specific questions (95% CI: -0.5, 8.9), while internet learning participants correctly answered 3.5% more questions, on average (95% CI: 0.0, 7.0).

The final set of models adjusted for both reported participation and SEP completion using marginal structural methodology.  These models also incorporated each student’s predicted probability of participating in the next study session at each timepoint, based on prior information.  In the MSM models, there was a nonsignificant trend toward improved performance using the cumulative examination score as the outcome.  After adjusting for the pretest variables, if all the students in the study had participated in one cooperative learning intervention session, the cumulative examination scores would have been an average of 6.8 points higher than if no one received the intervention (95% CI: -1.7, 15.3).  Had all the students participated in one internet learning intervention session, cumulative examination scores would have been 1.2 points higher than if no one received the intervention, on average (95% CI: -7.9, 10.2), after adjusting for the pretest variables.  However, scores on the subsequent examination were statistically significantly improved for those who participated in one or more study sessions, as compared to nonparticipants or controls.  After adjusting for the pretest variables, expected examination scores after one cooperative learning session were 2.6 points higher than without the intervention (95% CI: 0.3, 4.9).  The expected examination scores after one internet learning session were 2.4 points higher than with no intervention, adjusting for the pretest model (95% CI: 0.0, 4.7).  The results using the third outcome, the percentage of session-specific questions correctly answered, were not statistically significant.  After adjusting for the pretest variables, had all the students completed one cooperative learning session, the percentage of session-specific questions expected to be correctly answered would have been 3.0% higher than if no one completed the intervention (95% CI: -3.6, 9.6).  After adjusting for the pretest variables, if everyone had completed one internet learning session, the percentage of session-specific questions correctly answered would have been 2.4% higher than if no one had received the intervention, on average (95% CI: -1.0, 5.8).

Comparing the results of the marginal structural models (MSM) to those found using only reported participation (GLM) provides insights into the effects of completing the self-evaluation problems (SEPs).  The primary difference in these models was that in the MSM models, greater improvements in performance were predicted when the student participated in a larger number of study sessions.  For example, in the MSM for the cooperative learning group, after adjusting for the pretest variables, participating in one study session was associated with a 6.8 point improvement in cumulative examination score (95% CI: -1.7, 15.3), while participating in four study sessions was associated with a 9.5 point improvement (95% CI: -1.1, 20.0).  By contrast, in the GLM models, participating in a greater number of study sessions led to diminishing magnitude of improvement in performance, as compared to nonparticipants and controls.  In the GLM for the cooperative learning group, after adjusting for the pretest variables, participating in one study session was associated with a 10.1point improvement in cumulative examination score (95% CI: 0.1, 20.2), while participating in four study sessions was associated with a 9.7 point improvement (95% CI: -1.8, 21.2) (see Figure 6.1).  This difference between the GLM and MSM models is due to confounding by the time-dependent SEP completion variable (Hernan et al., 2000).
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Figure 6.1:  Predicted change in performance by the number of intervention sessions, according to the GLM and MSM models, by group 
The self-evaluation problems (SEPs) were available to the entire class, but qualitative responses from students and personal observation suggests that the majority of students dropping out from the study did not complete these optional exercises.  However, students in the control group for the study reported finding the SEPs useful study aids, as the SEPs offered topic-based problems on the same key concepts covered by the intervention sessions.  Feedback was also provided to the student immediately upon completion of each SEP, and many students completed the SEPs multiple times to improve their understanding, even though only the first SEP was used for this study.  As a result, completing the SEPs may have improved performance in the control group.  The more SEPs each student completed, the greater the improved performance.  Finally, since those in the control group received no other intervention, they may have expended more time and energy on the SEPs than students who had already completed an intervention session.  

The confounding nature of the SEPs follows directly from their value as study aids.  As more study sessions were considered, more time was included in the GLM models.  As greater amounts of time were included in the model, more SEPs confounded the intervention-performance relationship.  The result was that the predicted improvement in performance corresponding to intervention completion diminished as the number of study sessions increased in the GLM models.  However, after adjusting for SEP completion in the MSM models, the predicted performance improvement increased with additional intervention sessions.  

The final point of the first aim was to distinguish the relative merits of cooperative learning and technologically enhanced learning methods.  Throughout these analyses, no statistically significant differences in student performance were found between the two types of active learning.  The same trends toward improvement were observed for both interventions, and both resulted in statistically significant improvement in performance over nonparticipants and controls in the GLM and MSM models for the subsequent examination score.  However, it is possible that there was insufficient statistical power to detect differences between the two types of active learning methods.

2.1.2. Learning Style and Performance
The second study aim was to determine whether the intervention-performance relationship differed after adjusting for differences in learning style.  Three different sets of learning style scales were employed in this trial.  Kolb’s learning style indicator, the VARK scales for learning preference, and the extroversion scale from the Myers-Briggs type indicator all provide insights into different aspects of each student’s preferred learning style.  Findings regarding differences in student performance among the three study groups remained robust after adjusting for differences in learning style, regardless of which learning style scales were considered.  However, students who participated in the internet learning group had statistically significant improvement in cumulative examination score associated with preferring to learn by reflective observation, scoring an average of 5.9 points higher for every additional point on the reflective observation scale (95% CI: 1.2, 10.6) after adjusting for the pretest variables.   Furthermore, students who participated in the cooperative learning sessions scored an average of 2.9 additional points for every point on the active experimentation scale after adjusting for the pretest variables (95% CI: 0.6, 5.2).  These findings suggest that internet learning may differentially help those who prefer to learn by reflective observation, while cooperative learning may be more helpful for students who prefer to learn by active experimentation.

In addition, some differences in performance were observed between students of different learning styles.  Those with higher visual and read/write scores on the VARK scale both tended to have lower cumulative examination scores; 1.1 points lower and 2.4 points lower, respectively, after adjusting for study group and the pretest variables (95% CI: -4.2, 2.0 and –5.2, 0.3, respectively).  The scores for highly visual or kinesthetic students were expected to be lower than average, but the result regarding reduced performance corresponding to higher read/write scores was not anticipated.  However, it is possible that as the course material became increasingly challenging, such students gained less from the textbook or became frustrated and stopped using the text.  This suggests that students who prefer to learn by reading or writing only were placed at a disadvantage with respect to their peers as the course material became more complex.

2.1.3. Learning Style and Participation

The third and final study aim was to explore whether students’ learning style differentially influenced participation in the intervention groups.  No statistically significant differences in participation rate were observed by study group or by learning style.  The only pretest factor found to affect overall participation was the number of credits for which students enrolled.  Those taking more credits were less likely to participate in the intervention sessions.  After adjusting for differences in learning style on the VARK or extroversion scales, however, greater mathematical skill was associated with increased participation.  However, it is important to note that the VARK and extroversion scales were collected from the post-test survey and  Figure 6.2 shows that mathematical skill was associated with participation only among those who completed the post-test survey.  
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Figure 6.2: Mathematical skill was associated with participation among those who completed the post-test survey, but not overall

2.2. Discussion of Qualitative Findings
There is an inherent bias in the qualitative results, since the data were collected from the post-test survey.  Students who participated throughout the study were more likely to complete the post-test survey.  As a result, these findings should be viewed with caution, as they may not represent the opinions of all students originally consenting to participate in this study.

Comments from students randomized to the control group, such as “great way to study. . . feeling like i HAD to complete the assigned SEPs” (Appendix OO),  suggest the possibility that some students in the control group might have been more likely to complete the online self-evaluation problems than they otherwise might have been, simply because they were participating in the trial, even though these problems were an optional component of the courses.  The comments suggest that SEP completion was a helpful study aid for these students.  As a result, inclusion of the SEPs as part of the trial may have caused an unintentional bias towards the null by raising study outcome measures for controls compared to those randomized to the intervention groups who subsequently dropped out of the study.  

Some students in the cooperative learning group reported that they gained insight and understanding from the study sessions except that the timing of the sessions did not always correspond exactly to that of course lectures.  Also, some students found the cooperative learning sessions most helpful during the second course, for sessions V-VIII.  By contrast, some students in the internet learning group found the study intervention sessions confusing and thus unhelpful.  While most internet learning students reported that the sessions were well organized, some indicated that they were not able to understand the point of the applets with the information provided.

The confusion experienced by the internet learning students may relate to the fact that there was no opportunity for supervision or discussion on the internet learning website.  Moore (1995) noted that students do not appreciate technological aids in isolation.  He opined that these aids should instead be introduced within the context of a course, and perhaps first demonstrated by the instructor in front of the students.  Our experience corroborated this viewpoint.  Velleman and Moore (1996) posited that multiple technological tools should be available to show different aspects of the same concept.  However, in our experience, providing multiple applets aimed at different aspects of the same concept either confused or bored some students. The use of online interactive examples will be crucial to future development of sophisticated Biostatistics courses available over the internet.  This study does not accurately reflect the effectiveness of truly interactive distance education, since no interaction with an instructor was available on the study website.  Despite these comments from students, our results suggest that distance education courses in introductory statistics would almost certainly benefit from inclusion of technological aids such as those used in this study.  

2.3. Limitations of the Study

A limitation in the design of this study was the requirement of extra work beyond the regular course material for the two intervention groups.  In addition to leading to the problem of decreased participation, this posed a concern regarding interpretation of the results.  It is possible that students participating in the two intervention groups simply spent more time working with statistical concepts, and that additional time in any form would have led to the same improved performance.  However, given the comments from students in the cooperative learning group, we believe that the cooperative learning sessions provided a novel and welcomed approach to understanding statistics.  Comments from the students in the internet learning group suggest that they found the sessions neither coherent nor helpful.  However, it is possible that the act of attempting to understand the study sessions led to improved understanding, rather than interaction with the applets themselves.  

Additional concerns are raised by potential biases introduced through the design of this study.  One such potential bias is the Hawthorne effect.  It has been shown that people who are aware that they are being studied may behave differently than they otherwise would (Frank and Kaul, 1978).  The Hawthorne effect might apply to everyone who chose to participate in the study or to those in the two intervention groups.  The first possibility can be tested with the comparison of those randomized to the control group to those who chose not to participate in the study.  Using this comparison, the cumulative examination score was 6.1points higher among those randomized to the control group, on average (95% CI: -7.9, 20.0 ), than among those who did not consent to participate in the study.  Unfortunately, it is not possible to adjust this difference for the other factors that were found to influence student performance, since not all of the nonparticipants completed the pretest survey.  The second possibility, that only those in the two intervention groups were subject to the Hawthorne effect cannot be tested but represents another possible reason for the improved performance among students who participated in those interventions.

Another potential bias might be derived from the Rosenthal effect.  Studies have found that when an instructor believes that students can learn difficult material, the students then strive harder to learn the material (Rosenthal and Jacobson, 1968).  This bias would influence performance only in the cooperative learning group, since students randomized to internet learning had no contact with an instructor.  Consequently the improved performance in the cooperative learning group as compared to students who did not participate in either intervention might be attributable to the Rosenthal effect.  However, the lack of statistically significant differences in performance between students participating in the two intervention groups suggests that if this effect was present it did not cause a large bias in the results.  Furthermore, the potential for this bias is present whenever cooperative learning is employed in the classroom.  Indeed, if the bias truly results in improved student performance and understanding, then instructors’ belief in students might simply be viewed as one of the environmental attributes aiding student understanding.

Due to dropout, there was likely insufficient statistical power to detect differences between the study groups for the GLM and MSM models for cumulative examination score.  Cumulative examination score, the primary outcome, covered a long time period.  This outcome would have provided an excellent comparison between study groups had participation more closely followed students’ randomized study groups.  However, small differences due to one or two intervention sessions were likely to be lost when the entire study period was compared via the cumulative examination score.  The score on the subsequent examination provided a better outcome for capturing short-term differences between groups attributable to sporadic participation in study interventions.   
Extrapolating the findings of our result to other student populations should be done with caution.  The students who participated in this trial were graduate students in public health, with varying degrees of prior experience.  We suspect that comparable results would be found with graduate students in related disciplines such as the social sciences, but it is not clear that undergraduate students would benefit in the same manner in a similar study.  Furthermore, although we discovered no differences in outcome based on English language, some differences in learning style are expected for students of different nationalities, extrapolating these results to students representing an entirely different culture may not be appropriate.  

2.4. Strengths of the Study

The key strength of the design of this study was the randomization of students to different study groups.  Since participants and nonparticipants did not differ in definable ways, this randomization still aids in the generalizability of the analysis of reported participation, although the results of the intent-to-treat analysis proved not to be statistically significant.  While randomized trials have been widely used in public health  and medical research, they have not been as typical within the arena of educational psychology.

The longitudinal nature and large initial sample size of the trial are also strengths.  The ability to start with such a large number of students provided the power necessary for detecting differences between the study groups within the generalized linear models and marginal structural models.  Utilizing a longitudinal framework allowed comparison of the aggregate effects of the different active learning methodologies over time.

Inclusion of two different types of active learning (cooperative and internet) was also a key component of this study.  As we enter the era of distance education, cooperative learning can no longer be the pinnacle of active learning methodology.  Instead, technologically enhanced learning, such as interactive online applets, affords a new way to offer active learning within a distance-friendly format.  As such, the comparison between cooperative learning and technologically enhanced learning is critical.

Another strength of this study is that improved performance was observed in the internet learning group, although no supervision was required.  While students seemed to want supervision, there is a great potential for benefit associated with reduced instructor time.  Indeed, student performance in the internet learning group was comparable to that of the cooperative learning group, with far less instructor investment.  

2.5. Implications for Future Instruction of Statistics Courses

These findings suggest that students may benefit from the introduction of biostatistics concepts and methods via interactive activities.  Some cooperative learning activities may enhance understanding, particularly for complex concepts.  Pertinent technological aids may also be helpful, but students’ reactions to these aids may be more positive if they are first introduced by the instructor during a lecture or laboratory session.  

When incorporating active learning into existing courses, instructors should keep in mind that approximately the same benefit may be garnered from technologically enhanced tools as from cooperative learning activities.  There are advantages and disadvantages associated with both cooperative learning and internet learning.  The decision to use one or both types of learning activities may depend on the class size, course resources, and student characteristics.  The use of technological aids may prove particularly advantageous when instructor and teaching assistant time is limited.  Also, it is not necessary for an instructor to develop new tools for his or her course, since a wide variety of technological aids are already available on the internet for public use.  The only limitations are barriers to student access to computers or internet resources and students’ lack of comfort with computers.

The incorporation of cooperative learning into a didactic course could range from the addition of a cooperative learning component, such as a lab, to a restructuring of the course around learning activities.  Some students may benefit from a course that is designed around cooperative learning activities.  In such a course, for example, students might become familiar with a statistical concept through a small group activity, and then review the uses and implications of that concept in a guided discussion with the instructor.  The cooperative learning activities could also be complemented by the use of technological tools.  The feasibility of implementing such a course depends largely on class size and instructor time.  In addition, while courses such as this may prove beneficial to all students, they may provide a venue particularly suited to younger ages.

Further development of online active learning methodologies is needed.  As more courses are taught completely online via distance education, these techniques will become increasingly vital to students’ understanding.  Interactive technological aids potentially provide excellent active learning tools for challenging statistical concepts, since students can visualize the concepts easily and directly, thus clarifying calculations and formulae that may otherwise prove tedious or mysterious.  

Developing a true parallel for cooperative learning methods in an online setting might also be beneficial.  For example, a small group of students might log into the course website at the same time, and each work with the technological tool while simultaneously discussing its application in a java chat room.  Incorporating a chat feature into the tool itself might streamline this process.  Alternatively, students might access the tool at their own convenience, and discuss it on a course bulletin board.  Any of these processes would allow discussion of both the use of the tool and the meaning of its function, which might help those students who would otherwise find the tool confusing to use or difficult to understand on their own.  Students who learn best by discussing a problem or visualizing different possible solutions may learn more efficiently through group discussion of those tools.  The ultimate goal is to optimize the number and types of active learning methods and tools that can be incorporated into online courses without burdening or isolating the student.

2.6. Implications for Future Research in Statistical Education

Future research comparing statistical teaching methodologies should be designed to minimize the impact of potential nonparticipation on study outcome.  Ideally, interventions should be incorporated as required course components or an incentive for participation could be provided.  

Another area for further research is the development of java applets and cooperative learning activities focusing on topics relevant to instruction in likelihood, causal inference, and Bayesian statistical methodologies. Although the most widely-used methods in statistics are based on frequentist or decision-theory methods, Bayesian, causal, or likelihood-based methods and associated software are increasingly available.  

Further consideration should also be given to the development of methods for evaluating the quality of java applets.  As the number of applets available for public use increases, it will be important to determine which applets represent the best tools to offer a given set of students.  A rating system that differentiates applets on the basis of complexity of content, ease of use, visual representation, interactivity, and comprehensibility would make these applets more accessible to both instructors and students.

A broader outstanding research question is the relative comparison of student performance in courses that utilize active learning, as taught in-person or entirely online via distance education.  Such a comparison is biased by the lack of randomization.  A 2x2 factorial study design could be implemented if the same course was developed in both formats (in person and online).  Students could be randomized to either course format, stratified by their comfort level with computers.  Ideally, student performance in both course formats could be compared with that of the prior year, during which active learning components were not utilized. This would provide a comparison of on-site versus distance education, with or without active learning.  

Another issue to be addressed by future research is that of the long-term benefits of didactic instruction alone vs. instruction enhanced by active learning methodology.  In this study, student performance was assessed after only four months of calendar time.  Comparing student performance after one year would provide a better estimate of the difference in long-term recall afforded by the different teaching methods.  Alternative long-term comparisons, e.g. after one or two years, might include the proportion of students choosing to continue in courses or careers requiring the use of statistical methods, or an assessment of students’ level of understanding of a research paper using statistical terms.  

Continued development and evaluation of statistical teaching methodologies is critical and timely.  Increasing numbers of public health professionals are seeking skills in quantitative methods and are faced with the challenge of mastering knowledge of appropriate statistical techniques and applications.  The widespread availability of computer technology, both within and outside the classroom, provides an unparalleled environment for innovation in statistical education to maximize the potential for learning.  

Appendices

Preliminary Survey

This fall, incoming students taking Biostatistics 621 will be asked to participate in a research study to help instructors evaluate the effectiveness of additional learning opportunities.  Students who choose to participate will be randomized to one of three groups:


Group 1:  an additional in-class session


Group 2:  an additional online session


Group 3:  no additional session

All students will attend regular lectures and labs, and optional office hours.  Also, all participants will be asked to complete a short online survey  every other week.  Participation is voluntary and will not affect grades in any way.

Please answer the following questions, putting yourself in the position of a full-time on-campus student.  Circle one answer for each question.

1. If you were taking this course, would you agree to participate in the study?

a. Yes, definitely

b. [image: image183.wmf]0
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Yes, probably

c. Maybe

d. Probably not

e. Definitely not


2. Would the fact that group 3 has no additional session affect your decision to participate?

a. Yes

b. No


3. If you decided to participate in this study, would you feel that you were missing something if you were randomized to group 3?

a. Yes, definitely

b. Yes, probably

c. Maybe

d. Probably not

e. Definitely not


4. If you were randomized to group 3, would you complete the online surveys?

a. Yes, definitely

b. Yes, probably

c. Maybe

d. Probably not

e. Definitely not


When you are finished, please place your survey in the box at the back of the room or give it to Felicity Boyd.  Thank you!

Results:

Table A.1:  Response to iMPH survey.  "If you were taking this course, would you agree to participate in the study?"
	Response
	Number
	Percent
	Percent

	Yes, definitely
	10
	21%
	58%

	Yes, probably
	17.5
	37%
	

	Maybe
	14.5
	31%
	31%

	Probably not
	4
	9%
	11%

	Definitely not
	1
	2%
	


Note:  One person gave a response halfway between “maybe” and “yes, probably.”  

Table A.2:  Response to iMPH survey.  "Would the fact that group 3 has no additional session affect your decision to participate?"

	Response
	Overall
	Among those answering “yes” or “maybe” to question 1
	Among those answering “no” or “maybe” to question 1

	
	Number
	Percent
	Number
	Percent
	Number
	Percent

	Yes
	20
	41%
	9
	32%
	11
	58%

	No
	29
	59%
	19
	68%
	8
	42%


Table A.3:  Response to iMPH survey.  “If you decided to participate in this study, would you feel that you were missing something if you were randomized to group 3?”

	Response
	Overall
	Among those answering “yes” or “maybe”

to question 1
	Among those answering “no” or “maybe”

to question 1

	
	Number
	Percent
	Number
	Percent
	Number
	Percent

	Yes, definitely
	6
	55%
	3
	65%
	3
	39%

	Yes, probably
	20
	
	15
	
	4
	

	Maybe
	5
	10%
	4
	14%
	1
	6%

	Probably not
	10
	36%
	3
	22%
	7
	56%

	Definitely not
	7
	
	3
	
	3
	


Table A.4:  Response to iMPH survey.  “If you were randomized to group 3, would you complete the online surveys?”

	Response
	Overall
	Among those answering “yes” or “maybe”

to question 1
	Among those answering “no” or “maybe”

to question 1

	
	Number
	Percent
	Number
	Percent
	Number
	Percent

	Yes, definitely
	16
	64%
	12
	82%
	4
	42%

	Yes, probably
	15
	
	11
	
	4
	

	Maybe
	11
	22%
	3
	11%
	7
	37%

	Probably not
	5
	14%
	1
	8%
	4
	21%

	Definitely not
	2
	
	1
	
	0
	


Course Syllabi

REVISED COURSE OUTLINE AND READINGS

STATISTICAL METHODS IN PUBLIC HEALTH I (140.621)

FIRST TERM

September 4 - October 25, 2001

Date
Topic






Reading Assignment* 

Sept 4 
Statistical Reasoning in Public Health 


Chapter 1, section1 

Sept 6 
Exploring and Organizing Data 



Chapter 2, sections 1-6,8-11 

Sept 11 No class 

Sept 13 Time-to-Event Data 




Chapter 14, sections 8-9 

Probability Concepts and Distributions 


Chapter 3, sections 1-6,8-9

PROBLEM SET 1 DUE 



Chapter 4, sections 1-6

Sept 18 Model for Independent Events: Binomial Distribution 
Chapter 4, sections 7-9 

Sept 20 Model for Independent Events: Poisson Distribution 
Chapter 4, sections 10-14 

QUIZ 1 

Sept 25 Model for Continuous Data: Normal Distribution 
Chapter 5, sections 1-5 

Sept 27 Summary and Review 

PROBLEM SET 2 DUE 

Oct 2 
MIDTERM EXAMINATION 

Oct 4 
Populations and Samples



Chapter 6, sections 1-5 

Sampling Distributions 

- Single Sample Mean 

- Difference between Two Sample Means 

Oct 9 
Sampling Distributions of Statistics 

- Single Sample Proportion 



Chapter 6, section 8 

Chapter 7, section 9.1 

- Difference between Two Sample Proportions 

Chapter 10, section 2.1 

Oct 11 
Concepts of Estimation 




Chapter 6, section5 

Concepts of Hypothesis Testing 



Chapter 7, sections 1-2 

PROBLEM SET 3 DUE 

Oct 16 
Confidence Intervals and Hypothesis Tests: 

Single Sample Mean 




Chapter 7, sections 3-4, 7 

QUIZ 2 

Oct 18 
Confidence Intervals and Hypothesis Tests: 

Difference between Two Sample Means 


Chapter 8, sections 1,4-7 

Oct 23
Summary and Review 

PROBLEM SET 4 DUE 

Oct 25 
FINAL EXAMINATION 

* Fundamentals of Biostatistics by Bernard Rosner, Duxbury, Pacific Grove, California, 2000
COURSE OUTLINE AND READINGS

STATISTICAL METHODS IN PUBLIC HEALTH II (140.622)

SECOND TERM

October 30 - December 20, 2001

Date
Topic






Reading Assignment* 

Oct 30 
Confidence Intervals and Hypothesis Tests: 

Pre-Post Designs and Other Paired 

Continuous Measurements 



Chapter 8, pages 273-279 

Nov 1
Confidence Intervals and Hypothesis Tests: 

Estimating a Proportion in a Single Population 

Chapter 7, pages 249-251 

Comparing Proportions from Two Populations 

Chapter 10, pages 355-369 

Chapter 10, pages 393-406 

Nov 2 
Confidence Intervals and Hypothesis Tests: 

Comparing Proportions from Two Populations 

(continued) 

Nov 8 
Inferences for Different Study Designs 


Chapter 10, pages 376-384 

PROBLEM SET 1 DUE 

Nov 13 Inferences for Different Study Designs 


Chapter 13, pages 580-590 

(continued) 

QUIZ 1 

Nov 15 Review Lecture 

PROBLEM SET 2 DUE 

Nov 20 
MIDTERM EXAMINATION 

Nov 22 No class- Thanksgiving 

Nov 27 
Study Design - Choosing Sample Sizes


Chapter 7, pages 229-245 

Chapter 8, pages 307-309 

Chapter 10, pages 384-393 

Nov 29 
Comparing Means from Multiple Populations: 

Analysis of Variance 




Chapter 12, pages 511-523 

Chapter 12, pages 596-600 

Dec 4 
Association and Correlation 



Chapter 10, pages 407-410 

PROBLEM SET 3 DUE 



Chapter 11, pages 451-462 

Dec 6 
Modeling Dependence of Y on X: 


Chapter 11, pages 425-451 

Simple Linear Regression 

QUIZ 2 

Dec 11 
Simple Linear Regression (continued) 

Dec 13 
Simple Linear Regression (continued) 

Dec 18 
Review Lecture 

PROBLEM SET 4 DUE 

Dec 20 
FINAL EXAMINATION 

* Fundamentals of Biostatistics by Bernard Rosner, Duxbury, Pacific Grove, California, 2000 


Appendix A: Consent Form

Methods of Learning in Statistical Education 

Consent Form

June 6, 2001   CHR#:  H.14.01.06.06.A

Description of the research project:  

As a student in Biostatistics 621-622, you will be attending regular instructional sessions; two lectures and one laboratory session each week.  We are inviting you to participate in a research study aimed at evaluating the effectiveness of the addition of short alternative instructional sessions aimed at enhancing students’ learning of key biostatistical concepts.  Students choosing to enter the study will be randomized to one of three groups:  cooperative learning group, internet learning group, or control group.  All participants will complete a short online pre-test survey at the beginning of first term.  Those assigned to the cooperative learning group will attend one additional 1-hour session every other week facilitated by a teaching assistant.  Students assigned to the internet learning group will individually complete an internet-based activity on a particular statistical concept every other week.  Students in the control group will attend the regular lectures and the laboratory session only.  Students in all three groups will complete a short online evaluation every other week.  At the end of the second term, all participants will complete a short online post-test survey.    

Participation is voluntary:  

Participation in this study is completely optional and voluntary.  If you join the study, you may withdraw at any time with no penalty.  However, if you choose not to participate at this time, you will not be able to join the study later.  Participation will not affect your course grade in any way.  

Risks and benefits of participating:  

There are no adverse events anticipated with participation in this study.  Students assigned to the cooperative and internet learning groups will be required to spend approximately 1 additional hour per week participating in innovative instructional sessions or completing online evaluations.  Participation may improve overall understanding of course material.  However, participation in this study is completely separate from your obligation as a student in these courses.  

Confidentiality:  

If you choose to participate, your responses to online evaluations, quizzes, and exams will be linked to demographic information from your pretest survey using your jhsph email userid.  However, all information will be kept entirely confidential and will be used only for analysis in this study.  All identifying information will be removed before the results are presented.  

If you have any questions about the study, please contact Felicity Boyd (fboyd@jhsph.edu), doctoral candidate in Biostatistics, or the course instructors, Dr. Marie Diener-West and Dr. Scott Zeger.  You may turn in this form at the end of class to the instructors or to room E3004.  Forms must be received by Friday, September 7, 2001.  Please check one of the boxes below, and sign the form.  

 FORMCHECKBOX 
 Yes, I would like to participate.

 FORMCHECKBOX 
 No, I do not want to participate.

___________________________________

_____________

Signature






Date

___________________________________

_____________________               
Printed name






Preferred email address

Pretest Survey

Prior statistical and mathematical knowledge and intuition
,
:




           

1. Which of the following statements reflects your attitude to the most common statistical expressions in public health literature, such as SD, SE, p-values, confidence limits, and correlation coefficients?

a. I understand all the expressions.

b. I understand some of the expressions.

c. I have a rough idea of the meaning of these expressions.

d. I know vaguely what it is all about, but not more.

e. I do not understand the expressions.


2. In a published paper, 150 patients were characterized as ‘Age 26 years  5 years (mean  standard deviation)’.  Which of the following statements is the most correct?

a. It is 95 percent certain that the true mean lies within the interval 16-36 years.

b. Most of the patients were aged 26 years; the remainder were aged between 21 and 31 years.

c. Approximately 95 percent of the patients were aged between 16 and 36 years.

d. I do not understand the expression and do not want to guess.


3. A standard deviation has something to do with the so-called normal distribution and must be interpreted with caution.  Which statement is the most correct?

a. My interpretation assumes a normal distribution.  However, biological data are rarely distributed normally, for which reason expressions of this kind usually elude interpretation.

b. My interpretation presupposes a normal distribution, but in practice this assumption is fulfilled in biological research.

c. My interpretation presupposes a normal distribution, but this assumption is fulfilled when the number of patients is as large as 150.

d. Such expressions are used only when research workers have assured themselves that the assumption is fulfilled.

e. I know nothing about the normal distribution, and do not want to guess.


4. The probability of colorectal cancer can be given as 0.3%.  If a person has colorectal cancer, the probability that the hemoccult test is positive is 50%.  If a person does not have colorectal cancer, the probability that he still tests positive is 3%.  What is the probability that a person who tests positive actually has colorectal cancer?

a. There is five percent chance that a person testing positive has the disease.

b. 12% of the people who test positive have the disease.

c. The probability that a person who tests positive has colorectal cancer is 0.34.

d. Half of those testing positive have colorectal cancer.

e. I do not know, and do not wish to guess.


5. A pharmacokinetic investigation, including 216 volunteers, revealed that the plasma concentration one hour after oral administration of 10 mg of the drug was 188 ng/ml 10ng/ml (mean  standard error).  Which of the following statements do you prefer?

a. Ninety-five percent of the volunteers had plasma concentrations between 169 and 208 ng/ml.

b. The interval from 168 to 208 ng/ml is the normal range of the plasma concentration 1 hour after oral administration.

c. We are 95 percent confident that the true mean lies somewhere within the interval 168 to 208 ng/ml.

d. I do not understand the expression and do not wish to guess.


6. A standard error has something to do with the so-called normal distribution and must be interpreted with caution.  Which statement is the most correct?

a. My interpretation assumes a normal distribution.  However, biological data are rarely distributed normally, and this is why expressions of this kind cannot usually be interpreted sensibly.

b. My interpretation presupposes a normal distribution, but in practice this assumption is fulfilled in biological research.

c. My interpretation presupposes a normal distribution, but this assumption is fulfilled when the number of patients is so large.

d. Such expressions are used only when research workers have assured themselves that the assumption is fulfilled.

e. I know nothing about the normal distribution, and do not want to guess.


7. A controlled trial of a new treatment led to the conclusion that it is significantly better than placebo: p<0.05.  Which of the following statements do you prefer?

a. It has been proved that the treatment is better than placebo.

b. If the treatment is not effective, there is less than a 5 percent chance of obtaining such results.

c. The observed effect of treatment is so large that there is less than a 5 percent chance that the treatment is no better than placebo.

d. I do not really know what a p-value is and do not wish to guess.


8. A new drug was tested independently in two randomized controlled trials.  The trials appeared comparable and comprised the same number of patients.  One trial led to the conclusion that the drug was effective (p<0.05), whereas the other trial led to the conclusion that the drug was ineffective (p>0.05).  The actual p-values were 0.041 and 0.097.  Which of the following interpretations do you prefer?

a. The first trial gave a false-positive result.

b. The second trial gave a false-negative result.

c. Obviously, the trials were not comparable after all.

d. One must not attach too much importance to small differences between p-values.

e. I do not understand the problem and do not wish to guess.


9. Patients with ischaemic heart disease and healthy subjects are compared in a population survey of 20 environmental factors.  A statistically significant association is found between ischaemic heart disease and one of those factors.  Which of the following interpretations do you prefer?

a. The association is true as it is statistically significant.

b. This is no doubt a false-positive result.

c. The result is not conclusive but might inspire a new investigation of this particular problem.  

d. I do not understand the question and do not wish to guess.


10. Researchers submitted a proposal to a funding agency for a study comparing a new drug for high blood pressure to placebo.  They hoped the new drug would reduce blood pressure by 15 mmHg, on average.  What do you think their “null hypothesis” was?

a. The reduction in blood pressure is 15 mmHg greater on the new drug than on placebo, on average.

b. The reduction in blood pressure is greater on the new drug than on placebo.

c. The reduction in blood pressure is the same for the new drug and placebo.

d. I do not know the answer, and do not wish to guess.


11. In this same proposed study, they anticipate 80% power.  That means that

a. If the null hypothesis is true, there is 80% probability of detecting a difference.

b. If the alternative hypothesis is true, there is 80% probability of detecting a difference.

c. There is 80% probability that the new drug reduces blood pressure by 15 mmHg, on average. 

d. I do not understand what “power” is, and I do not want to guess.


For questions 12 to 15, please enter a question mark “?” if you can’t determine the answer.  Please DO NOT USE A CALCULATOR.

Joan is 64 years older than Felipe.  Two times Felipe’s age plus five times Joan’s age equals 488.
  

12. How old is Joan?  ____ years

13. How old is Felipe?  ____ years


14. What is 
[image: image38.wmf]16

?   _____


15. If 
[image: image39.wmf]10

log100x

=

, what is x?  _____

Your style of learning
:

16. When I learn:

a. I like to think about ideas.

b. I like to watch and listen.

c. I like to deal with my feelings.

d. I like to be doing things.


17. I learn best when:

a. I trust my hunches and feelings.

b. I rely on logical thinking.

c. I work hard to get things done.

d. I listen and watch carefully.

18. When I am learning:

a. I have strong feelings and reactions.

b. I am quiet and reserved.

c. I tend to reason things out.

d. I am responsible about things.


19. I learn by:

a. feelings.

b. watching.

c. doing.

d. thinking.

20. When I learn:

a. I look at all issues.

b. I am open to new experiences.

c. I like to analyze things, break them down.

d. I like to try things out.


21. When I am learning:

a. I am an active person.

b. I am an observing person.

c. I am an intuitive person.

d. I am a logical person.

22. I learn best from:

a. personal relationships.

b. observation.

c. rational theories.

d. a chance to try out and practice.


23. When I learn:

a. I take my time before acting.

b. I feel personally involved in things.

c. I like ideas and theories.

d. I like to see results from my work.


24. I learn best when:

a. I rely on my ideas.

b. I rely on my observations.

c. I can try things out for myself.

d. I rely on my feelings.

25. When I am learning:

a. I am a responsible person.

b. I am a reserved person.

c. I am an accepting person.

d. I am a rational person.

26. When I learn:

a. I evaluate things.

b. I like to observe.

c. I get involved.

d. I like to be active.


27. I learn best when:

a. I am practical.

b. I am receptive and open-minded.

c. I am careful.

d. I analyze ideas.

28. The strength of my belief that I can learn Biostatistics:

   0%
10%
20%
30%
40%
50%
60%
70%
80%
90%
100%

(can not learn)


(moderately certain)



(can do)

Demographic Information:

29. Have you ever taken a course in Statistics or Biostatistics? (click ALL that apply)

a. Yes, in college.

b. Yes, in graduate school.

c. Yes, in medical school.

d. Yes, but not in any of those places.  

e. No, I have never taken a Statistics or Biostatistics course before.


30. Are you a native English speaker?

a. no

b. yes (SKIP to question 34)


31. How comfortable do you feel understanding English when someone is talking to you?

a. very uncomfortable

b. somewhat uncomfortable

c. neutral

d. somewhat comfortable

e. very comfortable


32. How comfortable do you feel understanding things that are written English?

a. very uncomfortable

b. somewhat uncomfortable

c. neutral

d. somewhat comfortable

e. very comfortable


33. How comfortable are you about writing in English?

a. very uncomfortable

b. somewhat uncomfortable

c. neutral

d. somewhat comfortable

e. very comfortable


34. Do you think you will require a tutor during the first two terms of this course?

a. Yes, definitely

b. Yes, probably

c. Maybe

d. Probably not

e. Definitely not


35. How old are you?  ____ years


36. What is your gender?

a. Male

b. Female


37. Do you plan to be employed during the first two terms of the 621-622 course sequence?

a. Yes, I plan to work full time.

b. Yes, I plan to work more than 20 hours per week, but not full time.

c. Yes, I plan to work between 10 and 20 hours per week.

d. Yes, I plan to work less than 10 hours per week.

e. No, I do not plan to be employed while I take this course.


38. How would you rate your level of proficiency with computers?

a. poor

b. fair

c. good

d. very good

e. excellent


39. How would you rate your level of proficiency with the internet?

a. poor

b. fair

c. good

d. very good

e. excellent


40. Do you have internet access at home?

a. Yes

b. No


41. Do you have internet access at your current worksite?

a. Yes

b. Yes, but my access is limited

c. No

d. Not applicable

42. What is the highest degree you have attained most recently?  (Choose one answer)

a. MD

b. Other Doctoral

c. Master

d. Bachelor

e. Other

43. If you are a medical doctor (MD), how many years have you been practicing?

____ years

44. Which degree program are you in?

a. MPH

b. MHS

c. MS

d. ScM

e. PhD

f. DrPH

g. ScD

h. Special Student

i. Other


45. With which department are you affiliated?

a. Biochemistry and Molecular Biology

b. Biostatistics

c. Environmental Health Sciences

d. Epidemiology

e. Health Policy and Management

f. International Health

g. Mental Hygiene

h. Molecular Microbiology and Immunology

i. Population and Family Health Sciences

46. Is this course required for your degree program?

a. Yes

b. No

c. I am not in a degree program.


47. If yes, would you want to take this course if it were not required for your degree program?

a. Yes

b. No

c. I am not in a degree program.


48. How many credits are you taking during the first term?  ____ credits


49. What is your jhsph email address?

_____________@jhsph.edu

You will receive email notification at your jhsph email account about which study group you have been placed in.  

If you never access your jhsph email account, please enter your preferred email address below.  You will receive study communications at both your email addresses.

Preferred email: 







Thank you for taking the time to complete this survey!  

Session I:  Cooperative Learning

As a group, come up with (probability-based) answers to the following questions.

1a.  Which color dye do you think is the cheapest?

1b.  Which dye do you think costs the most?

Using these two colors, place your m&m’s in the table you’ve been given.  

(You can eat the other colors now.  Apologies to anyone who can’t eat chocolate!)

2.  When you chose which dye was the cheapest, you should have used a probability that you could calculate from this table.  


2a.  What was that probability?


2b.  What are some names or phrases referring to that probability?

3a.  Among the m&m’s with the cheapest dye, what is the probability of getting a peanut m&m?

3b.  Among the m&m’s with the most expensive dye, what is the probability of getting a peanut?

3c.   Overall in your table, what is the probability of a peanut m&m?

4.  What do your answers to 3 a, b, and c tell you about the type and color of m&m’s?  

Please assume your table is representative of all m&m’s.

5.  As a group, come up with at least five different ways to word or write the probability you found in 3a.  

6.  Using a probability term, explain why an m&m can’t have both cheap and expensive dye.

7a.  Using the connecting word cards, connect the words CHEAP and PEANUT into as many different word equations as you can.  Write each word equation in a list, and calculate the probability.  All the probabilities must be different in order for all your equations to count.

7b.  Once you’ve come up with as many word equations as you can, try to group them using the different probability terms you’ve learned in class.

Done?  Send up volunteers to put your answers to 2b, 5, and 7b on the board.  

If another group has already put up one of your answers, please don’t repeat it.

	
	Peanut
	Regular
	Total

	Cheap


	
	
	

	Expen-sive


	
	
	

	Total:


	
	
	


Your equation list:  

Remember to calculate each probability.  All the probabilities must be different.

Table A.5: Index cards were given to each group with the following terms.

	Purple Cards
	White Cards

	Cheap

Cheap

Peanut

Peanut


	not

given

or

amon
g

and

if

(

)




In addition several blank white cards were included.

Session I:  Internet Learning
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Appendix B: Session I:  Self Evaluation Problems

Answer questions 1 through 8 based on the following table presenting the joint distribution of self-reported age and daily exercise levels for the 1998 Biostatistics 621 classes: 




    Daily Exercise

    Age 

    Group  |      much   moderate     little |     Total

-----------+---------------------------------+----------

     20-29 |        35        100         65 |       200 

     30-39 |         6         38         54 |        98 

     40-49 |         2          9          7 |        18 

-----------+---------------------------------+----------

     Total |        43        147        126 |       316 

1.  
The (marginal) probability that a student is less than 30 years of age is:

(   ) 
a. 0.18

(   ) 
b. 0.63

(   ) 
c. 0.60

(   ) 
d. 0.14

(   ) 
e. 0.47


(   ) 
f. I don’t know, and I don’t want to guess.


2. What is the probability that a student chosen at random from the class is 40+ years of age and has much or moderate daily exercise?

(   ) 
a. 0.61

(   ) 
b. 0.71

(   ) 
c. 0.06

(   ) 
d. 0.43

(   ) 
e. 0.03


(   ) 
f. I don’t know, and I don’t want to guess.


3. What is the probability that a student is less than 30 years of age or has much or moderate daily exercise?

(   ) 
a. 0.81

(   ) 
b. 0.68

(   ) 
c. 0.71

(   ) 
d. 0.43

(   ) 
e. 0.03


(   ) 
f. I don’t know, and I don’t want to guess.


4. The conditional probability that a student has little daily exercise given the student’s age is less than 30 is:

(   ) 
a. 0.55

(   ) 
b. 0.32

(   ) 
c. 0.21

(   ) 
d. 0.52

(   ) 
e. 0.39


(   ) 
f. I don’t know, and I don’t want to guess.


5. The conditional probability that a student has little daily exercise given the student’s age is between 30- 39 years is:

(   ) 
a. 0.55

(   ) 
b. 0.32

(   ) 
c. 0.21

(   ) 
d. 0.52

(   ) 
e. 0.39


(   ) 
f. I don’t know, and I don’t want to guess.


6.
Are age and exercise independent? 
(   ) 
a. Yes

(   ) 
b. No

(   ) 
c. I don’t know, and I don’t want to guess.


7. What proportion of the class is at least 40 years old?

(   ) 
a. 0.37

(   ) 
b. 0.11

(   ) 
c. 0.06

(   ) 
d. 0.94

(   ) 
e. I don’t know, and I don’t want to guess.


8. If a student has little daily exercise, what is the probability that he or she is between 30 and 39 years old?

(   ) 
a. 0.43

(   ) 
b. 0.68

(   ) 
c. 0.71

(   ) 
d. 0.94

(   ) 
e. I don’t know, and I don’t want to guess.




Session II:  Cooperative Learning

Working in your small group, complete the following questions.  

Part A

Take one scoop of stars.  How many green ones did you get?  Make a note of the number of green stars, then dump the stars back in and shake the house.  As a group, repeat this 9 times, so you get 10 observations.  Mark your results on the board.

Now take out two scoops at once.  How many green stars did you get?  Repeat this 9 times, keeping track of the number of green stars in each batch of two scoops.  Mark your results on the board.

Part B

In your group, have each person pick five stars from the house, twice.  Try to do this with your eyes averted, if you can.  Count the number of green stars in each of your samples of 5, and add them to the chart on the board.

Part C

Now have each person pick one star from the house.  If you have less than five people, pick extras for your imaginary friends so that five stars are chosen.

Count the number of green stars that the group picked.

Which of you had the green stars?

Part D

In your group, answer the following questions.  For each one, think about which part of the Binomial equation is used.

1. Using the Binomial histogram on the board, find the probability of choosing a green star when only one star is chosen.  
Hint:  each trial represents 5 stars, of which a certain number were green.


2. In part C, what was the probability that among the five of you, each of you would choose the type of star that you did (green or not green)?


3. Also in part C, what was the chance that among the five of you, you would choose as many green stars you did?

Part E

Fill in the following sentence as many different ways as you can.  

 “What are the chances of picking _______________ 2 green stars in a trial of 5?”  

4. Once you have your question list, obtain the printouts of the histogram from all the trials from the TA.  For each question, use your marker to shade in the appropriate area of the expected histogram, and calculate the answer.  


Part F
Consider the two histograms from a single scoop of stars.

5. Do you think the probability of getting a single green star is the same as it was in the Binomial example?


The expected number of green stars per scoop is used in the Poisson equation.  

6. How can you find (or guess) the expected number of green stars per scoop?


7. For the first single scoop of stars that your group got, use the Poisson equation and the histograms on the board to find the probability of getting that number of green stars.


8. Repeat question 7 for the first double scoop of stars.


9. What’s the difference between the two equations you used?

Look at the questions you wrote in part E.  If you take out the last part (“in a trial of 5”) these could be answered with the Poisson distribution.


10. Answer the same questions you did before, but now use the Poisson distribution with one scoop of stars.


11. Do you think these data really have a Poisson distribution?  What kinds of things do you need to know in order to decide that data have a Poisson distribution?  Which of those things are true here, and which are not?

Part G
Tape your shaded histograms (both Binomial and Poisson) to the board in groups, so that the shaded area is the same in each group.

What are the chances of picking _________________ 2 green stars 

   in a trial of 5?

Calculate the probability that is the answer to your question, using the Binomial equation.

The histogram from all the trials done in this session is shown below.  Shade in the area corresponding to your question on the expected histogram.
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What are the chances of picking ____________________ 2 green stars?

Answer your question using the Poisson equation.

The histogram from all the trials done in this session is shown below.  Shade in the area corresponding to your answer on the expected histogram. 
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Appendix C: Session II:  Internet Learning
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Appendix D: Session II:  Self Evaluation Problems

Suppose systolic blood pressure BP for a population of 40+  year-old women is approximately normally (Gaussian) distributed with mean 115 and standard deviation 15 mmHg.

1. The probability that a standard normal random variable is between 0.5 and 2.5 is approximately:

(   ) 
a.   2%

(   ) 
b.   5%

(   ) 
c. 10%

(   ) 
d. 20%

(   ) 
e. 30%

(   ) 
f.  I don’t know, and I don’t want to guess.

2. Approximately 95% of these women will have BP in the range (check all that apply):

(   ) 
a. (  85,145)

(   ) 
b. (100,130)

(   ) 
c.  ( 70,160)

(   ) 
d.  ( 95,135)

(   ) 
e.  ( 90,200)

(   ) 
f.  I don’t know, and I don’t want to guess.

3. Approximately 50% of women will have blood pressures in the range (check all that apply):

(   ) 
a. (100,130)

(   ) 
b. (115,200)

(   ) 
c.  (105,125)

(   ) 
d. (  50,115)

(   ) 
e. (  70,160)

(   ) 
f.  I don’t know, and I don’t want to guess.

4. If we chose one woman at random, her chance of being hypertensive (BP >140) will be about:

(   ) 
a.    2%

(   ) 
b.    5%

(   ) 
c.  10%

(   ) 
d.  20%

(   ) 
e.  The answer cannot be determined from the information given.

(   ) 
f.  I don’t know, and I don’t want to guess.

Suppose that the distribution of birthweights for East Baltimore babies is approximately normally (Gaussian) with a mean of 2800 grams and variance of 640,000 grams2.

5. What would be the fraction of babies born at less than 1500 grams?

(   ) 
a.    2%

(   ) 
b.    5%

(   ) 
c.  10%

(   ) 
d.  20%

(   ) 
e.  The answer cannot be determined from the information given.

(   ) 
f.  I don’t know, and I don’t want to guess.

6. The fraction of babies with birthweights between 2,000 and 3,200 grams would be approximately

(   ) 
a.   53%

(   ) 
b.   42%

(   ) 
c.    5%

(   ) 
d.  68%

(   ) 
e.  The answer cannot be determined from the information given.

(   ) 
f.  I don’t know, and I don’t want to guess.

In a particular city, STD clinics routinely test for syphilis.  On average, 5% of those tested have the disease.

7. In clinic X, 12 patients were seen on Monday.  What is the probability that only 3 or fewer of these clients had syphilis?

(   ) 
a.   0.00008

(   ) 
b.   0.017

(   ) 
c.   0.980

(   ) 
d.   0.998

(   ) 
e.  I don’t know, and I don’t want to guess.

8. Of these 12 people, what are the chances that exactly two have syphilis?

(   ) 
a.   0.001

(   ) 
b.   0.020

(   ) 
c.   0.099

(   ) 
d.   0.118

(   ) 
e.  I don’t know, and I don’t want to guess.

9. How likely is it that only the first and third patients have syphilis?

(   ) 
a.   0.001

(   ) 
b.   0.020

(   ) 
c.   0.099

(   ) 
d.   0.118

(   ) 
e.  I don’t know, and I don’t want to guess.

An average of 60 patients are seen throughout the city each day.

10. How many positive syphilis tests are expected each day?

(   )      a. 1

(   )      b. 3

(   )      c. 5

(   )      d. 12

(   )      e. I don’t know, and I don’t want to guess.


11. How likely is it that less than five cases of syphilis will be seen on a given day?

(   )      a. 0.101

(   )      b. 0.168

(   )      c. 0.815

(   )      d. 0.916

(   )      e. I don’t know, and I don’t want to guess.


12. In a five-day work week, what is the probability that 7 people with syphilis will be identified?

(   )      a. about 0

(   )      b. 0.022

(   )      c. 0.966

(   )      d. 0.988

(   )      e. I don’t know, and I don’t want to guess.

Midterm Examination, First Term
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Biostatistics 140.621

First Term, 2001-2002

Midterm Examination

Answer questions 1 through 3 using the following cross-classification of hours of weekly exercise by self-reported health status for 355 students in our Biostatistics 621 class.

  Hours per week |

       of active |            General health status

        exercise | Excellent  Very good       Good       Fair |     Total

-----------------+--------------------------------------------+----------

         0 hours |        13         20         18          1 |        57 

       1-3 hours |        48         92         46          2 |       188 

       4-7 hours |        42         40         13          1 |        96 

      8-13 hours |         6          5          1          0 |        12 

      > 13 hours |         2          0          0          0 |         2 

-----------------+--------------------------------------------+----------

           Total |       111        157         78          9 |       355 

1) The probability of a randomly chosen student reporting very good health status or exercising more than 3 hours per week is: (Circle only one response).

a) 0.02

b) 0.13

c) 0.29

d) 0.48

e) 0.62

2) The probability of a randomly chosen student reporting very good health status and exercising more than 3 hours per week is: (Circle only one response).

a) 0.02

b) 0.13

c) 0.29

d) 0.48

e) 0.62

3) The probability of two randomly chosen students both reporting very good health and exercising more than 3 hours per week is: (Circle only one response).

a) 0.02

b) 0.13

c) 0.26

d) 0.62

e) 0.75 

The following box and whiskers plots show BMI by self-reported health status for 355 students in the now famous 2001 Biostatistics  621 class.  Use these plots to answer questions 4 through 6.
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4) This plot indicates that the variability in the middle of the BMI distribution tends to:

a) Remain the same across all categories of self-reported health status

b) Decrease with improving self-reported health status

c) Decrease with declining self-reported health status

d) Increase with improving self-reported health status

e) Fluctuate randomly across health status categories

5) Using the NIH guideline defining overweight as BMI ( 25 kg/m2, this plot indicates that the percentage of persons reporting very good health who are overweight is approximately: (Circle only one response).

a) 5%

b) 10%

c) 25%

d) 50%

e) 75%

6) The upper fence for the box plot of BMI values for students reporting “fair” health status is approximately: (Circle only one response).

a) 25 kg/m2
b) 35 kg/m2
c) 40 kg/m2
d) 50 kg/m2
e) 60 kg/m2
Answer questions 7 through 12 on the following data for girls from the Nepal vitamin A study at 16 months of follow-up.

	
	Placebo
	Vitamin A

	Age
	Alive
	Dead
	Total
	Alive
	Dead
	Total

	<1
	1219
	69
	1288
	1291
	54
	1345

	1-2
	2615
	72
	2687
	2724
	52
	2776

	3-4
	2542
	25
	2567
	2529
	15
	2544

	Total
	6376
	166
	6542
	6544
	121
	6665


7) The ratio of the risk (“the relative risk”) of death over 16 months for a randomly-chosen child in the placebo group under 1 year of age compared to that for a randomly-chosen placebo child aged 3-4 years old is approximately : (Circle only one response).

a) 2.76 

b) 0.36 

c) 5.50 

d) 0.18

e) 0.82

8) The difference in the rate of death for the placebo group versus the vitamin A group 

(control rate – treatment rate) : (Circle only one response).

a) increases with age

b) decreases with age

c) stays the same across the 3 age groups

d) increases then decreases

9) Based upon the data in the table on the previous page, if we could eradicate Vitamin A deficiency we would expect a vitamin A program to save the most lives at age: (Circle only one response).

a) <1 year

b) 1 year

c) 2 years

d) 3 years

e) 4 years

10) Suppose 5 girls under the age of 1 year are chosen at random.  What is the probability that none of them will die in the next 16 months? (Circle only one response).

a) 0.21

b) 0.05

c) 0.79

d) 0.91

e) 0.94

11) Suppose 5 girls under the age of 1 year are chosen at random.  What is the probability none of them will die in the next 4 months? (Circle only one response).

a) 0.21

b) 0.05

c) 0.79

d) 0.91

e) 0.94

12) The calculations made in problem 10 and 11 above depend critically on the assumption that the vital status of any two girls is: (Circle only one response).

a) mutually exclusive

b) independent

c) multiplicative

d) subject to regression to the mean

e) non-identifiable
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Below find a diagram from a recent issue of the New England Journal of Medicine (Parving et al, 345(12):870-878, 2001) showing a flow chart of: patient recruitment; randomization to three treatment arms (placebo, 150 mg irbesartan, 300 mg irbesartan); and then study completion after two years of follow-up.  Use this diagram to answer the following questions 13 through 17.

13) The conditional probability of a patient being randomized in the study given he/she was screened is: (Circle only one response).

a) 590/611

b) 201/1469

c) 611/1469

d) 389/590

e) 201/590

14) The ratio of the risk of having an "adverse event" for a person randomized to placebo relative to that for a person randomized to irbesartan (either 150 or 300 mg) is: (Circle only one response).

a) 0.79

b) 0.21

c) 1.00

d) 1.27

e) 1.79

15) Consider two persons chosen at random, one from the placebo group and one from the irbesartan 150 mg group.  The difference in the risk of having uncontrolled blood pressure for the placebo person as compared to that for the irbesartan 150 mg person is: (Circle only one response).

a) 0.005

b) 0.015

c) 0.020

d) 0.85

e) 1.00

16) Suppose the risk of death for a randomized person in this study is .0007 (7 per 10,000) per year.  Approximately how many deaths would we expect in the irbesartan (150 or 300 mg daily) groups over the two years of follow-up? Assume that persons who did not complete the study were followed for only one year.  (Circle only one response).

a) 0.0007

b) 0.0014

c) 0.05

d) 0.26

e) 0.51

17) What is the chance of observing 3 or more deaths over two years in the irbesartan (150 or 300 mg) groups if the mortality risk is 0.0007 deaths per year? (Circle only one response).

a) 0.0007

b) 0.0014

c) 0.015

d) 0.985

e) 0.9993

Baseball is a popular team sport in America.  Each team plays a total of 162 games per year.  As of September 27, 2001, one of the baseball teams, the Seattle Mariners, had won 109 of their previous 153 games.  

18)  Which of the following models may be useful in determining the probability of the Seattle Mariners winning a certain number of games out of their last 9 games?: (Circle only one response).

a) uniform distribution

b) Poisson distribution

c) binomial distribution

d) Gaussian distribution

e) hypergeometric distribution

19) Use the probability distribution that you’ve chosen in problem 18 to answer the following question.  In order to break the record for most games won by any one team, the Seattle Mariners team must win at least 8 of their 9 remaining games.  What is the team’s chance of breaking this record?: (Circle only one response).

a) 0.06

b) 0.15

c) 0.21

d) 0.71

e) 0.79

20) Which of the following might be fair criticisms of the approach you took in problem 19?: (Circle only one response).

a) the players on the team are not independent

b) the games are independent

c) the probability of winning could change from game to game if players are injured

d) the players are human and therefore subject to statistical error

e) a and b

Binomial Probabilities
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where n! = n(n-1)(n-2)(n-3)……..1

Poisson Probabilities
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where e = 2.7183

Session III:  Cooperative Learning

Each person should complete parts A-E individually.  

Consult your group members for help with calculations and with reading the dates on the pennies.

Part A

During this exercise, we’ll find the distribution of the dates of pennies.  We’ll also look at the distribution of the mean date from a sample of 5 pennies, 10 pennies, and 25 pennies.  Working alone, take a moment now to quickly guess what each of these distributions will look like.  Draw your guess on the blank graphs.

Part B

Randomize your pennies.  Pick 5 samples, each with 5 pennies, and find the mean date for each sample of 5.  Make a note of these 5 means.

Part C

Randomize your pennies again.  Now pick 2 samples of 10 pennies each, and find the mean date for both samples.  Make a note of these 2 means.

Part D

Finally, find the mean of all 25 of your pennies.

Part E

Now randomize your pennies, and put ten of them onto the penny histogram.  Also, put 5 nickels onto the nickel histogram, using each nickel to represent the mean date from 5 pennies.  Put two dimes onto the dime histogram, using each dime to show the mean of 10 pennies.  Finally, put your quarter onto the quarter histogram to show the mean of all your pennies.

Part F

In your group, guess the answers to the following questions.  Start with the basic questions, and continue to the advanced questions if you have time.

Basic questions:

1. How would you describe the shape of the penny histogram?  The quarter histogram?  Compare the histograms to the guesses you made in part A.

2. Are the means of the pennies, nickels, dimes, and quarters about the same, or are they different?  What is your reasoning?

3. Besides the mean, what other differences or similarities do you see in these four distributions?

4. Using one sample of 5 pennies, find the sample standard deviation.

5. Using your result from question 4, estimate the standard deviation of the means from 5 pennies (the standard deviation of the nickels).  

6. Using your result from question 4, estimate the standard deviation of the dimes and of the quarters.

7. Get the standard deviation of the pennies from the TA.  Compare the standard deviations for the pennies to your estimated standard deviation for the nickels, dimes, and quarters.  Why are they different?  

8. You’ve found a lot of things during this exercise that could be called “s”.  Get a set of cards from the TA, and sort them into the categories provided by the purple cards.  Which items are estimates for which other items?  What are some different ways you could find numerical values for the estimates?

Advanced questions:

9. Using only the standard deviation of the pennies, find new estimates for the standard deviation of the nickels, dimes, and quarters.

10. Compare the theoretical standard deviations you found in question 9 to the ones you found in questions 5 and 6.  How close are they to each other?  How well do you think these two estimates compare to the real standard deviation of the nickels, dimes, and quarters?  (The real standard deviations should be available on the board for your comparison.)

11. What assumptions are needed to use the theoretical method for finding the standard deviation of the nickels, dimes, and quarters?  Are these assumptions valid for the nickels, dimes, and quarters?  How big does the sample size need to be for the theoretical methods to work?

Tally the dates of your pennies (optional):

	2001
	

	2000
	

	1999
	

	1998
	

	1997
	

	1996
	

	1995
	

	1994
	

	1993
	

	1992
	

	1991
	

	1990
	

	1989
	

	1988
	

	1987
	

	1986
	

	1985
	

	1984
	

	1983
	

	1982
	

	1981
	

	1980
	

	1979
	

	1978
	

	1977
	

	1976
	

	1975
	

	1974
	

	1973
	

	1972
	

	1971
	

	1970
	

	1969
	

	1968
	

	1967
	

	1966
	

	1965
	

	1964
	

	1963
	

	1962
	

	1961
	

	1960
	

	1959
	

	1958
	

	1957
	

	1956
	

	1955
	


Means from 5 pennies:

	

	

	

	

	


Means from 10 pennies:

	

	


Mean from 25 pennies:

	


Draw your guesses for the following histograms below.

	Dates of pennies (penny histogram)

	

	1960       1970       1980       1990       2000

	

	Means of dates from 5 pennies 

(nickel histogram)

	

	1960       1970       1980       1990       2000

	

	Means of dates from 10 pennies 
(dime histogram)

	

	1960       1970       1980       1990       2000

	

	Means of dates from 25 pennies (quarter histogram)

	

	1960       1970       1980       1990       2000


Word cards given to students:  purple cards are in bold, with corresponding white cards listed below.

· Variance of the population
· (2


· Variance of the sample
· s2
· 
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· Variance of the mean
· s2/n

· (2/n


· Standard deviation of the population
· (
· 
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· Standard deviation of a sample
· s

· 
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· Standard deviation of the mean
· Standard error of the mean (two separate purple cards were available for this category)

· 
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· Other (not used in this course)
· s/n

· 
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Appendix E: Session III:  Internet Learning
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Appendix F: Session III:  Self Evaluation Problems

Suppose systolic BP in a population of 40+ year-old women is approximately normally distributed with mean 115 mm Hg and standard deviation 15 mm Hg.
1) Ninety-five percent of persons from this population will have BP in the range of approximately:

a) 85, 145 mm Hg

b) 55, 175 mm Hg

c) 70, 160 mm Hg

d) 105, 125 mm Hg

e) 109, 121 mm Hg

f) I don’t know, and I don’t want to guess.

2) If we draw a representative simple random sample of 100 women from this population, we would expect 95% of the sample to fall within what range?

a) 85, 145 mm Hg

b) 55, 175 mm Hg

c) 70, 160 mm Hg

d) 105, 125 mm Hg

e) 109, 121 mm Hg

f) I don’t know, and I don’t want to guess.

3) Suppose we now draw nine women at random from the population and calculate their average blood pressure, 
[image: image54.wmf]9
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.  If we repeat this process 100 times to obtain 100 means of nine BPs, we would expect approximately 95% of these means to fall within the interval:

a) 85, 145 mm Hg

b) 55, 175 mm Hg

c) 70, 160 mm Hg

d) 105, 125 mm Hg

e) 109, 121 mm Hg 

f) I don’t know, and I don’t want to guess.

4) If we now randomly sampled 25 women, calculated their mean pressure 
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, and repeated this process a large number of times, we would expect approximately 95% of the 
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 values to fall in the range

a) 85, 145 mm Hg

b) 55, 175 mm Hg

c) 70, 160 mm Hg

d) 105, 125 mm Hg

e) 109, 121 mm Hg

f) I don’t know, and I don’t want to guess.

Suppose a population has mean 
[image: image57.wmf]m

 and standard deviation 
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 (Greek letter “tau”).

5) Ninety percent of people from the population will be in the range of approximately:

a) 
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f) I don’t know, and I don’t want to guess.

6) Ninety percent of means of samples of size 9 would be in the range of approximately:

a) 
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f) I don’t know, and I don’t want to guess.

American males must register at a local post office when they turn 18.  In addition to other information, the height of each male is obtained.  The national average height for 18-year-old males is 69 inches (5 ft. 9 in.).  Every day for one year, about five men registered at a small post office and about 50 men registered at a large post office.  At the end of each day, a clerk at each post office computed and recorded the average height of the men who registered that day.


7) Which of the following predictions would you make regarding the number of days in a year on which the average height for the day was more than 71 inches (5 ft. 11 in.)?


a) The number of days with average heights over 71 inches would be greater for the small post office than for the large post office.

b) The number of days with average heights over 71 inches would be greater for the large post office than for the small post office.

c) There is no basis for predicting which post office would have the greater number of days.

d) I don’t know, and I don’t want to guess.

Session IV:  Cooperative Learning

Part A

In this exercise, you’ll balance a penny on its edge, and then make it fall over.  What proportion of the time do you expect it to fall heads up?  pexpected = ___________

Part B

Carefully balance your penny on its edge on the table (it’s easier to balance if you stand Lincoln on his head, but that’s not necessary).  Then tap the table so that the penny falls over.  Did it fall heads up or with tails up?  Record your observation, and repeat.  Continue as many times as you like, but make sure you have at least 20 observations in your group.  What happened?  Do you believe the observations?  

Part C

Now code each of your heads as 1, and each tail as 0.  What was the mean of your sample?  How many observations did you take?  pobserved = _________    n = ________

	


Part D

Now, use the Normal approximation to the Binomial to examine what happened.  First, use your pexpected to build a Normal distribution for the mean from your sample, using the information on the board to find the variance.  The mean of the distribution should be pexpected, and the standard deviation should be based on pexpected.  Draw a rough sketch of your Normal distribution here.  Add a line showing pobserved on the graph.

	


Part E

Now standardize your Normal distribution.  Draw a second graph showing your standard Normal distribution.  Include a line showing your observed data.  

Part F

On both graphs, identify a point that would represent the mean of a sample with the following characteristics:  a) the same n as your sample, and b) even more heads than you observed.

Part G

Now answer the following questions.

1. What is the null hypothesis?

2. Using that null hypothesis, what is the probability of getting a sample with more heads than your sample?

3. What is the name of the probability you found in question 2?  ____________

4. Now find the probability of getting a sample that’s as or more extreme than yours.  Why is it different?  

5. What are the two alternative hypotheses that correspond to the probabilities you found in questions 2 and 4?  

6. How would you decide whether the sample you observed is unusual, based on your null hypothesis?

7. Draw your first graph below again, including the line that shows your observed data.  Now get pobserved  for the whole class, to use as a specific alternative hypothesis.  Add a second Normal distribution to your graph, using pobserved from the whole class to find the mean and the standard deviation.  Using a two-sided alternative hypothesis, identify the following areas on the graph.  Shade them in with different colors, and circle each with its color.

α
          p-value

Type II error 

power 

β
Type I error


	


Session IV:  Internet Learning




Appendix G: Session IV:  Self Evaluation Problems

Consider a large population of men 40-49 years of age with mean serum cholesterol level of 200 and standard deviation 35.

1) The probability of drawing a sample of size 49 whose mean 
[image: image69.wmf]49
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 would exceed 210 is:

a) 1%

b) 2.5%

c) 5%

d) 10%

e) 40%

f) I don’t know, and I don’t want to guess.

2) If we did observe 
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, the two-sided p-value under the null hypothesis 
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 would be:

a) 1%

b) 2.5%

c) 5%

d) 10%

e) 40%

f) I don’t know, and I don’t want to guess.

3) If we did observe 
[image: image72.wmf]210

49

=

X

, the one-sided p-value under the null hypothesis 
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 would be:

a) 1%

b) 2.5%

c) 5%

d) 10%

e) 40%

f) I don’t know, and I don’t want to guess.

Suppose we draw a sample of 100 men and obtain a mean serum cholesterol of 
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 and standard deviation s = 40.  If we test the null hypothesis 
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4) The appropriate test statistic would be:

a) 
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e) I don’t know, and I don’t want to guess.

5) The critical region for this test would be (check all that could apply):

a) 
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e) I don’t know, and I don’t want to guess.

6) With 
[image: image86.wmf]190
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, the p-value for this one-sided test would be

a) 0.025

b) 0.05

c) .11

d) .22

e) .46

f) I don’t know, and I don’t want to guess.

7) In this test, we would:

a) reject the null

b) accept the null

c) fail to reject the null

d) prove the null

e) I don’t know, and I don’t want to guess.

ttesti 100 190 40 195

One-sample t test

-----------------------------------------------------------------------

         |     Obs        Mean    Std. Err.   Std. Dev.   [95% Conf.Interval]

---------+-------------------------------------------------------------

       x |     100         190           4          40    182.0631   197.9369

-----------------------------------------------------------------------

Degrees of freedom: 99

                              Ho: mean(x) = 195

    Ha: mean < 195             Ha: mean ~= 195            Ha: mean > 195

       t =  -1.2500                t =  -1.2500              t =  -1.2500

   P < t =   0.1071          P > |t| =   0.2142          P > t =   0.8929

8) A 90% confidence interval for the mean 
[image: image87.wmf]m

 above would be

a) (110, 270)

b) (193, 197)

c) (178, 202)

d) (186, 194)

e) (183, 197)

f) I don’t know, and I don’t want to guess.

9) If the sample size were doubled to 200, but the same 
[image: image88.wmf]x

 and s were observed,

True
False
Don’t know
The p-value would remain the same.

True
False 
Don’t know
The type I error rate would decrease.

True
False 
Don’t know
The type II error rate would decrease.

True
False 
Don’t know
The standard deviation would decrease.

True
False 
Don’t know
The standard error would decrease.

True
False 
Don’t know
The size of the rejection region would decrease.
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Final Examination

Instructions:  You will have two hours for this examination.  Please write on these pages and SHOW YOUR WORK next to your response.  There are formulas and tables at the end for your use.

Problems 1 – 5 are based on the following table from a recent case-control study (Campos et al: Low-density lipoprotein size, pravastatin treatment, and coronary events. JAMA 286(12):1468-1474, 2001).  The table compares characteristics of two groups of subjects: "cases," who have had a prior myocardial infarction (MI), or heart attack; and "controls," who have not.   

1) The relative risk of smoking for a case chosen at random as compared to a control is approximately:  (Circle only one response.)

a) 0.11

b) 0.12

c) 0.23

d) 0.48

e) 2.1

2) An interval that is likely to contain the middle 50% of body mass index (BMI) values for the controls is: (Circle only one response.)

a) (18.7, 18.9)

b) (21.7, 33.1)

c) (24.5, 30.3)

d) (27.1, 27.7)

e) (27.3, 27.5)

3) A 95% confidence interval for the control population mean BMI is approximately: (Circle only one response.)

a) (2.0, 2.8)

b) (19.2, 35.6)

c) (24.6, 33.4)

d) (27.0, 27.8) 

e) (27.0, 35.6) 

4) A 95% confidence interval for the true difference in the case and control population mean BMIs is approximately: (Circle only one response.)

a) 1.60 ( 0.55

b) 1.60 ( 0.77

c) 1.60 ( 1.07

d) 1.60 ( 1.52

e) 1.60 ( 15.87

5) Based upon the BMI data in the above table, we would: (Circle only one response.)

a) reject the null hypothesis that the population mean BMI is the same for cases and controls because p = .04

b) reject the null hypothesis that the population mean BMI is the same for cases and controls because the confidence interval for the difference in population means does not overlap 0.0

c) accept the null hypothesis that the population mean BMI is the same for cases and controls, versus the one-sided alternative that controls have a lower mean, because p = 0.08

d) a and b

e) a, b, and c

Problems 6 through 10 concern the following study of colon cancer patients.  Below find a table from a recent article (Sargent et al: A pooled analysis of adjuvant chemotherapy for restricted colon cancer in elderly patients. NEJM 345(15):1091-1097, 2001.) listing the number of colon cancer patients who died during follow-up by their age category and whether or not they had cancer recurrence at the time of death.


[image: image89.png]TABLE 2. DEATHS WITH AND WITHOUT
THE RECURRENCE OF CANCER,
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No. oF WitH WiTHouT
AcGe GrouP PATIENTS RECURRENCE RECURRENCE

no. of deaths (percent)

<50 yr 564 183 (32) 10 (2)
51-60 yr 1012 311 (31) 37 (4)
61-70 yr 1269 416 (33) 86 (7)

>70 yr 506 147 (29) 68 (13)

Total 3351 1057 (32) 201 (6)




6) For a randomly chosen person less than or equal to 50 years of age, the probability of death with or without recurrence of colon cancer is approximately:  (Circle only one response.)

a) .02

b) .06

c) .32

d) .34

e) .98

7) Given that a randomly chosen patient ( 50 years of age has died, the probability that he/she did not have a recurrence is approximately: (Circle only one response.)

a) 0.018

b) 0.052

c) 0.32

d) 0.34

e) 0.98

8) Among patients who die, what happens to the risk of having a cancer recurrence as age increases?  (Circle only one response).

a) increases

b) decreases

c) stays the same

d) increases, then decreases

e) decreases, then increases

9) Two percent of patients ( 50 years of age die without cancer recurrence.  If we choose 50 such patients at random, the chance that 2 or more would die without cancer recurrence is approximately: (Circle only one response.)

a) .02

b) .08

c) .26

d) .37

e) .74

10) From the data in this table we can reasonably conclude that: (Circle only one response.)

a) the risk of death among patients decreases with increasing age

b) the risk of death without cancer recurrence increases with increasing age

c) the risk of death with cancer recurrence increases with increasing age

d) age interacts with cancer to create a statistically significant trend of proportions

e) nothing, because a test of trends was not conducted

Problems 11 through 16 concern a population-based study of the clinical and genetic expression of hemochromatosis, a hereditary disease resulting in excessive iron deposits in the body (New England Journal of Medicine 1999; 341:718-724).  The study was based on 1,491 women and 1,520 men, totaling 3,011 individuals.  The following is a Figure depicting the distribution of two different serum iron levels in this population, transferrin-saturation (%) and ferritin (ng/ml).


11) Based on the figures, the interquartile range of serum iron levels is: (Circle only one response).

a) Lower for men than women for ferritin values.

b) Lower for men than women for transferrin-saturation values.

c) Similar between men and women for ferritin values

d) Similar between men and women for transferrin-saturation values.

e) The same as the sample levels.

	These two serum iron levels can be used as serum biomarkers to screen for the disease:

-  Based on their data in the figure, the authors determined that 405 individuals in the population had elevated serum ferritin values of 300 ng/ml or higher and screened these individuals as “positive” based on ferritin values.  

-  The authors also determined that 192 individuals in the population had elevated transferrin-saturation values of 45% or higher and screened these individuals as “positive” based on transferrin-saturation values.   

-   46 individuals in the population had elevations of BOTH iron levels (screening “positive” by both serum biomarkers).

It is possible to diagnosis the disease exactly with genetic testing.  16 individuals in the total population possessed the genotype for disease.


12) For a randomly chosen individual in this population, the probability of having elevated transferrin-saturation values OR elevated ferritin values is: (Circle only one response).

a) 0.06

b) 0.13

c) 0.18

d) 0.24

e) 0.36

13) Suppose that the mean and standard deviation of ferritin values were 140 ng/ml and 100 ng/ml, respectively, for this population of 3,011 individuals. Assuming that ferritin values are approximately normally distributed, what fraction of individuals would have ferritin values exceeding the 300 ng/ml cut-off? (Circle only one response).

a) 0.06

b) 0.13

c) 0.18

d) 0.24

e) 0.36

14) Based on your response to problem 13, does the normal distribution provide a good approximation to the probability in this population that ferritin values exceed the cut-off level of 300 ng/ml?  (Circle only one response).

a) Yes, because the sampling distribution of the mean is approximately normally distributed.

b) Yes, because it closely approximates the proportion observed in the population.

c) No, because it overestimates the proportion observed in the population.

d) No, because it underestimates the proportion observed in the population.

e) No, because you cannot estimate a proportion

15) If a random sample of 100 individuals was selected from this population, what is the probability that their sample mean ferritin level would exceed 150 ng/ml?: (Circle only one response):

a) 0.04

b) 0.16

c) 0.46

d) 0.54

e) 0.84

16) If a random sample of 100 individuals was selected from this population, what is the probability that none of the individuals has the disease (genotype)?: (Circle only one response).

a) 0.005

b) 0.090

c) 0.394

d) 0.606

e) 0.995

Problems  17 through 20 pertain to the results of a randomized controlled study to examine whether dietary intervention (individualized counseling) can promote increased vegetable and fruit intake, as reflected by increased plasma carotenoid levels.  (J Amer Dietetic Assoc 2001;101:1167-1174).  The following table summarizes the 6-month results:

	
	Intervention Group (n=27)

mean ( standard error
	Control Group (n=26)

mean ( standard error

	Alpha carotene ((mol/L)
	0.84 ( 0.02
	0.84 ( 0.02

	Beta carotene ((mol/L)
	1.55 ( 0.30
	0.39 ( 0.07


17) The sample standard deviation for beta carotene for the intervention group is: (Circle only one response).

a) 0.02 (mol/L

b) 0.09 (mol/L 

c) 0.30 (mol/L 

d) 0.56 (mol/L

e) 1.56 (mol/L

18) A 95% confidence interval for the true difference between intervention and control groups in mean alpha carotene level at 6-months is approximately: (Circle only one response).

a)  (0.56,1.76)

b) (0.78, 0.88)

c) (- 0.01, 0.01)

d) (- 0.02, 0.02)

e) (- 0.06, 0.06)

19) What is your interpretation of the interval in problem 18?  (Circle only one response).

a) I am 95% confident that the true difference in means falls outside this interval.

b) I am 95% confident that this interval covers the true difference in means.

c) I am 95% confident that the difference in sample means falls within this interval.

d) I am 5% confident that the true difference in sample means falls outside this interval.

e) I am 5% confidence that this interval does not cover the difference in sample means.

20) The test statistic and 2-sided p-value associated with a test of the hypothesis of no difference between intervention and control groups in mean beta carotene levels at 6-months are: (Circle only one response).

a) tobs =  0  ; p= 1.0

b) tobs =  0.29  ; p > 0.50

c) tobs =  19.54  ; p < 0.05

d) tobs = 3.77   ; p < 0.05

e) tobs =  9.81  ; p < 0.05

Session V:  Cooperative Learning 

The entire exercise should be completed with your group.  For this exercise, please take all nerd samples from the box.  Please don’t put any nerds back in the box, since other people may eat them later in the day.

Part A

Take one sample of 10 nerds.  Find the 95% confidence interval (CI) for the probability that a nerd is purple.  Then take a second sample of 15 nerds, and find a second 95% CI based on your second sample.

Part B

Now we’ll focus on the difference in these probabilities (one from a sample of 10, the second from a sample of 15).  The real difference in the population of all nerds is obviously zero, since it doesn’t matter what size sample you take.  

Using your two samples from part A, find a 95% CI for the difference in the probability of a purple nerd from sample 1 (10 nerds) and sample 2 (15 nerds).  

Part C
Repeat part B using new samples until your group has a total of 10 different confidence intervals for the difference in the probability of a purple nerd from sample 1 and sample 2.  After you’ve gathered the data for each confidence interval, you can eat the nerds if you want.

Part D
Add your 10 confidence intervals for the difference to the graph on the board.

Part E
Look at your first two samples from part A.  Which CI was wider?  Why was it wider?

Part F
Look at CI’s on board.  How many would you expect to include zero?   

How many really do include zero?

Part G

Answer the following questions by imagining that each CI on the board was a 90% CI instead of 95%, with the same data.  

Would you expect each CI to be wider or narrower?

Would more of the CI’s include zero, or would fewer of the CI’s include zero?

Part F

Look at your group’s first CI for the difference.  How would you interpret that CI?  Please be very specific with your wording, so that anyone reading it would understand exactly what you meant.

Part G

What null hypothesis would each of the CI’s on the board typically be testing?  

Set up the test statistic for your hypothesis test using your first set of two samples from part B.

Why is the variance different than it was when you made a CI with the same data?

What proportion of the time would you expect to reject that null hypothesis just by chance, even when that null hypothesis is correct (as it is now)?  

What is the name for that proportion?

Part H

There are two assumptions for working with this kind of data in the way you have been.  

What are these two assumptions?

Are the two assumptions met in your first sample from part B?

Why are each of these assumptions so important?

Part I

Get a set of cards from the TA.  Start by organizing the categories (the purple cards) in a way that makes sense to everyone in your group.  Then add the white cards in the appropriate categories.

Word cards given to students:  purple cards are in bold, with corresponding white cards listed below.

· Variance of the population
· p0q0


· Variance of the sample
· 
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· Variance of the mean
· 
[image: image91.wmf]n

q

p

0

0


· 
[image: image92.wmf]n

q

p

ˆ

ˆ


· 
[image: image93.wmf]2

2

2

1

1

1

n

q

p

n

q

p

+


· 
[image: image94.wmf]2

2

2

1

1

1

ˆ

ˆ

ˆ

ˆ

n

q

p

n

q

p

+




· Standard deviation of the population
· 
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· Standard deviation of a sample
· 
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· Standard deviation of the mean
· Standard error of the mean (two separate purple cards were available for this category)

· 
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· Other (not used in this course)
· 
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Appendix H: Session V:  Self Evaluation Problems

Below find a table from a recent JAMA article by Ananth CV et al (JAMA 282:1646-1651, 1999) entitled “Placental abruption and adverse perinatal outcomes.”
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Table 4. Placental Abmpﬂcn and Low Birth Weight Among Livebirths, Mount Sinai Hospital,
New York, 1986-1996"
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1) The total number of babies who were pre-term and had placental abruption is:

a) 502

b) 199

c) 303

d) 58

e) 149

f) I don’t know, and I don’t want to guess.

2) Among pre-term babies with placental abruption, the probability that a baby’s birthweight will be less than 1500 grams is:

a) .292

b) .749

c) .457

d) .251

e) .116

f) I don’t know, and I don’t want to guess.


3) A 95% confidence interval for the true but unknown probability of a pre-term, abruption baby weighing less than 1500 grams is:

a) (.23, .36)

b) (.71, .77)

c) (0, .74)

d) (.291, .293)

e) I don’t know, and I don’t want to guess.

4) If the sample size of pre-term babies with placental abruption was increased by a factor of 4, the confidence interval width would:

a) double

b) quadruple

c) stay the same

d) halve

e) decrease by a factor of 4

f) I don’t know, and I don’t want to guess.

5) If we test the null hypothesis that the true risk of having a birth weight less than 1500 grams for pre-term babies with placental abruption is 0.25, the test statistic would be:
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e) I don’t know, and I don’t want to guess.

6) The two-sided p-value for the test in Problem 5 would be:

a) .085

b) .10

c) .35

d) .70

e) .17

f) I don’t know, and I don’t want to guess.

7) Calculate, crudely display below, and compare 95% confidence intervals for the probability of birthweight being less than 1500 grams for pre-term babies with and without placental abruption:

8) Calculate and display below and compare 95% and 99% confidence intervals for the difference in the risk of birthweight being less than 1500 grams for pre-term babies with and without placental abruption:

9) Perform a two-sided test of the null hypothesis that placental abruption plays no role in the risk of birthweight being less than 1500 grams for pre-term babies.

10) Summarize your findings from 8 and 9 as if for an article in JAMA.

11) A 95% confidence interval for a population mean is calculated for a sample of weights and the resulting interval is 42 to 48 pounds.  Indicate whether EACH of the following statements is a True or False interpretation of the confidence interval.



a) 95% of the weights in the population are between 42 and 48 pounds.
   

True    False 
Don’t know

b) The sample mean (
[image: image113.wmf]x

) may not be in the interval.



   

True    False 
Don’t know

c) If 200 confidence intervals were generated using the same process, about
10 of them would not include the population mean ()


   

True    False 
Don’t know


12) Suppose there is a population of test scores on a large, standardized exam for which the mean and standard deviation are unknown.  Two different random samples of 50 data values are taken from the population.  One sample has a larger sample standard deviation (s) than the other.  A 95% confidence interval is constructed for each sample.  How do you think these two confidence intervals would compare?


a) They would have identical values for the lower and upper limits of the confidence interval.

b) The confidence interval based on the sample with the larger standard deviation would be wider.

c) The confidence interval based on the sample with the smaller standard deviation would be wider.

d) They would have the same width because they are both 95% intervals.

e) I don’t know, and I don’t want to guess.


13) Suppose a large sample (n=100) is going to be taken from a population of weights of cars.  A 90% confidence interval will be constructed to estimate the mean car weight.  A smaller sample will also be taken (n=50) from the same population of weights and a 99% confidence interval will be constructed to estimate the mean car weight.  Which method will have a better chance of producing a confidence interval that captures the population mean?


a) The 90% confidence interval based on a sample of 100 weights.

b) The 99% confidence interval based on a sample of 50 weights.

c) Both methods have equal chance.

d) I can’t determine which will have a better chance.

e) I don’t know, and I don’t want to guess.

Session VI:  Cooperative Learning

The entire exercise should be done with your group.

The attached student information sheet appears to be part of a class roster.  However, the person who found the sheet was unable to determine which class it came from.  

Part A

1. Make 2x2 table comparing age (less than 30 vs. at least 30) with gender).  
Do you think age and gender are independent in the whole class?

2. Find the X2 statistic using the shortcut method for 2x2 tables.

Part B

3. Find the table of expected values corresponding to your 2x2 table.

4. If you want, find the X2 using longer method, and compare it to your previous answer.

Part C

5. How many degrees of freedom are there?

6. Is your X2 “extreme”?  
Draw your observed value for X2 on the graph with the appropriate number of degrees of freedom, and shade in the p-value.  

7. What type of test did you just do?

Part D

8. What other statistical test might you use to answer the same question?  

9. What would your test statistic be?  Give the actual numerical answer.

Part E

10. What assumptions are needed to use the test you just did?  
Are these assumptions fulfilled?

Part F

11. Test the null hypothesis that these students are from the Hopkins School of Public Health, where 262 of 559 graduates in the year 2000 were under age 30, and 214 graduates were between 30 and 39 years old.
What type of test can you use to assess this null hypothesis?


12. Find the table of expected values.

13. Find the X2 statistic.

14. Is your X2 “extreme”?
Draw your observed value for X2 on the graph with the appropriate number of degrees of freedom, and shade in the p-value.  

15. State your conclusion for part F in words.

Part G

The hard part of using the X2 test is often finding the expected frequencies.  For the following situation, discuss the questions with your group.  If anyone is confused, it may help to actually find the expected frequencies.

Among the Hopkins School of Public Health graduates, 64% of those under age 30 were women.  53% of those aged 30 to 39 were men, and 66% of those age 40 and older were women.  Do you think this roster came from students in the Hopkins School of Public Health?


17. What is the best test to use to answer this question?


18. How would you find the table of expected frequencies?


19. How many degrees of freedom are there?




Student Information:

	
	Name
	Age
	Gender

	101
	Patrick
	53
	M

	102
	Robert
	34
	M

	103
	John
	24
	M

	104
	Anuradha
	29
	F

	105
	Vaishali
	32
	F

	106
	Valarie
	28
	F

	107
	Kathryn
	36
	F

	108
	Elizabeth
	24
	F

	109
	Dawn
	35
	F

	110
	Jing-Yee
	41
	F

	111
	Seth
	53
	M

	112
	James
	25
	M

	113
	Guan-Hua
	46
	M

	114
	Constantine
	51
	M

	115
	Makoto
	42
	F

	116
	Jessica
	42
	F

	117
	Laura
	28
	F

	118
	Robin
	35
	F

	119
	Athena
	33
	F

	120
	Thomas
	26
	M

	121
	Gordon
	38
	M

	122
	Joy
	52
	F

	123
	Jeffrey
	47
	M

	124
	Van
	29
	M

	125
	Ruth
	34
	F

	126
	Christopher
	45
	M

	127
	Paul
	35
	M

	128
	Katrina
	29
	F

	129
	Mark
	36
	M

	130
	Sorina
	25
	F

	131
	Michael
	31
	M

	132
	Jennifer
	26
	F


	Expected Data
	Age < 30
	Age ≥ 30
	Total

	Men
	
	
	

	Women
	
	
	

	Total
	
	
	


	Observed Data
	Age < 30
	Age ≥ 30
	Total

	Men
	
	
	

	Women
	
	
	

	Total
	
	
	


Part F

	Category
	Observed Frequency
	Expected Frequency

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	


Part G

	Observed Data
	Age < 30
	Age

30-39
	Age

40-49
	Age

50+
	Total

	Men
	
	
	
	
	

	Women
	
	
	
	
	

	Total
	
	
	
	
	


	Expected Data
	Age < 30
	Age

30-39
	Age

40-49
	Age

50+
	Total

	Men
	
	
	
	
	

	Women
	
	
	
	
	

	Total
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Session VI:  Self Evaluation Problems

The following data are from 621 students.  

	621 students
	Daily Exercise

	
	much or moderate
	little

	Age
	20-29
	135
	65

	
	30-39
	44
	54


1) Among 20-29 year olds, what is the probability of little daily exercise?

a) 0.22

b) 0.33

c) 0.40

d) 0.55

e) I don’t know, and I don’t want to guess.

2) If age is not related to exercise, how many 20-29 year olds would you expect to have little daily exercise?

a) 65

b) 80

c) 119

d) 200

e) I don’t know, and I don’t want to guess.


3) Find X2obs for this table.

a) 1.88

b) 3.84

c) 14

d) 900

e) I don’t know, and I don’t want to guess.


4) If age is unrelated to exercise, what X2 value would correspond to a sample for which exactly 5% of the possible samples are more extreme?

a) 0.05

b) 1.96

c) 2.57

d) 3.84

e) I don’t know, and I don’t want to guess.


Suppose we had the same information for a sample from the general population.

	General population
	Daily Exercise

	
	much or moderate
	little

	Age
	20-29
	272
	242

	
	30-39
	152
	334


5) What type of X2 test can be used to compare the 621 sample with the general population?

a) X2 test of Independence

b) X2 test of Homogeneity

c) X2 test of Goodness-of-Fit

d) I don’t know, and I don’t want to guess.

Test the null hypothesis that 20-29 year olds in Biostatistics 621 have the same probability as the general population of having little exercise vs. much or moderate daily exercise.

6) Using this null hypothesis, how many 20-29 year olds would you expect to have little daily exercise?

a) 65

b) 80

c) 94

d) 296

e) I don’t know, and I don’t want to guess.

7) What is X2obs for these data?

a) 5

b) 14

c) 17

d) 23

e) I don’t know, and I don’t want to guess.


8) How many degrees of freedom are there for this test?

a) 1

b) 2

c) 3

d) 4

e) I don’t know, and I don’t want to guess.
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Midterm Examination

Instructions:  You will have two hours for this examination.  Please write on these pages and SHOW YOUR WORK next to your response.  There are formulas and tables at the end for your use.

Below find a table from a recent NEJM article (Vasan et al: The impact of high-normal blood pressure on the risk of cardiovascular disease. NEJM 345(18):1291-1297, 2001).  It shows baseline characteristics of a study to determine how blood pressure predicts future serious cardiovascular events.

[image: image114.png]TABLE 1. BASE-LINE CHARACTERISTICS OF THE STUDY SUBJECTS,
ACCORDING TO BLOOD-PRESSURE CATEGORY AT BASE LINE.*

CHARACTERISTICT WomeN MeN
OPTIMAL NORMAL HIGH NORMAL OPTIMAL NORMAL HIGH NORMAL
(N=1875) (N=1126) (N=891) (N=1005) (N=1059) (N=903)

Age (yr) 45%+11  51=*11 55+11 4612 4912 51+12
Blood pressure
{(mm Hg)

Systolic 108+7  122*5 132+5 111+6 122*5 1316
Diastolic 70*6 77+6 81+6 71*5 78+5 83*6
Cholesterol (mg/dl) 206+43 226*43  236+45 208+40 217*41 223+40

Current smoker (%) 44 36 31 49 42 44
Diabetes mellitus (%) 1 2 2 1 2 4
Body-mass index 23.3+3.3 24740 25.6*4.5 25.0+3.1 26.0+3.3 26.7*35

*Optimal blood pressure is a systolic pressure of less than 120 mm Hg and a diastolic pressure of
less than 80 mm Hg. Normal blood pressure is a systolic pressure of 120 to 129 mm Hg or a diastolic
pressure of 80 to 84 mm Hg. High-normal blood pressure is a systolic pressure of 130 to 139
mm Hg or a diastolic pressure of 85 to 89 mm Hg. If the systolic and diastolic pressure readings for
a subject were in different categories, the higher of the two categories was used. Plus—minus values
are means *SD.

1To convert cholesterol values to millimoles per liter, multiply by 0.02586. The body-mass index
is the weight in kilograms divided by the square of the height in meters.




1) The odds that a woman chosen at random from this sample will have high normal blood pressure is: (Circle only one response).

a) .05

b) .23

c) .30

d) .70

e) .77

2) A 95% confidence interval for the mean systolic blood pressure among the population of women represented by the high normal group is: (Circle only one response).

a) 
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3) To test the null hypothesis that the rate of smoking is the same for women in the populations represented by the high normal as in the optimal group, we would use: (Circle only one response):

a) 
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c) 
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Below find results from the same paper showing the number of cardiovascular (CV) events over 10 years of follow-up by women by blood pressure group.

	
	Blood Pressure Group

	
	Optimal
	Normal
	High Normal
	Total

	CV event
	     26 
	   40 
	 72 
	138

	No event
	1849 
	1086 
	819 
	3754

	Total
	1875
	1126
	891
	3892


In the table below, write in the expected number of events under the assumption that cardiovascular events are unrelated to blood pressure.

	
	Blood Pressure Group

	
	Optimal
	Normal
	High Normal
	Total

	CV event
	
	
	
	

	No event
	
	       
	
	

	Total
	
	
	
	


4) What is the expected number of cardiovascular events in the optimal group?: (Circle only one response).

a) 26

b) 13.6

c) 66.5

d) 1808.5

e) 1849

5) The 
[image: image125.wmf]2
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 statistic for the test of the null hypothesis that cardiovascular events are independent of blood pressure is 61.7  The appropriate degrees of freedom and p-value for this test are: (Circle only one response).

a) df= 2, p < .001

b) df = 3, p < .001

c) df = 4, p < .001

d) df = 5, p =.03

e) df = 6, p = .07

6) Based upon your examination/analysis of the cardiovascular event data above, you can conclude that: (Circle only one response).

a) women with optimal blood pressure are at statistically significant increased risk of cardiovascular events

b) women with normal blood pressure are at statistically significant increased risk of cardiovascular events

c) women with higher blood pressure are at statistically significant increased risk of cardiovascular events

d) women with higher blood pressure are at statistically significant decreased risk of cardiovascular events

e) there is no significant difference in the rate of events between men and women

A matched case control study was performed to determine whether smoking is associated with use of primary care services during the last month.  Cases were defined as persons who visited their HMO provider in the last month.  Controls were chosen from among neighborhood friends who had not visited a doctor or other health care provider in the last month.  Among 200 cases, 40 were current smokers; among 200 controls, 60 were current smokers.  There were 20 matched pairs where both the case and control were smokers.

The data are shown below:

	
	Control

	              Case
	Smoker
	Not

	    Smoker
	20
	20

	              Not
	40
	120


7) The best estimate of the ratio of odds of being a smoker for cases as compared to controls is: (Circle only one response).

a) 0.25

b) 0.50

c) 1.0

d) 2.0

e) 3.0

8) A 95% confidence interval for the true population odds ratio is: (Circle only one response).

a) (-0.04, 1.04)

b) (.50, 2.0)

c) (.29, .86)

d) (1.16, 3.42)

e) (-1.23,-0.16)

9) The test statistic and p-value for McNemar’s test of the null hypothesis that the population odds ratio is equal to one would be: (Circle only one response).

a) –0.33, p > 0.05

b) 3.84, p=0.05

c) 6.67, p < 0.01

d) 9.52, p < 0.005

e) 71.43, p < 0.001

10) Based upon your analysis of these data, the best summary of the findings is: (Circle only one response).

a) the odds a smoker uses primary care on a 30-day period is half as large as a similar non-smoker (95% CI: 71% less to 14% less, p < 0.01)

b) the odds a smoker uses primary care in a 30-day period is roughly twice as high as a similar non-smoker (95% CI: 1.16 to 3.42 times as high, p < 0.01)

c) there is little evidence smoking is related to use of primary care services (95% CI: 0.5 to 2.0, p > 0.05)

d) there is little evidence smoking is related to use of primary care services (95% CI: 0.5 to 2.0, p > 0.05)

e) smoking causes lung cancer, emphysema, heart disease, and several other major illnesses.

The following table is from a pilot study (AJPH 91:1790-1791, 2001) performed to evaluate the efficacy of a new program to decrease the purchase and use of tobacco in youths (adolescents < 18 years of age) in the United States.  112 youths who were cited for a tobacco violation were given the option of EITHER attending a tobacco diversion class or paying a $50 fine.

 

11) Did the adolescents decide equally for the two options? (i.e., was the probability of choosing either option equal to 0.5?).  Choose an appropriate test statistic and test conclusion: (Circle only one response). 

a) Zobs = 
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; a larger proportion of youths chose to pay the fine. 

b) Zobs = 
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; there was no difference in the proportion of youths choosing either option.

c) Zobs = 
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d) Zobs = 
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e) Zobs = 0; there was no difference in the proportion of youths choosing either option.

12) Statistically significant differences at baseline between youths in the two groups include: (Circle only one response). 

a) Those who attended the class were more likely to be white.

b) Those who attended the class were more likely to be female.

c) Those who attended the class reported a higher proportion of good friends who smoked.

d) Those who attended the class reported a younger mean age at first cigarette.

e) Those who attended the class reported fewer physical effects of smoking.

13) The observed test statistic for testing the null hypothesis that the mean number of physical effects of tobacco use is equal to one in the group attending the class is: (Circle only one response).

a) t = 
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e) t =
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14) A 95% confidence interval for the difference in mean number of reported physical effects of tobacco use between those who attended the class and those who paid the fine is approximately: (Circle only one response). 

a) 0.8 ( 0.04

b) 0.8 ( 0.08

c) 0.8 ( 0.28

d) 0.8 ( 0.55

e) 0.8 ( 0.74

These youths were followed for 3 months.  After 3 months, 23.1% of those who paid the fine reported no smoking in the past month as compared with 5.1% of those who took the class.  

15) The estimated relative risk for smoking at 3 months in the group who attended the class versus the group that paid the fine is: (Circle only one response).

a) 0.18

b) 0.81

c) 1.23

d) 4.5

e) 5.65

16) Calculate a 95% confidence interval for the relative risk of smoking at 3 months for youths who attended the class as compared to those who paid the fine:

Write ONE sentence using this interval to summarize your conclusion about the comparison of these two interventions:

_____________________________________________________________________

_____________________________________________________________________

_____________________________________________________________________

_____________________________________________________________________

17) The estimated odds ratio for smoking at 3 months in the group who 

attended the class versus the group that paid the fine is: (Circle only one response).

a) 0.18

b) 0.81

c) 1.23

d) 4.5

e) 5.59


Several randomized community trials have succeeded the Vitamin A trial for children in Nepal, including a trial of Vitamin A supplementation of women of child-bearing ages. 

The following graph shows the ratio of the odds of consuming different foods rich in Vitamin A among 85 cases (night blind pregnant women) relative to 90 controls (pregnant women who are not night blind), during winter and summer.

18) This graph indicates that during the winter: (Circle only one response).

a) The odds of consuming all foods containing Vitamin A are statistically significantly increased in night blind women.

b) The odds of consuming meat and fish are statistically significantly increased in non-night blind women.

c) The odds of consuming all foods containing Vitamin A are statistically significantly increased in non-night blind women.

d) The odds of consuming milk products and dark green leafy vegetables are statistically significantly increased in non-night blind women.

e) There are no statistically significant differences in the odds of consuming foods containing Vitamin A between night blind and non-night blind women since the 95% confidence intervals overlap one.

19) This graph indicates that during the summer: (Circle only one response).

a) The odds of consuming all foods containing Vitamin A are statistically significantly increased in night blind women.

b) The odds of consuming meat and fish are statistically significantly increased in non-night blind women.

c) The odds of consuming all foods containing Vitamin A are statistically significantly increased in non-night blind women.

d) The odds of consuming milk products and dark green leafy vegetables are statistically significantly increased in non-night blind women.

e) There are no statistically significant differences in the odds of consuming these foods between night blind and non-night blind women since the 95% confidence intervals overlap one.

20)  An appropriate method for combining odds ratios across the four different food categories is: (Circle only one response).

a) Paired t-test

b) McNemar’s test

c) Woolf’s method

d) Cochran-Mantel-Haenszel method

e) None of the above

Session VII:  Cooperative Learning 

The entire exercise should be completed with your group.  

Part A

The following is a partial ANOVA table from a study concerning breast cancer.   Tumor size was measured among patients in the following risk groups.

· Family history of breast cancer + use of oral contraceptive (OC)

· Family history of breast cancer with no OC use

· OC use with no family history

· No OC use and no family history

	Source
	Sum of Squares
	df
	Mean Square
	F

	Between
	3,042
	
	
	2.7

	Within
	
	156
	
	

	Total
	
	
	
	


How many women were in this study?

Do women in these four groups all have the same size tumors?  If they do, what is the probability of observing data like these?

Part B

A colleague of yours gave you the following summary data from a phase II trial of a new drug for lowering blood pressure among stage 3 hyptertensive patients (systolic blood pressure over 180 mmHg).  She wants your opinion about whether the four groups had approximately the same systolic blood pressure (SBP) in these hypertensive patients.  Patients in three of the groups were given three separate dosages of the new drug, while one group was given the standard regimen.  Your colleague has blinded the data before giving it to you.

Group A:
Group B:
Group C:
Group D:

sample size

     12

     11

     10

     14



mean SBP in mmHg
     137

     142

     171

     168

standard deviation
     12.0
     9.4

     10.7
     8.9

Complete the ANOVA table for this study.

	Source
	Sum of Squares
	df
	Mean Square
	F

	Between
	
	
	
	

	Within
	
	
	
	

	Total
	
	
	
	


1. What do you conclude?  

2. If you had been given the standard error for each group instead of the standard deviation, would your calculation be different?  If so, how?

3. If you had been given the overall standard deviation for the entire study, would your calculation be different?  If so, how?

4. You should have rejected the null hypothesis.   The next step could be t-tests comparing all the pairs of groups.  What would be your best estimate of the standard deviation for these t-tests?



5. If you did choose to follow the ANOVA with a series of t-tests, what significance level would you use for each t-test?

Part C

Using the attached graph, use Nerds to symbolize patients’ systolic blood pressure in the four groups.   Use a different color for each group.

1. Make an example that is similar to the real data you just worked with.  Since you weren’t given each person’s actual systolic blood pressure, you simply have to create an example that would give roughly the same statistics you saw.  As a result, there are many possible correct answers.

2. By moving only one person’s SBP, make the p-value more significant.

3. Change the example so that after the null hypothesis for the F test is rejected, only one group will appear to be different from the others.

4. Change the example so that it would not meet the assumption of Normality.

5. Change the example so that it would fail Bartlett’s Test.

      SBP (mmHg)

	200

150

100
	
	
	
	

	
	Group A
	Group B
	Group C
	Group D
	


Notes for the TA:

Part A

	Source
	Sum of Squares
	df
	Mean Square
	F

	Between
	3,042
	(3)
	(1014)
	2.7

	Within
	(58,211.1)
	156
	(375.6)
	

	Total
	(61,253.1)
	(159)
	
	


(note: p=1-.9523)

Part B
	Source
	Sum of Squares
	df
	Mean Square
	F

	Between
	10,667
	3
	3,556
	33.8

	Within
	4,528
	43
	105.3
	

	Total
	15,195
	46
	
	


Group A:
Group B:
Group C:
Group D:

sample size

     12

     11

     10

     14



mean SBP in mmHg
     137

     142

     171

     168

standard deviation
     12.0
     9.4

     10.7
     8.9

grand N = 47

grand mean = 154.6

SSW = 1584 + 883.6 + 1030.41 + 1029.73 = 4527.74

SSB = 3717.12 + 1746.36 + 2689.6 + 2513.84 = 10666.92

SST = 15194.66

Session VII:  Internet Learning




Session VII:  Self-Evaluation Problems

The following data are from 621 students.  

	621 students
	Daily Exercise

	
	much or moderate
	little

	Age
	20-29
	135
	65

	
	30-39
	44
	54


1) Among 20-29 year olds, what is the probability of little daily exercise?

a) 0.22

b) 0.33

c) 0.40

d) 0.55

e) I don’t know, and I don’t want to guess.

2) If age is not related to exercise, how many 20-29 year olds would you expect to have little daily exercise?

a) 65

b) 80

c) 119

d) 200

e) I don’t know, and I don’t want to guess.


3) Find X2obs for this table.

a) 1.88

b) 3.84

c) 14

d) 900

e) I don’t know, and I don’t want to guess.


4) If age is unrelated to exercise, what X2 value would correspond to a sample for which exactly 5% of the possible samples are more extreme?

a) 0.05

b) 1.96

c) 2.57

d) 3.84

e) I don’t know, and I don’t want to guess.


Suppose we had the same information for a sample from the general population.

	General population
	Daily Exercise

	
	much or moderate
	little

	Age
	20-29
	272
	242

	
	30-39
	152
	334


5) What type of X2 test can be used to compare the 621 sample with the general population?

a) X2 test of Independence

b) X2 test of Homogeneity

c) X2 test of Goodness-of-Fit

d) I don’t know, and I don’t want to guess.

Test the null hypothesis that 20-29 year olds in Biostatistics 621 have the same probability as the general population of having little exercise vs. much or moderate daily exercise.

6) Using this null hypothesis, how many 20-29 year olds would you expect to have little daily exercise?

a) 65

b) 80

c) 94

d) 296

e) I don’t know, and I don’t want to guess.

7) What is X2obs for these data?

a) 5

b) 14

c) 17

d) 23

e) I don’t know, and I don’t want to guess.


8) What is X2exp for these data?

a) 0.05

b) 1.96

c) 2.57

d) 3.84

e) I don’t know, and I don’t want to guess.

9) How many degrees of freedom are there for this test?

a) 1

b) 2

c) 3

d) 4

e) I don’t know, and I don’t want to guess.


Session VIII:  Cooperative Learning

The entire exercise should be completed with your group.  

Part A

The attached list of data corresponds to the scatterplot.  Add the data on foot size and head circumference for the members of your group to the graph.  Then draw your guess for the regression line for these data.

Part B

Decide where to “center” your graph.  That is, where do you want the Y-axis to be?  Draw in your Y-axis, and then write the regression equation corresponding to your line.

Using your equation, what head circumference would you expect for someone whose foot is 22 centimeters long?  

What head circumference would you expect for someone whose foot is 23 centimeters long?  

How would you interpret β1?

How would you interpret β0?

Part C

Now write the regression equation using the Stata output (below).  

Using this equation, what head circumference would you expect for someone whose foot is 22 centimeters long?  

Is the interpretation of β0 and β1 the same or different?

      Source |       SS       df       MS              Number of obs =      12

-------------+------------------------------           F(  1,    10) =    2.26

       Model |  6.90958051     1  6.90958051           Prob > F      =  0.1632

    Residual |  30.5070862    10  3.05070862           R-squared     =  0.1847

-------------+------------------------------           Adj R-squared =  0.1031

       Total |  37.4166667    11  3.40151515           Root MSE      =  1.7466

------------------------------------------------------------------------------

        head |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

        shoe |   .4615105   .3066593     1.50   0.163     -.221769     1.14479

       _cons |   45.70738   7.796778     5.86   0.000     28.33507    63.07968

------------------------------------------------------------------------------

Part D
Your primary concern in regression is to use X (foot size) to predict Y (head circumference).  The Stata output for  the regression is repeated below.  

      Source |       SS       df       MS              Number of obs =      12

-------------+------------------------------           F(  1,    10) =    2.26

       Model |  6.90958051     1  6.90958051           Prob > F      =  0.1632

    Residual |  30.5070862    10  3.05070862           R-squared     =  0.1847

-------------+------------------------------           Adj R-squared =  0.1031

       Total |  37.4166667    11  3.40151515           Root MSE      =  1.7466

------------------------------------------------------------------------------

        head |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

        shoe |   .4615105   .3066593     1.50   0.163     -.221769     1.14479

       _cons |   45.70738   7.796778     5.86   0.000     28.33507    63.07968

------------------------------------------------------------------------------

What is the logical H0, given the primary focus on the association between foot size and head circumference?

Is the association between foot size and head circumference significant?  Find three ways to test the null hypothesis.  Are these three methods related to one another?

How strong is the association between foot size and head circumference?

What is R2?  How would you interpret R2?

Part E

Draw the residual (the difference between the observed and predicted head circumference) for your group’s members onto your scatterplot.  Then get the residual plot from the TA and complete it by adding your group’s residuals to that graph.  

What are the four assumptions of linear regression?   (Hint:  LINE)

Which assumptions seem to be met with these data?  Which are not met?

Bonus Problem
Before the exam, you need to learn how to find the regression coefficients mathematically.   Using the data below and the equations on the board, calculate β1 and then find β0.

N = 12

Mean of X = 25.372

Mean of Y = 57.417

Covariance between X and Y = 1.361

Variance of X = 2.949

Variance of Y = 3.402

Part A-B
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	Person
	Foot size in cm
	Head size in cm

	Marie Diener-West
	22.86
	55.5

	Natalie West
	24.92
	56

	Ravi 
	26.19
	57

	Liz 
	24.92
	56

	Mark 
	27.94
	60

	Hongling
	24.13
	60

	Natalie
	25.88
	55

	Tom
	28.73
	60

	Horzmud
	24.92
	58.5

	Nilesh
	26.19
	56

	Chiung-Yu
	23.65
	57

	Felicity 
	24.13
	58


Part E
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Equations available on the board:

β1 = 
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Cov(x,y) = 
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	Men’s US size
	Men’s European size
	cm
	
	Women’s US size
	Women’s European size
	cm

	6
	39
	23.65
	
	5
	36
	22.07

	6 ½
	39 ½
	24.13
	
	5 ½
	36 ½ 
	22.38

	7
	40
	24.61
	
	6
	37
	22.86

	7 ½
	40 ½
	24.92
	
	6 ½
	37 ½
	23.34

	8
	41
	25.40
	
	7
	38 ½ 
	23.65

	8 ½
	41 ½
	25.88
	
	7 ½
	39
	24.13

	9
	42
	26.19
	
	8
	39 ½ 
	24.61

	9 ½
	42 ½
	26.67
	
	8 ½
	40 ½
	24.92

	10
	43
	27.15
	
	9
	41
	25.40

	10 ½
	43 ½
	27.46
	
	9 ½
	41 ½
	25.88

	11
	44
	27.94
	
	10
	42 ½
	26.19

	11 ½ 
	44 ½
	28.42
	
	10 ½ 
	
	26.67

	12
	45
	28.73
	
	11
	
	27.15

	12 ½
	
	29.21
	
	11 ½ 
	
	27.46

	13
	46
	29.69
	
	12
	
	27.94

	13 ½
	
	30.00
	
	
	
	

	14
	47
	30.48
	
	
	
	

	14 ½
	
	30.96
	
	
	
	

	15
	
	31.27
	
	
	
	


How to measure your feet, if you choose to do so:  Put a piece of paper on the floor.  Standing on the piece of paper, make one mark at your heel (holding the pencil straight up and down) and a second mark at the end of your longest toe.  Use the ruler to find the length of your foot in centimeters.

Appendix I: Session VIII:  Internet Learning






Appendix J: Session VIII:  Self Evaluation Problems

The following graph shows the results of a cross-sectional study of height and age in children in the US.  The children were chosen by random digit dialing, with a maximum of one child chosen from each household.

[image: image144.emf]Height in Inches


Age in Years


 Height in Inches


 Fitted values


5


10


15


20


40


60


80




Height in Inches

Age in Years

 Height in Inches  Fitted values

5 10 15

20

40

60

80


The equation Yi = β0 + β1Xi + εi can be used to describe a linear relationship between height (Yi) and age (Xi).
1. Estimate β1 from the graph:

a. 1

b. 10

c. 3

d. -1

e. Cannot be determined from the information given

f. I don’t know, and I don’t want to guess

2. Estimate β0 from the graph:

a. 5

b. 18

c. 0

d. 33

e. Cannot be determined from the information given

f. I don’t know, and I don’t want to guess

3. Interpret β1 (pick the best response)

a. The change in Y caused by a unit change in X.

b. The difference in age associated with a one-inch difference in height, on average.

c. We expect that if one child is one year older than a second child, the first child will also be 3 inches taller than the second child.

d. The average difference in age corresponding to a one inch difference in height.

e. I don’t know, and I don’t want to guess

4. Interpret β0 (pick the best response)

a. The value of Y when X is zero.

b. The value of X when Y is zero.

c. The predicted age among hypothetical children who are zero inches tall, but this is based on this sample of children aged 5 to 16.

d. The predicted height among hypothetical children age zero, but this is based on this sample of children aged 5 to 16.

e. I don’t know, and I don’t want to guess

5. The following assumptions for performing a linear regression analysis appear to be met for these data.

a. TRUE   FALSE   There is a linear relationship between height (Yi) and age (Xi).

b. TRUE   FALSE   The sample data are independent

c. TRUE   FALSE   The residual data ((i) are approximately Normally distributed.

d. TRUE   FALSE   The residual data ((i) have approximately equal variance.

Among these 61 children, the mean height was 49.4 inches and the mean age was 10.4 years.  Now suppose that the researchers performed a linear regression of height (Yi) on age centered about its mean (Xi - 10.4) such that: 

Yi = β0 + β1(Xi-10.4) + εi
Using the new equation, answer the following three questions.

6. Estimate β1  

a. 1

b. 10.4

c. 3

d. -1

e. Cannot be determined from the information given

f. I don’t know, and I don’t want to guess

7. Estimate β0  

a. 49.4

b. 0

c. 10.4

d. 33

e. Cannot be determined from the information given

f. I don’t know, and I don’t want to guess

8. Interpret β0 (pick the best response)

a. The value of Y when X is zero.

b. The value of X when Y is zero.

c. The average height among children about 10 years old.

d. The predicted age among children who are about 50 inches tall.

e. The height of a child who is about 10 years old.

f. I don’t know, and I don’t want to guess

Here is the same graph again, with two particular points highlighted.
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9. The error (yi-
[image: image147.wmf]i
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 = εi) associated with point A is about:

a. 5

b. 13

c. -8

d. 46

e. 7

f. I don’t know, and I don’t want to guess

10. The predicted height of the child represented by point B is:

a. 52

b. 7

c. 8

d. 43

e. I don’t know, and I don’t want to guess

The following equations represent the relationship between height and age in two other countries.


Pakistan

Yi = 15 + 2.5(Xi) + εi

The Netherlands
Yi = 49 + 3.2(Xi - 10) + εi
11. According to these results, how tall are 10-year-old Pakistani children, on average?

a. 15

b. 25

c. 40

d. 17.5

e. I don’t know, and I don’t want to guess

12. According to these results, how much difference in height would you expect between a 5-year-old child and a 15-year-old child in the Netherlands??

a. 49

b. 3.2

c. 10

d. 32

e. I don’t know, and I don’t want to guess

13. According to these results, how tall are 10-year-old children in the Netherlands, on average?

a. 49

b. 81

c. 32

d. 40

e. I don’t know, and I don’t want to guess
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Biostatistics 140.622

Second Term, 2001-2002

Final Examination

Instructions:  You will have two hours for this examination.  There are 20 problems.  Please write on these pages and SHOW YOUR WORK next to your response.  There is a separate packet of formulas and tables for your use.

_____________________________________________________

Questions 1 through 6 pertain to the data shown below from a hypothetical cohort study in which men with cardiovascular disease were followed for one year.  The outcome (MI) is whether they suffered a myocardial infarction (MI-heart attack).  The main risk factor is whether a person is a regular smoker ((1 cigarette per day).  The data are stratified by age group.

	
	
	40-64 years of age
	
	
	65+ years of age

	
	
	Smoker
	
	
	Smoker

	
	
	No
	Yes
	
	
	No
	Yes

	
	Yes
	5
	 20
	
	Yes
	 25
	 35

	
	No
	995
	980
	
	No
	975
	965


1) For all subjects in the study, the observed relative risk of MI For smokers compared to non-smokers is: (Circle only one response).
a) 0.99

b) 1.01

c) 1.41

d) 1.83

e) 4.06

2) For all subjects in the study, a 
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 test of the null hypothesis 
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 has test statistic and p-value: (Circle only one response).
a) 7.51, p < .01

b) 3.84, p = .05

c) 1.96, p < .05

d) 18.2, p < .001

e) 0.82, p > .05

3) A 95% confidence interval for the relative risk of MI comparing smokers to non-smokers is approximately: (Circle only one response).
a) (.004, 0.022)

b) (0.35, 0.85)

c) (0.978, 0.996)

d) (1.00, 1.02)

e) (1.18, 2.85)

4) The best estimate of the difference in the log relative risk of MI comparing smokers to non-smokers for older versus younger subjects is: (Circle only one response).
a) +1.05

b) – 1.05

c) +1.40

d) – 1.40

e) +0.35

5) To test the null hypothesis that the log relative risk of MI for smokers versus non-smokers is the same for older and younger subjects 
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, we could use which of the following standard errors (let 
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 be the standard error of the log relative risk for the younger and older subjects, respectively): (Circle only one response).
a) 
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b) 
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6) Based upon these data, we should conclude: ( Check all that apply).
a) although smoking causes lung cancer, it is unrelated to MI in this population

b) smokers die more often than non-smokers in both age groups

c) myocardial infarction (MI) is more common among smokers than non-smokers for individuals less than 65 years old

d) the risk of MI is greater for older subjects than younger ones

e) the odds of MI is less than the risk of MI for smokers and non-smokers

Below find data reporting the classification of cause of death as being cardiovascular, cancer, or other for two independent chart reviewers for 200 deaths at a large nursing home company in Maryland.  

	
	
	Reviewer B
	

	
	
	Cardio
	Cancer
	Other
	

	
	Cardio
	60
	20
	20
	100

	
	Cancer
	10
	20
	20
	50

	
	Other
	10
	20
	20
	50

	
	
	80
	60
	60
	200


7) If we assume that the classifications by reviewers A and B are independent, how many cases would we expect where reviewers both attributed death to cardiovascular disease? (Check only one response).

a) 20

b) 40

c) 60

d) 80

e) 100

8) The kappa-statistic for measuring the degree of agreement for these two reviewers is: (Check only one response).

a) 0.17

b) 0.23

c) 0.35

d) 70

e) 100

9) The 
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 statistic for testing for independence of the two reviewers is 33.33.  Based upon this statistic and reference to the appropriate table, we can: (Check only one response).

a) reject the null hypothesis that the two reviewers have the same rates of classification (p < .05)

b) fail to reject the null hypothesis that the two reviewers have the same rates of classification (p > .05)

c) reject the null hypothesis that the two reviewers give independent classifications (p < .001)

d) fail to reject the null hypothesis that the two reviewers give independent classifications (p > .05)

e) reject the null hypothesis that reviewer A sees more cardiovascular patients (p < .05)

Below find a figure from a recent article (Anderson et al: School-associated violent deaths in the United States, 1994-1999. JAMA 286(21):2695-2702, 2001)

Below also find Stata output for a simple linear regression of the rates of violent death events per 100,000 persons against year centered at 1995-1996.  Answer questions 10-14 using these data and regression results.

. gen yearc=year-96

. regress deaths yearc

  Source |       SS       df       MS                  
Number of obs =       7

  -----------------------------------------------              
F(  1,     5) =   12.18

   Model |  .000038893     1  .000038893             Prob > F      =  0.0175

Residual |  .000015964     5  3.1929e-06              R-squared     =  0.7090

 ------------------------------------------------              
Adj R-squared =  0.6508

    Total |  .000054857     6  9.1429e-06               Root MSE      =  .00179

------------------------------------------------------------------------------------------------

  deaths |      Coef.   Std. Err.       t     P>|t|       [95% Conf. Interval]

----------------------------------------------------------------------------------------------

   yearc |  -.0011786   .0003377     -3.490   0.017      -.0020466   -.0003105

   _cons |   .0178571   .0006754     26.441   0.000       .0161211    .0195932

------------------------------------------------------------------------------------------------

10) A 95% CI for the rate of violent death in the year 1995-1996 is: (Check only one response).
a) (-.00204, -.00031) violent deaths per 100,000 persons

b) (.0161, .0196) violent deaths per 100,000 persons

c) -.00117 ( .00034

d) .0178 ( .00067

e) can't say from this information

11) Based upon this regression, we could estimate that the decrease in the numbers of deaths over 10 years for every 10,000,000 students is roughly: (Check only one response).
a) .00118 persons

b) .0118 persons

c) .118 persons

d) 1.18 persons

e) 11.8 persons

12) From one year to the next, we might expect 95% of the observed rates of deaths to fluctuate from the true regression line by the amount: (Check only one response).
a) ( .00000319 deaths per 100,000 persons

b) ( .00179 deaths per 100,000 persons

c) (.00000625 deaths per 100,000 persons

d) ( .0035 deaths per 100,000 persons

e) ( .709 deaths per 100,000 persons

13) The authors say the following about the data in Figure 2A: "The rate of school-associated violent deaths has decreased significantly since the 1992-93 school year."  Which of the following also might be correct statements of their finding, had they taken our course?  (Check all that apply).

a) The decrease in the rate of school-associated violent deaths was statistically significant

b) We estimate that between 1992-93 and 1998-99, school-associated violent deaths decreased by 0.0012 deaths per 100,000 persons per year

c) We estimate that between 1992-93 and 1998-99, school-associated violent deaths decreased by 0.0012 deaths per 100,000 persons per year (95% CI: .0003 to .0020)

d) We estimated that between 1992-93 and 1998-99, there were 1.2 fewer deaths each year for every 100,000,000 students (95% CI: 0.3 to 2.0 fewer deaths)

14) Using this regression analysis, we might predict the rate of violent deaths in 2005-2006 to be:  (Check only one response).

a) 0.0178 deaths per 100,000 persons

b) –0.0011 deaths per 100,000 persons
c) 0.0061 deaths per 100,000 persons
d) –3.56 deaths per 100,000 persons
e) +3.56 deaths per 100,000 persons
Osteoporosis and bone fracture is a major public health problem.  Questions 15 through 20 pertain to the following longitudinal investigation of the relationship between the dose of INHALED glucosteroids and rate of bone loss over 3 years in premenopausal women with asthma.  (New Eng J Med 2001;345:941-7). The following Table 2 shows baseline characteristics for three groups of women defined by daily dose level of INHALED glucosteroid therapy none, 4 – 8 puffs/day, and > 8 puffs/day).

[image: image159.png]TABLE 2. BASE-LINE CHARACTERISTICS ACCORDING TO THE DOSE
OF INHALED GLUCOCORTICOIDS AT BASE LINE.*

WomeN TAKING
No INHALED Women TANG ~ WomeN Taxng
GLucocorncoibs  4-8 Purrs/Day  >8 Purrs/Day
CHARACTERISTIC (N=28) (N=39) {N=42)
Age (y)t 3427 33x8 377
Weight (Ib)} 14020 139+29 154+40
Height (ft)§ 54%0.2 5.4+0.2 5.4+02
Calcium intake (mg) 838+268 789+348 940+355
Serum 25-hydroxyvitamin D (ng/ml) 26+7 289 25%10
FEV, (% predicted) 88.1x209 96.0x16.1 86.7x19.8
Physical-activity score§ 98+54 65+62 5571
Smoking history (pack-years) 4*6 2+4 25
Current use of oral contraceptives (%) 2544 33*48 19+40
History of oral glucocorticoid therapy (%)]| 36+49 76*43 7942
Current or past use of topical inhaled gluco- 14*36 62+49 62+49
corticoids (%)}

Daily dose of inhaled glucocorticoids (puffs) — 7.3x1.2 14.6*x4.7
Bone-density z score**

Total hip 0.14+0.80 —0.06x0.85 —0.18+0.90

Trochanter 0.16x0.98 0.05x0.87 ~0.13+£0.90

Femoral neck 0.30+0.99 0.14%0.87 -0.22+1.03

Lumbar spine 0.21x0.83 0.04+1.10 0.09x1.11
Bone density (g/cm?)

Total hip 0.95+0.10 0.90=0.10 0.91+0.13

Trochanter 0.71+0.10 0.70+0.09 0.68+0.10

Femoral neck 0.86+0.12 0.84*0.10 0.80+0.13

Lumbar spine 1.05+0.10 1.01+0.08 1.03+0.12
Serum parathyroid hormone (pg/ml)t 29+2 3011 33x13
Urinary calcium excretion (mg/24 hr)}} 137+83 142*63 158+93
Urinary N-telopeptide (nmol of bone collagen 4132 45+48 39+28

equivalents/mmol of creatinine)

Serum osteocalcin (ng/ml)§§ 8+4 8+4 7+4
Urinary cortisol (ug/24 hr){ 50x18 49+26 41+18

*Plus—minus values are means *SD. FEV, denotes forced expiratory volume in one second.
1P<0.05 for the comparison among the three groups.

$To convert values to kilograms, multiply by 0.45.

§To convert values to meters, multiply by 0.3.

{The physical-activity score, expressed as metabolic hours per weck, is a combined measurement
of physical activitics related to sports, employment, and houschold activities.

JP<0.01 for the comparison among the three groups.

**The z score is the number of standard deviations above or below the mean for age-matched nor-
mal women.

+1To convert values to picomoles per liter, multiply by 0.106.

$3To convert values to millimoles per liter, muldiply by 0.25.

§§To convert values to nanomoles per liter, multiply by 0.172.

1170 convert valucs to micromoles per 24 hours, multiply by 2.759.




15) Complete the following table by filling in the odds and odds ratios of current use of oral contraceptives in each of the three dose groups: 

	
	No inhaled therapy
	4-8 puffs/day
	> 8 puffs/day

	Odds of current use of oral

contraceptives


	
	
	

	Odds Ratio
	1.00
	
	


The odds of current use of oral contraceptives in the highest dose group is: (Circle only one response).

a) 0.23

b) 0.49

c) 0.70

d) 1.48

e) 4.34

16) Assuming no prior knowledge about the unknown proportion of women currently using oral contraceptives, what sample size would be needed to estimate it to within ( 10% using a significance level of 0.05? (Circle only one response).

a) 34

b) 49

c) 96

d) 109

e) 384

17) Suppose the authors wanted to design a study to detect a difference of 0.05 g/cm2 in total hip bone density between women taking INHALED glucosteroids and those not.  Assume equal variance of 0.01 (g/cm2)2, equal sample sizes, and ( = 0.05 and (=0.10.  How many women would be needed in each group?: (Circle only one response).
a) 34

b) 42

c) 84

d) 210

e) 4203


18) A 95% confidence interval for the difference in the mean age at baseline between women taking none versus > 8 puffs/day of inhaled glucosteroid therapy indicates that : (Circle only one response).
a) Women in the higher dose group are on average 0.1 to 5.9 years older than women not taking inhaled therapy.

b) Women in the higher dose group are on average 0.1 to 5.9 years younger than women not taking inhaled therapy.

c) Women in the higher dose group are on average 1.3 to 4.7 years older than women not taking inhaled therapy.

d) Women in the higher dose group are on average 1.3 to 4.7 years younger than women not taking inhaled therapy.

e) There is no statistically significant difference in mean age between these two groups of women.

19) Complete the following ANOVA table to assess whether mean age differed between the three dose groups at baseline:

	Source
	Sums of Squares
	Degrees of freedom
	Mean Square
	F-ratio
	p-value

	Between groups


	
	
	
	
	

	Within groups


	
	
	
	

	Total
	6111.6
	


Relying on the equal variance assumption of the ANOVA, the best estimate of this 

variance, (2 ,is ______________ (Fill in the blank) which is also known as: (Circle only one response).
a) s2
b) SST (Total Sum of Squares)

c) SSW (Within Group Sum of Squares)

d) MSB (Mean Square for Between Groups)

e) MSW (Mean Square for Within Groups)


20) Suppose that the following are the test statistics and associated p-values computed to test pairwise differences in mean age between the dose groups:
	Pairwise Comparison
	t-statistic
	p-value

	0 versus 4-8 puffs/day
	0.55
	0.580

	4-8 versus > 8 puffs/day
	2.44
	0.0160

	0 versus > 8 puffs/day
	1.82
	0.0720


Using a Bonferonni adjustment, statistically significant differences in mean age exist 

between: (Circle only one response).

a) Women taking no glucosteroids versus those taking either 4-8 or > 8 puffs/day.

b) Women taking no glucosteroids versus > 8 puffs/day 

c) Women taking 4-8 puffs/day versus > 8 puffs/day

d) Women taking no glucosteroids versus 4-8 puffs/day

e) Women taking 4-8 puffs/day versus those taking either none or > 8 puffs/day

Post-test Survey Section A:  Study Participation 

50. Which of the following best describes your exposure to the cooperative learning sessions since this study began?  Click only one response.
a. I did some of the activities on my own. Go to question 2
b. I heard about some of the activities, but I did not do them myself.  Skip to question 5
c. I don’t know anything about the group activities.  Skip to question 5

51. For each cooperative learning session, please indicate whether you completed the entire session, most of the session, some of the session, or did not see the exercise sheet for the session.  Click one answer for each session.
	Conditional Probability

Binomial and Poisson Distributions

Sampling Distribution of the Mean

Hypothesis Testing

Confidence Intervals

X2 Distribution

ANOVA

Simple Linear Regression


	All

1

1

1

1

1

1

1

1


	Most

2

2

2

2

2

2

2

2


	Some

3

3

3

3

3

3

3

3
	None

4

4

4

4

4

4

4

4


52. Would you suggest replacing some or all of the current labs with the cooperative learning sessions, or not?  Click only one answer.
a. Yes, definitely

b. Yes, probably

c. Maybe

d. Probably not

e. Definitely not 


53. If you have an opinion or comment about whether the cooperative learning sessions should be used as part of the regular course, please write it here.

54. To which study group were you originally assigned?


a. Cooperative Learning  Go to question 6
b. Internet Learning  Skip to question 7
c. Control  Skip to question 8
d. On the consent form, I chose not to participate in the study.  Skip to question 8
55. If you didn’t participate in some of the sessions, what reasons describe why you did not participate?  Click all that apply, then skip to question 8.
a. I completed all of the sessions.

b. I was too busy/didn’t have time.

c. I don’t like working in groups.

d. My schedule did not allow me to attend the sessions.

e. I was doing well in the course, and I didn’t need help.

f. The sessions were not helpful.

g. I didn’t like the sessions.

h. I was doing poorly in Biostatistics, so I needed to spend my time studying.

i. I was doing poorly in another course, so I needed to spend my time studying.

j. I just didn’t go.

k. Other: ​____________________________________________

56. If you didn’t participate in some of the sessions, what reasons describe why you did not participate?  Click all that apply.
a. I completed all of the sessions.

b. I was too busy/didn’t have time.

c. I don’t like working on the computer.

d. I was doing well in the course, and I didn’t need help.

e. The sessions were not helpful.

f. I didn’t like the sessions.

g. I was doing poorly in Biostatistics, so I needed to spend my time studying.

h. I was doing poorly in another course, so I needed to spend my time studying.

i. I just didn’t go.

j. Other: ​____________________________________________

57. Which of the following best describes your exposure to the internet learning sessions since this study began? Click only one response.
a. I saw and used some of the applets myself.  Go to question 9
b. I watched someone else use some of the applets.  Go to question 9
c. I didn’t see or use any of the applets.  Skip to question 10



58. For each internet learning session, please indicate whether you completed the entire session, most of the session, some of the session, or did not open the session.  Click one answer for each session.
	Conditional Probability

Binomial and Poisson Distributions

Sampling Distribution of the Mean

Hypothesis Testing

Confidence Intervals

X2 Distribution

ANOVA

Simple Linear Regression


	All

1

1

1

1

1

1

1

1


	Most

2

2

2

2

2

2

2

2


	Some

3

3

3

3

3

3

3

3
	None

4

4

4

4

4

4

4

4


59. Please write any comments about the study below.

60. How many credits did you take during the 1st term?  _______


61. How many credits did you take during the 2nd term? _______

62. The strength of your belief that you can learn Biostatistics is:

   0%
10%
20%
30%
40%
50%
60%
70%
80%
90%
100%

(can not learn)


(moderately certain)



(can do)

63. Did you hire a tutor to help you with Biostatistics during the first or second term?


a. Yes


b. No



64. Do you plan to take the fourth term of Biostatistics (Biostat 624)?

a. Yes


b. No



Post-test Survey Section B:  Statistical Knowledge

For each question below, choose the best answer
,
.

1. Which of the following statements reflects your attitude to the most common statistical expressions in public health literature, such as SD, SE, p-values, confidence limits, and correlation coefficients?

a. I understand all the expressions.

b. I understand some of the expressions.

c. I have a rough idea of the meaning of these expressions.

d. I know vaguely what it is all about, but not more.

e. I do not understand the expressions.


2. In a published paper, 150 patients were characterized as ‘Age 26 years  5 years (mean  standard deviation)’.  Which of the following statements is the most correct?

a. It is 95 percent certain that the true mean lies within the interval 16-36 years.

b. Most of the patients were aged 26 years; the remainder were aged between 21 and 31 years.

c. Approximately 95 percent of the patients were aged between 16 and 36 years.

d. I do not understand the expression and do not want to guess.


3. A standard deviation has something to do with the so-called normal distribution and must be interpreted with caution.  Which statement is the most correct?

a. My interpretation assumes a normal distribution.  However, biological data are rarely distributed normally, for which reason expressions of this kind usually elude interpretation.

b. My interpretation presupposes a normal distribution, but in practice this assumption is fulfilled in biological research.

c. My interpretation presupposes a normal distribution, but this assumption is fulfilled when the number of patients is as large as 150.

d. Such expressions are used only when research workers have assured themselves that the assumption is fulfilled.

e. I know nothing about the normal distribution, and do not want to guess.


4. The probability of colorectal cancer can be given as 0.3%.  If a person has colorectal cancer, the probability that the hemoccult test is positive is 50%.  If a person does not have colorectal cancer, the probability that he still tests positive is 3%.  What is the probability that a person who tests positive actually has colorectal cancer?

a. There is five percent chance that a person testing positive has the disease.

b. 12% of the people who test positive have the disease.

c. The probability that a person who tests positive has colorectal cancer is 0.34.

d. Half of those testing positive have colorectal cancer.

e. I do not know, and do not wish to guess.


5. A pharmacokinetic investigation, including 216 volunteers, revealed that the plasma concentration one hour after oral administration of 10 mg of the drug was 188 ng/ml 10ng/ml (mean  standard error).  Which of the following statements do you prefer?

a. Ninety-five percent of the volunteers had plasma concentrations between 169 and 208 ng/ml.

b. The interval from 168 to 208 ng/ml is the normal range of the plasma concentration 1 hour after oral administration.

c. We are 95 percent confident that the true mean lies somewhere within the interval 168 to 208 ng/ml.

d. I do not understand the expression and do not wish to guess.


6. A standard error has something to do with the so-called normal distribution and must be interpreted with caution.  Which statement is the most correct?

a. My interpretation assumes a normal distribution.  However, biological data are rarely distributed normally, and this is why expressions of this kind cannot usually be interpreted sensibly.

b. My interpretation presupposes a normal distribution, but in practice this assumption is fulfilled in biological research.

c. My interpretation presupposes a normal distribution, but this assumption is fulfilled when the number of patients is so large.

d. Such expressions are used only when research workers have assured themselves that the assumption is fulfilled.

e. I know nothing about the normal distribution, and do not want to guess.


7. A controlled trial of a new treatment led to the conclusion that it is significantly better than placebo: p<0.05.  Which of the following statements do you prefer?

a. It has been proved that the treatment is better than placebo.

b. If the treatment is not effective, there is less than a 5 percent chance of obtaining such results.

c. The observed effect of treatment is so large that there is less than a 5 percent chance that the treatment is no better than placebo.

d. I do not really know what a p-value is and do not wish to guess.


8. A new drug was tested independently in two randomized controlled trials.  The trials appeared comparable and comprised the same number of patients.  One trial led to the conclusion that the drug was effective (p<0.05), whereas the other trial led to the conclusion that the drug was ineffective (p>0.05).  The actual p-values were 0.041 and 0.097.  Which of the following interpretations do you prefer?

a. The first trial gave a false-positive result.

b. The second trial gave a false-negative result.

c. Obviously, the trials were not comparable after all.

d. One must not attach too much importance to small differences between p-values.

e. I do not understand the problem and do not wish to guess.


9. Patients with ischaemic heart disease and healthy subjects are compared in a population survey of 20 environmental factors.  A statistically significant association is found between ischaemic heart disease and one of those factors.  Which of the following interpretations do you prefer?

a. The association is true as it is statistically significant.

b. This is no doubt a false-positive result.

c. The result is not conclusive but might inspire a new investigation of this particular problem.  

d. I do not understand the question and do not wish to guess.


10. Researchers submitted a proposal to a funding agency for a study comparing a new drug for high blood pressure to placebo.  They hoped the new drug would reduce blood pressure by 15 mmHg, on average.  What do you think their “null hypothesis” was?

a. The reduction in blood pressure is 15 mmHg greater on the new drug than on placebo, on average.

b. The reduction in blood pressure is greater on the new drug than on placebo.

c. The reduction in blood pressure is the same for the new drug and placebo.

d. I do not know the answer, and do not wish to guess.


11. In this same proposed study, they anticipate 80% power.  That means that

a. If the null hypothesis is true, there is 80% probability of detecting a difference.

b. If the alternative hypothesis is true, there is 80% probability of detecting a difference.

c. There is 80% probability that the new drug reduces blood pressure by 15 mmHg, on average. 

d. I do not understand what “power” is, and I do not want to guess.


Post-test Survey Section C:  Learning Style

Instructions
,
:

· Check the answer which best explains your preference.

· Please select more than one response if a single answer does not match your perception. 

· Leave blank any question which does not apply.

1. You are about to give directions to a person who is staying with you.  She is staying in a hotel in town and wants to visit your house later.  She has a rental car.  I would:

a. draw a map on paper

b. tell her the directions

c. write down the directions (without a map)

d. collect her from the hotel in a car

2. You are not sure whether a word should be spelled “dependent” or “dependant”.  I would:

a. look it up in the dictionary

b. see the word in my mind and choose by the way it looks

c. sound it out in my mind

d. write both versions down on paper and choose one

3. You have just received a copy of your itinerary for a world trip.  This is of interest to a friend.  I would:

a. phone her immediately and tell her about it

b. send her a copy of the printed itinerary

c. show her on a map of the world

d. share what I plan to do at each place I visit


4. You are going to cook something as a special treat for your family.  I would:

a. cook something familiar without the need for instructions

b. thumb through the cookbook looking for ideas from the pictures

c. refer to a specific cookbook where there is a good recipe


5. A group of tourists has been assigned to you to find out about wildlife reserves or parks.  I would:

a. drive them to a wildlife reserve or park

b. show them slides and photographs

c. give them pamphlets or a book on wildlife reserves or parks

d. give them a talk on wildlife reserves or parks


6. You are about to purchase a new CD player.  Other than price, what would most influence your decision?

a. the salesperson telling you what you want to know

b. reading details about it

c. playing with the controls and listening to it

d. it looks really smart and fashionable


7. Recall a time in your life when you learned how to do something like playing a new board game.  Try to avoid choosing a very physical skill, like riding a bike.  I learn best by:

a. visual clues – pictures, diagrams, charts

b. written instructions

c. listening to somebody explaining it

d. doing it or trying it


8. You have an eye problem.  I would prefer that the doctor:

a. told me what was wrong

b. showed me a diagram of what was wrong

c. used a model to show me what was wrong


9. You are about to learn to use a new computer program on a computer.  I would:

a. sit down at the keyboard and begin to experiment with the program’s features

b. read the manual which comes with the program

c. telephone a friend and ask questions about it


10. You are staying at a hotel and have a rental car.  You would like to visit friends whose address/location you do not know.  I would like them to:

a. draw me a map on paper

b. tell me the directions

c. write down the directions (without a map)

d. collect me from the hotel in their car


11. Apart from the price, what would most influence your decision to buy a particular textbook?

a. you have used a copy before

b. a friend talking about it

c. quickly reading parts of it

d. the way it looks is appealing


12. A new movie has arrived in town.  What would most influence your decision to go (or not go)?

a. I heard  radio review about it

b. I read a review about it

c. I saw a preview of it


13. Do you prefer a lecturer or teacher who likes to use:

a. a textbook, handouts, readings

b. flow diagrams, charts, graphs

c. field trips, labs, practical sessions

d. discussion, guest speakers


14. You get pleasure from solitary walks.

a. Yes

b. No


15. You rapidly get involved in social life at a new workplace.

a. Yes

b. No


16. Direct-contact group discussions stimulate you and give you energy.

a. Yes

b. No


17. You are more of a listener than a speaker.

a. Yes

b. No


18. You enjoy having a wide circle of acquaintances.

a. Yes

b. No


19. You enjoy being directly involved in things with other people.

a. Yes

b. No


20. You usually place yourself nearer to the side than in the center of the room.

a. Yes

b. No


21. The more people you speak to, the better you feel.

a. Yes

b. No


22. You are usually the first to react to a sudden event; the telephone ringing or an unexpected question.

a. Yes

b. No


23. You spend your leisure time actively; you like creating things or participating in social life.

a. Yes

b. No


Questions used from the four exams to evaluate each session 

Questions are listed by examination (Roman numeral I-IV) and question number (Arabic number 1-20).  For example, I.2 refers to the second question on the first examination.

Session I: Probability

Five “and” or “or” questions: I.1, I.2, I.3, II.6, II.12

Three conditional probability questions: I.13, II.7, II.8

Seven questions on the difference or ratio of risk: I.7, I.8, I.14, I.15, II.1, III.15, IV.1

Session II: Binomial and Poisson distributions

Three Binomial calculations: I.10, I.11, I.19

Two questions using assumptions of the Binomial distribution:I.12, I.20

One question identifying the Binomial distribution: I.18

One question finding the expected value for a Poisson distribution: I.16

One problem using the Poisson formula: I.17

Two problems identifying the correct distribution: II.9, II.16

Session III: Central Limit Theorem

One question finding the distribution of a mean: II.15

One question differentiating standard deviation and standard error: III.13

Ten questions using the central limit theorem indirectly: II.3, II.4, II.13, II.17, II.18, III.2, III.3, III.14, IV.5, IV.18

Session IV: Hypothesis Testing

Two conclusions from hypothesis tests: II.5, III.12

Five questions using hypothesis testing concepts: II.17, II.20, III.3, III.11, III.13

Session V: confidence Intervals

One confidence interval calculation: III.2

One confidence interval interpretation: III.16b

Two confidence intervals for a difference in means: III.14, IV.18

Session VI: X2 distribution

One question finding degrees of freedom and p-value: III.5

One question calculating expected value: IV.7

Two conclusions from a X2 test: III.6, IV.9

Session VII: ANOVA

One sum of squares calculation: IV.19

One question calculating an F test: IV.19

One question finding a p-value for an F test: IV.19

One question on identifying σ2: IV.19

One question using MSW: IV.19

One question using Bonferonni:IV.20

Session VIII: Simple Linear Regression

One question interpreting intercept: IV.10

One simple question interpreting slope: IV.11

Four complex questions interpreting slope: IV.13a, IV.13b, IV.13c, IV.13d

One question using MSE: IV.12

One question predicting Y given X: IV.14

Appendix K: Participation in the Study










Table A.6: Description of enrollment and participation in the three study groups.

Appendix L: Distribution of Outcome Variables
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Figure A. 1:  Distribution of cumulative examination scores by group
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Figure A. 2: Distribution of first examination scores, by group
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Figure A. 3: Distribution of second examination scores, by group
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Figure A. 4: Distribution of third examination scores, by group
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Figure A. 5: Distribution of fourth examination scores, by group
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Figure A. 6: Distribution of the percentage of session-specific questions correctly answered for study session 2
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Figure A.7: Distribution of the percentage of session-specific questions correctly answered for study session 3
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Figure A.8: Distribution of the percentage of session-specific questions correctly answered for study session 4 (note that the median and the first quartile have the same value for the cooperative learning group)
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Figure A.9: Distribution of the percentage of session-specific questions correctly answered for study session 5 (note that the median and the third quartile have the same value for all three groups)
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Figure A. 10: Distribution of the percentage of session-specific questions correctly answered for study session 6 (note that the median is 100% for the cooperative learning and control groups)
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Figure A. 11: Distribution of the percentage of session-specific questions correctly answered for study session 7
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Figure A.12: Distribution of the percentage of session-specific questions correctly answered for study session 8

Appendix M: Relationships with Study Outcomes

For all tables in Appendix MM, sets in bold are significant at the 0.05 level within the study group (based on trend test for quartiles or ANOVA for categorical variables).

Table A.7:  Relationship of Demographics to Each Examination for the Cooperative Learning Group

	Characteristic
	1st Midterm

Mean (SD)
	1st Final

Mean (SD)
	2nd Midterm

Mean (SD)
	2nd Final

Mean (SD)

	Gender
	Male
	89.53 (13.13)
	77.11 (14.84)
	80.83 (11.61)
	72.71 (14.63)

	
	Female
	89.72 (13.11)
	82.50 (10.14)
	82.40 (11.51)
	77.61 (13.12)

	Age
	20-29
	91.36 (10.06)
	82.43 (11.58)
	82.24 (10.71)
	77.76 (12.31)

	
	30-39
	85.71 (17.84)
	77.86 (12.90)
	81.50 (13.73)
	71.58 (15.50)

	
	40-49
	93.00 (5.70)
	82.00 (9.08)
	81.60 (8.96)
	84.00 (12.36)

	
	50+
	78.00*
	90.00*
	75.00*
	64.00*

	Degree
	MPH
	88.88 (12.93)
	80.83 (10.80)
	79.20 (10.71)
	73.88 (15.50)

	
	Other Master’s
	90.10 (12.77)
	81.25 (13.75)
	85.00 (9.91)
	76.85 (12.87)

	
	Doctoral
	92.83 (7.60)
	86.25 (9.08)
	85.67 (6.73)
	81.33 (11.12)

	
	Other
	85.71 (21.13)
	70.71 (9.32)
	75.83 (21.31)
	73.00 (12.10)

	Department
	Epidemiology & Biostatistics
	90.88 (12.75)
	79.67 (12.32)
	87.14 (6.11)
	79.64 (13.36)

	
	Health Policy & Management
	87.73 (13.10)
	78.67 (14.82)
	83.53 (10.21)
	71.40 (16.74)

	
	Population & Family Health Sciences
	89.20 (15.31)
	83.67 (10.77)
	79.33 (14.30)
	77.29 (11.72)

	
	International Health
	86.50 (14.54)
	81.11 (13.64)
	71.00 (11.25)
	74.44 (14.02)

	
	Other
	95.00 (6.87)
	81.67 (5.59)
	87.78 (4.79)
	79.22 (10.54)


* only one person in the cooperative learning group was in the 50+ age group.

Table A.8:  Relationship of Demographics to Each Examination for the Internet Learning Group

	Characteristic
	1st Midterm

Mean (SD)
	1st Final

Mean (SD)
	2nd Midterm

Mean (SD)
	2nd Final

Mean (SD)

	Gender
	Male
	89.73 (13.05)
	79.42 (12.44)
	86.20 (8.57)
	77.85 (9.88)

	
	Female
	89.20 (11.94)
	80.46 (11.92)
	82.49 (10.60)
	75.28 (15.21)

	Age
	20-29
	91.63 (9.14)
	81.47 (11.74)
	82.75 (10.94)
	75.64 (13.87)

	
	30-39
	84.97 (16.11)
	78.79 (12.08)
	85.07 (8.91)
	77.50 (14.92)

	
	40-49
	88.33 (16.07)
	73.33 (16.03)
	82.67 (5.03)
	72.33 (0.58)

	
	50+
	88.75 (11.09)
	81.67 (14.43)
	83.33 (17.79)
	74.00 (20.42)

	Degree
	MPH
	90.51 (12.07)
	77.94 (10.88)
	82.53 (7.91)
	76.51 (11.93)

	
	Other Master’s
	89.61 (12.79)
	82.42 (12.97)
	83.50 (12.41)
	79.07 (12.09)

	
	Doctoral
	90.65 (9.82)
	82.65 (12.00)
	84.18 (10.81)
	74.24 (16.46)

	
	Other
	81.44 (13.60)
	76.11 (11.93)
	86.11 (9.40)
	67.22 (19.08)

	Department
	Epidemiology & Biostatistics
	92.82 (10.50)
	86.36 (8.62)
	88.77 (6.41)
	86.50 (10.87)

	
	Health Policy & Management
	95.40 (6.16)
	82.5 (9.10)
	85.45 (7.44)
	75.90 (11.96)

	
	Population & Family Health Sciences
	81.81 (15.35)
	74.00 (12.75)
	78.93 (15.28)
	67.69 (14.02)

	
	International Health
	88.25 (12.42)
	77.25 (13.71)
	78.63 (8.67)
	74.84 (13.31)

	
	Other
	85.43 (12.01)
	77.86 (13.11)
	84.07 (9.66)
	70.79 (12.68)


Table A.9:  Relationship of Demographics to Each Examination for the Control Group

	Characteristic
	1st Midterm

Mean (SD)
	1st Final

Mean (SD)
	2nd Midterm

Mean (SD)
	2nd Final

Mean (SD)

	Gender
	Male
	87.61 (14.14)
	81.25 (13.72)
	84.63 (9.74)
	77.50 (14.82)

	
	Female
	88.57 (13.24)
	82.87 (10.35)
	82.25 (10.67)
	74.10 (14.48)

	Age
	20-29
	91.17 (9.58)
	84.14 (10.52)
	84.36 (9.91)
	76.88 (13.50)

	
	30-39
	87.52 (13.77)
	80.37 (11.92)
	82.04 (9.65)
	74.77 (15.28)

	
	40-49
	65.50 (22.70)
	73.33 (16.07)
	73.25 (17.29)
	59.00 (12.11)

	
	50+
	87.50 (17.68)
	70.00 (14.14)
	76.50 (9.19)
	58.00 (15.56)

	Degree
	MPH
	93.00 (10.31)
	83.71 (11.33)
	84.77 (10.16)
	77.40 (14.72)

	
	Other Master’s
	88.29 (9.87)
	79.14 (11.34)
	81.94 (9.82)
	73.26 (13.85)

	
	Doctoral
	85.53 (17.30)
	88.67 (9.35)
	81.31 (13.40)
	76.38 (16.37)

	
	Other
	78.30 (19.80)
	79.38 (12.08)
	83.63 (6.99)
	71.75 (14.54)

	Department
	Epidemiology & Biostatistics
	90.06 (9.97)
	79.71 (12.68)
	82.29 (9.12)
	76.47 (15.56)

	
	Health Policy & Management
	82.28 (17.15)
	80.91 (15.17)
	80.08 (13.32)
	71.54 (16.88)

	
	Population & Family Health Sciences
	88.23 (16.32)
	82.08 (8.11)
	86.17 (7.20)
	77.08 (9.61)

	
	International Health
	90.96 (10.69)
	83.46 (9.67)
	84.72 (8.12)
	76.36 (14.02)

	
	Other
	92.50 (7.23)
	86.67 (7.78)
	82.90 (12.62)
	75.80 (14.57)


Table A. 10:  Comparison of Relationship of Demographics to Each Examination by group, using ANOVA: p-values for group differences and characteristic differences

	Characteristic
	1st Midterm
	1st Final
	2nd Midterm
	2nd Final

	Gender
	Group differences
	0.770
	0.426
	0.661
	0.861

	
	Characteristic differences
	0.902
	0.128
	0.222
	0.614

	Age
	Group differences
	0.789
	0.550
	0.700
	0.851

	
	Characteristic differences
	<0.001
	0.200
	0.518
	0.259

	Degree
	Group differences
	0.798
	0.422
	0.673
	0.865

	
	Characteristic differences
	0.011
	0.007
	0.924
	0.277

	Department
	Group differences
	0.760
	0.430
	0.641
	0.892

	
	Characteristic differences
	0.322
	0.829
	0.021
	0.015


Table A. 11:  Relationship of Demographics to the Percentage of Session-Specific Questions Correctly Answered for the Cooperative Learning Group

	Characteristic
	Session Number

	
	1

% (n)
	2

% (n)
	3

% (n)
	4

% (n)
	5

% (n)
	6

% (n)
	7

% (n)
	8

% (n)

	Gender
	Male
	90.6 (17)
	78.4 (19)
	63.6 (17)
	66.7 (18)
	64.7 (17)
	79.4 (17)
	71.6 (17)
	52.9 (17)

	
	Female
	91.9 (43)
	84.8 (44)
	64.5 (43)
	66.2 (44)
	70.0 (44)
	87.5 (44)
	81.8 (44)
	63.1 (44)

	Age
	20-29
	93.3 (37)
	85.4 (37)
	65.6 (37)
	65.3 (37)
	69.7 (37)
	88.2 (38)
	79.4  (38)
	59.2 (38)

	
	30-39
	88.8 (19)
	77.2 (21)
	58.4 (19)
	66.4 (20)
	65.8 (19)
	78.9 (19)
	77.2 (19)
	61.2 (19)

	
	40-49
	88.3 (4)
	88.0 (5)
	79.5 (4)
	74.3 (5)
	68.8 (4)
	87.5 (4)
	83.3 (4)
	65.6 (4)

	
	50+
	86.7 (1)
	70.0 (1)
	54.5 (1)
	71.4 (1)
	50.0 (1)
	100.0 (1)
	33.3 (1)
	62.5 (1)

	Degree
	MPH
	89.6 (23)
	80.4 (24)
	56.9 (23)
	60.1 (24)
	64.6 (24)
	84.4 (24)
	81.9 (24)
	58.3 (24)

	
	Other Master’s
	92.7 (20)
	84.0 (20)
	68.6 (20)
	69.3 (20)
	73.8 (20)
	90.0 (20)
	72.5 (20)
	58.8 (20)

	
	Doctoral
	92.2 (12)
	90.8 (12)
	72.0 (12)
	78.6 (12)
	70.8 (12)
	83.3 (12)
	88.9 (12)
	68.8 (12)

	
	Other
	94.7 (5)
	74.3 (7)
	61.8 (5)
	57.1 (6)
	60.0 (5)
	75.0 (5)
	66.7 (5)
	55.0 (5)

	Department
	Epidemiology & Biostatistics
	94.3 (14)
	84.7 (15)
	67.5 (14) 
	71.4 (14)
	73.2 (14)
	87.5 (14)
	83.3 (14)
	63.4 (14)

	
	Health Policy & Management
	85.3 (15)
	84.0 (15)
	64.2 (15)
	73.3 (15)
	66.7 (15)
	86.7 (15)
	76.7 (15)
	59.2 (15)

	
	Population & Family Health Sciences
	94.8 (14)
	85.3 (15)
	61.7 (14)
	61.9 (15)
	64.3 (14)
	83.9 (14)
	77.4 (14)
	62.5 (14)

	
	International Health
	88.3 (8)
	73.3 (9)
	56.8 (8)
	47.6 (9)
	61.1 (9)
	80.6 (9)
	77.8 (9)
	54.2 (9)

	
	Other
	95.6 (9)
	83.3 (9)
	69.7 (9)
	73.0 (9)
	77.8 (9)
	86.1 (9)
	79.6 (9)
	59.7 (9)


Table A. 12:  Relationship of Demographics to the Percentage of Session-Specific Questions Correctly Answered for the Internet Learning Group

	Characteristic
	Session Number

	
	1

% (n)
	2

% (n)
	3

% (n)
	4

% (n)
	5

% (n)
	6

% (n)
	7

% (n)
	8

% (n)

	Gender
	Male
	92.0 (25)
	84.2 (26)
	67.6 (25)
	72.0 (25)
	65.0 (25)
	86.0 (25)
	73.1 (26)
	63.5 (26)

	
	Female
	92.1 (63)
	81.7 (64)
	63.1 (64)
	66.5 (64)
	68.8 (65)
	82.7 (65)
	83.6 (65)
	61.2 (65)

	Age
	20-29
	93.6 (57)
	84.4 (57)
	63.8 (58)
	66.7 (58)
	69.5 (59)
	84.7 (59)
	80.2 (59)
	62.9 (59)

	
	30-39
	89.6 (27)
	78.3 (29)
	67.0 (27)
	70.9 (27)
	66.7 (27)
	83.3 (27)
	81.0 (28)
	61.6 (29)

	
	40-49
	91.1 (3)
	83.3 (3)
	63.6 (3)
	71.4 (3)
	50.0 (3)
	75.0 (3)
	77.8 (3)
	50.0 (3)

	
	50+
	88.9 (3)
	90.0 (3)
	63.6 (3)
	71.4 (3)
	75.0 (3)
	83.3 (3)
	77.8 (3)
	50.0 (3)

	Degree
	MPH
	92.7 (33)
	82.9 (34)
	62.3 (33)
	63.2 (33)
	62.5 (34)
	79.4 (34)
	81.9 (35)
	66.4 (35)

	
	Other Master’s
	93.1 (29)
	83.7 (30)
	63.9 (30)
	65.7 (30)
	73.3 (30)
	88.3 (30)
	85.0 (30)
	62.5 (30)

	
	Doctoral
	93.3 (17)
	84.1 (17)
	68.4 (17)
	79.8 (17)
	69.1 (17)
	88.2 (17)
	72.5 (17)
	60.3 (17)

	
	Other
	83.7 (9)
	73.3 (9)
	65.7 (9)
	71.4 (9)
	66.7 (9)
	75.0 (9)
	75.9 (9)
	44.4 (9)

	Department
	Epidemiology & Biostatistics
	94.5 (22)
	89.1 (22)
	72.3 (22)
	72.1 (22)
	75.0 (22)
	90.9 (22)
	93.9 (22)
	73.9 (22)

	
	Health Policy & Management
	94.7 (19)
	90.5 (19)
	67.3 (20)
	73.6 (20)
	71.3 (20)
	85.0 (20)
	80.0 (20)
	61.3 (20)

	
	Population & Family Health Sciences
	90.0 (14)
	70.0 (15)
	57.1 (14)
	61.2 (14)
	66.7 (15)
	76.7 (15)
	71.9 (16)
	52.3 (16)

	
	International Health
	93.0 (19)
	78.5 (20)
	58.4 (19)
	59.4 (19)
	59.2 (19)
	78.9 (19)
	76.3 (19)
	64.5 (19)

	
	Other
	85.2 (14)
	80.0 (14)
	63.0 (14)
	72.4 (14)
	64.3 (14)
	83.9 (14)
	76.2 (14)
	50.9 (14)


Table A. 13:  Relationship of Demographics to the Percentage of Session-Specific Questions Correctly Answered for the Control Group

	Characteristic
	Session Number

	
	1

% (n)
	2

% (n)
	3

% (n)
	4

% (n)
	5

% (n)
	6

% (n)
	7

% (n)
	8

% (n)

	Gender
	Male
	89.5 (26)
	82.2 (27)
	68.0 (27)
	73.0 (27)
	74.0 (27)
	83.3 (27)
	78.4 (27)
	65.2 (27)

	
	Female
	92.2 (59)
	84.9 (61)
	65.5 (59)
	69.2 (59)
	69.2 (61)
	82.0 (61)
	78.5 (62)
	59.9 (62)

	Age
	20-29
	92.7 (55)
	86.7 (58)
	69.9 (55)
	71.9 (55)
	74.1 (56)
	87.1 (56)
	78.4 (57)
	62.1 (57)

	
	30-39
	89.7 (26)
	80.8 (26)
	62.0 (27)
	69.8 (27)
	67.6 (27)
	77.8 (27)
	80.9 (27)
	63.9 (27)

	
	40-49
	86.7 (3)
	70.0 (3)
	54.5 (3)
	52.4 (3)
	50.0 (4)
	50.0 (4)
	66.7 (4)
	40.6 (4)

	
	50+
	86.7 (2)
	80.0 (2)
	31.8 (2)
	57.1 (2)
	50.0 (2)
	62.5 (2)
	75.0 (2)
	62.5 (2)

	Degree
	MPH
	92.9 (31)
	88.7 (31)
	67.2 (31)
	72.8 (31)
	76.6 (31)
	80.6 (31)
	82.3 (31)
	69/0 (31)

	
	Other Master’s
	90.3 (33)
	80.9 (35)
	60.9 (33)
	64.1 (33)
	67.4 (33)
	86.4 (34)
	73.5 (34)
	58.5 (34)

	
	Doctoral
	93.8 (14)
	82.7 (15)
	77.3 (14)
	80.6 (14)
	70.3 (16)
	76.6 (16)
	82.3 (16)
	59.4 (16)

	
	Other
	84.8 (7)
	82.9 (7)
	65.9 (8)
	69.6 (8)
	62.5 (8)
	84.4 (8)
	77.1 (8)
	50.0 (8)

	Department
	Epidemiology & Biostatistics
	88.6 (17)
	85.9 (17)
	63.6 (17)
	65.5 (!7)
	72.1 (17)
	80.9 (17)
	79.4 (17)
	58.8 (17)

	
	Health Policy & Management
	89.1 (22)
	78.6 (22)
	64.9 (22)
	70.1 (22)
	67.7 (24)
	78.1 (24)
	72.9 (24)
	58.9 (24)

	
	Population & Family Health Sciences
	94.4 (12)
	87.5 (12)
	68.9 (12)
	72.6 (12)
	72.9 (12)
	85.4 (12)
	81.9 (12)
	62.5 (12)

	
	International Health
	92.3 (25)
	83.8 (26)
	65.1 (25)
	69.7 (25)
	69.0 (25)
	88.0 (25)
	80.1 (26)
	65.4 (26)

	
	Other
	95.6 (9)
	89.1 (11)
	73.6 (10)
	78.6 (10)
	77.5 (10)
	77.5 (10)
	81.7 (10)
	61.3 (10)


Table A. 14:  Comparison of Relationship of Demographics to the Percentage of Session-Specific Questions Correctly Answered by group, using ANOVA: p-values for group differences and characteristic differences

	Characteristic
	Session Number

	
	1
	2
	3
	4
	5
	6
	7
	8

	Gender
	Group Differences
	0.913
	0.821
	0.771
	0.561
	0.636
	0.658
	0.830
	0.898

	
	Characteristic Differences
	0.352
	0.499
	0.381
	0.274
	0.778
	0.916
	0.050
	0.891

	Age
	Group Differences
	0.886
	0.844
	0.805
	0.589
	0.720
	0.465
	0.821
	0.924

	
	Characteristic Differences
	0.036
	0.077
	0.186
	0.983
	0.091
	0.007
	0.718
	0.461

	Degree
	Group Differences
	0.882
	0.833
	0.692
	0.453
	0.668
	0.593
	0.833
	0.850

	
	Characteristic Differences
	0.109
	0.252
	0.047
	0.003
	0.509
	0.045
	0.412
	0.010

	Department
	Group Differences
	0.923
	0.753
	0.630
	0.410
	0.482
	0.640
	0.879
	0.937

	
	Characteristic Differences
	0.617
	0.296
	0.254
	0.046
	0.172
	0.686
	0.165
	0.190


Table A. 15:  Relationship of Student Characteristics to Each Examination for the Cooperative Learning Group

	Characteristic
	1st Midterm

Mean (SD)
	1st Final 

Mean (SD)
	2nd Midterm

Mean (SD)
	2nd Final

Mean (SD)

	Credits
	< 6
	91.67 (6.11)
	70.00 (13.23)
	80.00 (0.00)
	65.50 (0.71)

	
	6-11
	83.50 (2.12)
	77.50 (3.54)
	93.50 (2.12)
	69.00 (5.66)

	
	12-18
	91.25 (13.81)
	83.42 (11.75)
	83.15 (11.88)
	79.42 (13.61)

	
	19+
	86.38 (12.34)
	78.57 (11.53)
	78.48 (10.61)
	71.40 (12.99)

	English
	Native Language
	92.56 (10.44)
	82.87 (11.93)
	82.39 (10.67)
	78.75 (13.19)

	
	Second Language
	84.71 (15.54)
	78.26 (11.64)
	81.14 (13.05)
	71.48 (13.44)

	Employment
	Employed
	88.79 (10.37)
	78.33 (10.70)
	83.04 (11.51)
	71.18 (13.94)

	
	Not Employed
	90.17 (14.44)
	82.44 (12.45)
	81.33 (11.54)
	79.10 (12.74)


Table A. 16:  Relationship of Student Characteristics to Each Examination for the Internet Learning Group

	Characteristic
	1st Midterm

Mean (SD)
	1st Final 

Mean (SD)
	2nd Midterm

Mean (SD)
	2nd Final

Mean (SD)

	Credits
	< 6
	85.71 (13.97)
	80.00 (13.84)
	86.71 (11.28)
	74.71 (21.28)

	
	6-11
	86.50 (19.09)
	72.50 (3.54)
	82.50 (3.54)
	72.50 (23.33)

	
	12-18
	92.48 (85.92)
	83.88 (10.52)
	84.90 (10.96)
	78.56 (13.35)

	
	19+
	85.92 (14.25)
	76.00 (12.47)
	80.52 (9.14)
	72.82 (12.82)

	English
	Native Language
	90.50 (11.36)
	80.29 (12.39)
	83.12 (11.09)
	76.01 (13.22)

	
	Second Language
	87.85 (13.19)
	80.00 (11.66)
	84.05 (8.94)
	75.80 (14.87)

	Employment
	Employed
	88.50 (12.56)
	77.83 (12.15)
	81.17 (12.50)
	71.17 (14.62)

	
	Not Employed
	89.76 (12.09)
	81.31 (11.86)
	84.64 (8.75)
	78.27 (13.05)


Table A. 17:  Relationship of Student Characteristics to Each Examination for the Control Group

	Characteristic
	1st Midterm

Mean (SD)
	1st Final 

Mean (SD)
	2nd Midterm

Mean (SD)
	2nd Final

Mean (SD)

	Credits
	< 6
	83.50 (18.27)
	90.00 (4.08)
	87.00 (5.66)
	75.50 (11.27)

	
	6-11
	87.40 (15.61)
	82.00 (16.43)
	80.20 (7.29)
	78.60 (17.50)

	
	12-18
	89.88 (12.21)
	82.13 (11.36)
	83.41 (9.98)
	74.89 (14.35)

	
	19+
	87.61 (13.83)
	80.97 (11.51)
	82.03 (11.88)
	74.58 (15.42)

	English
	Native Language
	88.97 (14.12)
	83.43 (11.19)
	82.60 (10.77)
	75.67 (14.37)

	
	Second Language
	87.14 (12.35)
	80.71 (11.83)
	83.61 (9.87)
	74.15 (15.11)

	Employment
	Employed
	86.69 (14.52)
	83.19 (12.08)
	82.29 (10.67)
	74.09 (14.55)

	
	Not Employed
	89.43 (12.62)
	81.79 (11.10)
	83.41 (10.30)
	75.77 (14.70)


Table A. 18:  Comparison of Relationship of Student Characteristics to Each Examination by group, using ANOVA: p-values for group differences and characteristic differences

	Characteristic
	1st Midterm
	1st Final
	2nd Midterm
	2nd Final

	Credits
	Group Differences
	0.891
	0.495
	0.646
	0.880

	
	Characteristic Differences
	0.035
	0.026
	0.088
	0.149

	English
	Group Differences
	0.735
	0.471
	0.679
	0.852

	
	Characteristic Differences
	0.028
	0.168
	0.771
	0.188

	Employment
	Group Differences
	0.808
	0.409
	0.681
	0.918

	
	Characteristic Differences
	0.271
	0.255
	0.401
	0.006


Table A.19:  Relationship of Student Characteristics to the Percentage of Session-Specific Questions Correctly Answered for the Cooperative Learning Group

	Characteristic
	Session Number

	
	1

% (n)
	2

% (n)
	3

% (n)
	4

% (n)
	5

% (n)
	6

% (n)
	7

% (n)
	8

% (n)

	Credits
	< 6
	86.7 (2)
	80.0 (3)
	63.6 (2)
	71.4 (2)
	37.5 (2)
	75.0 (2)
	66.7 (2)
	50.0 (2)

	
	6-11
	93.3 (2)
	60.0 (2)
	72.7 (2)
	85.7 (2)
	87.5 (2)
	75.0 (2)
	66.7 (2)
	56.3)

	
	12-18
	94.4 (37)
	85.8 (38)
	67.8 (37)
	70.3 (38)
	71.1 (38)
	86.8 (38)
	82.0 (38)
	64.1 (38)

	
	19+
	86.3 (20)
	79.5 (21)
	56.4 (20)
	57.1 (21)
	63.8 (20)
	85.0 (20)
	73.3 (20)
	54.4 (20)

	English
	Native Language
	92.0 (39)
	86.3 (40)
	66.7 (39)
	69.6 (40)
	70.0 (40)
	88.1 (40)
	88.7 (40)
	61.9 (40)

	
	Second Language
	90.8 (21)
	77.0 (23)
	59.7 (21)
	60.4 (22)
	65.5 (21)
	79.8 (21)
	73.8 (21)
	57.1 (21)

	Employment
	Employed
	89.4 (22)
	79.6 (24)
	61.6 (22)
	67.1 (23)
	65.9 (22)
	83.0 (22)
	78.0 (22)
	58.5 (22)

	
	Not Employed
	92.8 (38)
	84.9 (39)
	65.8 (38)
	65.9 (39)
	69.9 (39)
	86.5 (39)
	79.5 (39)
	61.2 (32)


Table A. 20:  Relationship of Student Characteristics to the Percentage of Session-Specific Questions Correctly Answered for the Internet Learning Group

	Characteristic
	Session Number

	
	1

% (n)
	2

% (n)
	3

% (n)
	4

% (n)
	5

% (n)
	6

% (n)
	7

% (n)
	8

% (n)

	Credits
	< 6
	82.9 (7)
	82.9 (7)
	70.1 (7)
	81.6 (7)
	67.9 (7)
	85.7 (7)
	78.6 (7)
	53.6 (7)

	
	6-11
	90.0 (2)
	65.0 (2)
	63.6 (2)
	57.1 (2)
	62.5 (2)
	62.5 (2)
	83.3 (2)
	62.5 (2)

	
	12-18
	94.2 (48)
	88.3 (48)
	65.7 (49)
	70.6 (49)
	71.0 (50)
	87.5 (50)
	85.0 (50)
	64.8 (50)

	
	19+
	91.3 (33)
	75.7 (35)
	62.3 (33)
	62.8 (33)
	64.4 (33)
	79.5 (33)
	73.5 (34)
	58.8 (34)

	English
	Native Language
	92.2 (49)
	84.0 (50)
	62.9 (50)
	68.6 (50)
	67.2 (51)
	85.3 (51)
	82.7 (51)
	63.5 (51)

	
	Second Language
	91.8 (39)
	80.5 (40)
	66.2 (39)
	67.4 (39)
	68.6 (39)
	81.4 (40)
	77.9 (40)
	59.7 (40)

	Employment
	Employed
	89.5 (28)
	81.0 (29)
	63.3 (29)
	68.0 (29)
	60.3 (29)
	81.9 (29)
	75.9 (29)
	55.6 (29)

	
	Not Employed
	93.2 (60)
	83.1 (61)
	64.8 (60)
	68.1 (60)
	71.3 (61)
	84.4 (61)
	82.8 (62)
	64.7 (62)


Table A.21:  Relationship of Student Characteristics to the Percentage of Session-Specific Questions Correctly Answered for the Control Group

	Characteristic
	Session Number

	
	1

% (n)
	2

% (n)
	3

% (n)
	4

% (n)
	5

% (n)
	6

% (n)
	7

% (n)
	8

% (n)

	Credits
	< 6
	92.2 (6)
	85.7 (7)
	68.2 (6)
	76.2 (6)
	79.2 (6)
	79.2 (6)
	86.1 (6)
	62.5 (6)

	
	6-11
	90.0 (4)
	80.0 (4)
	78.2 (5)
	77.1 (5)
	75.0 (5)
	90.0 (5)
	83.3 (5)
	65.0 (5)

	
	12-18
	91.7 (45)
	86.2 (47)
	66.1 (45)
	71.1 (45)
	69.0 (46)
	83.7 (46)
	72.7 (47)
	60.1 (47)

	
	19+
	91.2 (31)
	81.6 (31)
	63.6 (31)
	66.8 (31)
	70.3 (32)
	78.9 (32)
	84.9 (32)
	63.3 (32)

	English
	Native Language
	92.6 (52)
	86.0 (53)
	67.1 (53)
	72.0 (53)
	71.4 (55)
	84.5 (55)
	77.1 (56)
	62.5 (56)

	
	Second Language
	89.5 (33)
	81.1 (35)
	65.0 (33)
	68.0 (33)
	69.7 (33)
	78.8 (33)
	80.8 (33)
	59.8 (33)

	Employment
	Employed
	91.3 (33)
	81.1 (36)
	68.3 (33)
	74.0 (33)
	71.3 (34)
	82.4 (34)
	80.0 (35)
	61.1 (35)

	
	Not Employed
	91.4 (52)
	86.2 (52)
	65.0 (53)
	68.2 (53)
	70.4 (54)
	82.4 (54)
	77.5 (54)
	61.8 (54)


Table A.22:  Comparison of Relationship of Student Characteristics to the Percentage of Session-Specific Questions Correctly Answered by group, using ANOVA: p-values for group differences and characteristic differences

	Characteristic
	Session Number

	
	1
	2
	3
	4
	5
	6
	7
	8

	Credits
	Group Differences
	0.804
	0.718
	0.843
	0.606
	0.731
	0.609
	0.822
	0.844

	
	Characteristic Differences
	0.030
	0.002
	0.116
	0.019
	0.504
	0.211
	0.922
	0.489

	English
	Group Differences
	0.876
	0.847
	0.758
	0.533
	0.649
	0.673
	0.791
	0.857

	
	Characteristic Differences
	0.253
	0.023
	0.658
	0.161
	0.690
	0.022
	0.437
	0.195

	Employment
	Group Differences
	0.944
	0.761
	0.751
	0.555
	0.587
	0.665
	0.841
	0.903

	
	Characteristic Differences
	0.109
	0.098
	0.881
	0.426
	0.116
	0.464
	0.551
	0.133


Table A. 23:  Relationship of Knowledge and Skills to Each Examination for the Cooperative Learning Group

	Characteristic
	1st Midterm

Mean (SD)
	1st Final 

Mean (SD)
	2nd Midterm

Mean (SD)
	2nd Final

Mean (SD)

	Belief
	1st Quartile
	87.95 (12.22)
	78.81 (12.84)
	80.48 (12.27)
	72.38 (11.43)

	
	2nd Quartile
	92.61 (8.18)
	83.61 (10.12)
	86.06 (7.44)
	78.41 (12.89)

	
	3rd & 4th Quartiles
	89.16 (16.42)
	80.22 (12.48)
	80.63 (12.91)
	78.27 (15.99)

	Computer
	Comfortable
	90.08 (11.70)
	81.12 (12.39)
	81.67 (9.86)
	76.90 (12.76)

	
	Uncomfortable
	88.14 (17.45)
	80.00 (10.38)
	82.93 (16.34)
	73.85 (16.77)


Table A. 24:  Relationship of Knowledge and Skills to Each Examination for the Internet Learning Group

	Characteristic
	1st Midterm

Mean (SD)
	1st Final 

Mean (SD)
	2nd Midterm

Mean (SD)
	2nd Final

Mean (SD)

	Belief
	1st Quartile
	86.55 (11.14)
	78.10 (10.81)
	81.79 (9.27)
	70.97 (15.40)

	
	2nd Quartile
	92.06 (12.89)
	81.77 (11.66)
	85.90 (8.75)
	81.07 (12.88)

	
	3rd & 4th Quartiles
	89.25 (12.19)
	80.48 (13.44)
	82.84 (11.98)
	75.84 (11.92)

	Computer
	Comfortable
	89.52 (11.66)
	80.19 (11.94)
	83.01 (10.40)
	75.41 (14.44)

	
	Uncomfortable
	88.31 (15.54)
	80.00 (12.91)
	86.83 (8.14)
	79.62 (9.63)


Table A. 25:  Relationship of Knowledge and Skills to Each Examination for the Control Group

	Characteristic
	1st Midterm

Mean (SD)
	1st Final 

Mean (SD)
	2nd Midterm

Mean (SD)
	2nd Final

Mean (SD)

	Belief
	1st Quartile
	86.86 (14.56)
	81.36 (13.24)
	81.51 (12.12)
	73.69 (16.03)

	
	2nd Quartile
	87.4 (11.98)
	84.74 (9.50)
	83.63 (12.09)
	72.47 (14.94)

	
	3rd & 4th Quartiles
	90.05 (13.24)
	82.03 (10.77)
	84.08 (7.62)
	77.72 (12.83)

	Computer
	Comfortable
	89.01 (13.48)
	83.56 (10.55)
	83.74 (9.77)
	76.43 (14.40)

	
	Uncomfortable
	86.17 (13.38)
	78.91 (13.40)
	80.83 (11.96)
	71.35 (14.76)


Table A.26:  Comparison of Relationship of Knowledge and Skills to Each Examination by group, using ANOVA: p-values for group differences and characteristic differences

	Characteristic
	1st Midterm
	1st Final
	2nd Midterm
	2nd Final

	Belief
	Group Differences
	0.827
	0.330
	0.721
	0.936

	
	Characteristic Differences
	0.183
	0.144
	0.075
	0.027

	Computer
	Group Differences
	0.814
	0.371
	0.665
	0.896

	
	Characteristic Differences
	0.295
	0.204
	0.953
	0.419


Table A.27:  Relationship of Knowledge and Skills to Session-Specific Results for the Cooperative Learning Group

	Characteristic
	Session Number

	
	1

% (n)
	2

% (n)
	3

% (n)
	4

% (n)
	5

% (n)
	6

% (n)
	7

% (n)
	8

% (n)

	Stat
	1st Quartile
	90.2 (17)
	76.1 (18)
	64.7 (17)
	61.9 (18)
	67.6 (17)
	83.8 (17)
	75.5 (17)
	52.2 (17)

	
	2nd Quartile
	89.7 (20)
	81.0 (20)
	60.5 (20)
	65.7 (20)
	68.8 (20)
	82.5 (20)
	78.3 (20)
	55.6 (20)

	
	3rd Quartile
	93.3 (17)
	88.9 (19)
	69.0 (17)
	70.6 (18)
	72.2 (18)
	91.7 (18)
	78.7 (18)
	70.1 (18)

	
	4th Quartile
	97.3 (5)
	92.0 (5)
	65.5 (5)
	71.4 (5)
	65.0 (5)
	80.0 (5)
	93.3 (5)
	70.0 (5)

	Math
	1st Quartile
	77.8 (9)
	65.5 (11)
	53.5 (9)
	46.8 (11)
	63.9 (9)
	77.8 (9)
	77.8 (9)
	43.1 (9)

	
	2nd Quartile
	89.3 (5)
	84.0 (5)
	49.1 (5)
	48.6 (5)
	70.0 (5)
	85.0 (5)
	93.3 (5)
	47.5 (5)

	
	3rd & 4th Quartiles
	94.5 (46)
	86.8 (47)
	68.0 (46)
	73.0 (46)
	69.1 (47)
	86.7 (47)
	77.7 (47)
	64.9 (47)

	Tutor
	1st Quartile
	86.7 (5)
	82.0 (5)
	63.6 (5)
	71.4 (5)
	65.0 (5)
	75.0 (5)
	86.7 (5)
	72.5 (5)

	
	2nd & 3rd Quartiles
	95.4 (33)
	89.4 (34)
	66.7 (33)
	71.4 (34)
	70.6 (34)
	86.8 (34)
	83.3 (34)
	66.5 (34)

	
	4th Quartile
	86.0 (19)
	73.8 (21)
	60.8 (19)
	57.10 (20)
	65.8 (19)
	84.2 (19)
	74.6 (19)
	45.4 (19)

	Belief
	1st Quartile
	90.5 (21)
	76.7 (21)
	61.0 (21)
	61.9 (21)
	63.1 (21)
	82.1 (21)
	74.6 (21)
	56.5 (21)

	
	2nd Quartile
	93.7 (17)
	88.9 (17)
	66.8 (17)
	66.4 (17)
	76.5 (17)
	91.2 (17)
	82.4 (17)
	57.4 (17)

	
	3rd & 4th Quartiles
	90.5 (21)
	83.9 (23)
	66.2 (21)
	70.8 (23)
	68.2 (22)
	84.1 (22)
	80.3 (22)
	64.8 (22)

	Computer
	Comfortable
	90.8 (47)
	83.1 (49)
	64.2 (47)
	67.3 (48)
	68.2 (48)
	85.4 (48)
	80.6 (48)
	60.4 (48)

	
	Uncomfortable
	94.4 (13)
	82.1 (14)
	64.3 (13)
	63.3 (!4)
	69.2 (13)
	84.6 (13)
	73.1 (13)
	59.6 (13)


Table A.28:  Relationship of Knowledge and Skills to Session-Specific Results for the Internet Learning Group

	Characteristic
	Session Number

	
	1

% (n)
	2

% (n)
	3

% (n)
	4

% (n)
	5

% (n)
	6

% (n)
	7

% (n)
	8

% (n)

	Stat
	1st Quartile
	92.3 (27)
	77.9 (28)
	53.5 (27)
	55.6 (27)
	63.4 (28)
	82.1 (28)
	73.8 (28)
	70.6 (28)

	
	2nd Quartile
	91.6 (19)
	82.6 (19)
	65.0 (20)
	67.9 (20)
	63.8 (20)
	73.8 (20)
	85.0 (20)
	63.1 (20)

	
	3rd Quartile
	90.3 (27)
	81.8 (28)
	66.3 (27)
	70.4 (27)
	68.5 (27)
	88.0 (27)
	78.6 (28)
	62.9 (28)

	
	4th Quartile
	96.4 (13)
	94.6 (13)
	78.3 (13)
	85.7 (13)
	76.9 (13)
	90.4 (13)
	94.9 (13)
	62.5 (!3)

	Math
	1st Quartile
	90.0 (20)
	81.0 (21)
	66.3 (20)
	70.0 (20)
	71.3 (20)
	85.0 (20)
	69.2 (20)
	61.3 (20)

	
	2nd Quartile
	91.1 (9)
	67.8 (9)
	53.5 (9)
	54.0 (9)
	61.1 (9)
	77.8 (9)
	77.8 (9)
	44.4 (9)

	
	3rd & 4th Quartiles
	92.9 (59)
	85.2 (60)
	65.3 (60)
	69.5 (60)
	67.6 (61)
	84.0 (61)
	84.7 (62)
	64.5 (62)

	Tutor
	1st Quartile
	94.4 (6)
	90.0 (6)
	77.3 (6)
	78.6 (6)
	83.3 (6)
	95.8 (6)
	94.4 (6)
	77.1 (6)

	
	2nd & 3rd Quartiles
	93.2 (47)
	86.0 (47)
	66.7 (48)
	71.7 (48)
	66.8 (49)
	85.7 (49)
	81.3 (49)
	63.5 (49)

	
	4th Quartile
	90.0 (32)
	77.9 (33)
	58.8 (32)
	61.6 (32)
	66.4 (32)
	77.3 (32)
	77.1 (32)
	55.9 (32)

	Belief
	1st Quartile
	90.7 (28)
	78.9 (28)
	60.2 (29)
	63.5 (29)
	63.8 (29)
	81.0 (29)
	75.9 (29)
	54.7 (29)

	
	2nd Quartile
	92.7 (30)
	85.5 (31)
	70.0 (30)
	74.8 (30)
	71.7 (30)
	82.5 (30)
	89.4 (30)
	67.9 (30)

	
	3rd & 4th Quartiles
	92.7 (30)
	82.6 (31)
	62.7 (30)
	65.7 (30)
	67.7 (31)
	87.1 (31)
	76.6 (32)
	62.5 (32)

	Computer
	Comfortable
	92.2 (76)
	82.3 (77)
	63.9 (77)
	67.0 (77)
	66.3 (78)
	84.3 (78)
	79.7 (78)
	61.1 (78)

	
	Uncomfortable
	91.1 (12)
	83.1 (13)
	67.4 (12)
	75.0 (12)
	77.1 (12)
	79.2 (12)
	85.9 (13)
	66.3 (13)


Table A. 29:  Relationship of Knowledge and Skills to Session-Specific Results for the Control Group

	Characteristic
	Session Number

	
	1

% (n)
	2

% (n)
	3

% (n)
	4

% (n)
	5

% (n)
	6

% (n)
	7

% (n)
	8

% (n)

	Stat
	1st Quartile
	88.4 (38)
	80.0 (39)
	61.0 (38)
	63.5 (38)
	68.8 (40)
	80.6 (40)
	73.8 (40)
	55.3 (40)

	
	2nd Quartile
	93.8 (15)
	86.9 (16)
	70.9 (15)
	75.2 (15)
	71.7 (15)
	76.7 (15)
	85.6 (15)
	64.2 (15)

	
	3rd Quartile
	95.4 (23)
	88.3 (24)
	68.6 (24)
	72.0 (24)
	69.8 (24)
	86.5 (24)
	79.3 (25)
	68.5 (25)

	
	4th Quartile
	89.6 (9)
	85.6 (9)
	74.7 (9)
	87.3 (9)
	80.6 (9)
	88.9 (9)
	85.2 (9)
	65.3 (9)

	Math
	1st Quartile
	89.6 (9)
	73.3 (9)
	59.6 (9)
	66.7 (9)
	65.9 (11)
	68.2 (11)
	71.2 (11)
	47.7 (11)

	
	2nd Quartile
	88.6 (14)
	76.0 (15)
	62.3 (14)
	65.3 (14)
	69.6 (14)
	83.9 (14)
	71.4 (14)
	59.8 (14)

	
	3rd & 4th Quartiles
	92.3 (62)
	87.5 (64)
	68.1 (63)
	72.1 (63)
	71.8 (63)
	84.5 (63)
	81.3 (64)
	64.3 (64)

	Tutor
	1st Quartile
	89.3 (15)
	82.7 (15)
	66.7 (15)
	69.5 (15)
	71.7 (15)
	85.0 (15)
	83.3 (15)
	66.7 (15)

	
	2nd & 3rd Quartiles
	94.7 (38)
	87.4 (39)
	69.0 (39)
	73.3 (39)
	74.4 (39)
	84.0 (39)
	81.7 (40)
	69.4 (40)

	
	4th Quartile
	87.6 (29)
	80.0 (30)
	64.3 (29)
	69.0 (29)
	69.0 (29)
	81.0 (29)
	72.4 (29)
	50.4 (29)

	Belief
	1st Quartile
	89.7 (33)
	82.7 (33)
	65.8 (33)
	71.4 (33)
	71.4 (35)
	82.9 (35)
	78.6 (35)
	58.9 (35)

	
	2nd Quartile
	90.8 (16)
	83.7 (19)
	71.6 (16)
	74.1 (16)
	70.3 (16)
	75.0 (16)
	83.3 (17)
	55.9 (17)

	
	3rd & 4th Quartiles
	93.1 (36)
	85.6 (36)
	64.4 (37)
	68.0 (37)
	70.3 (37)
	85.1 (37)
	76.1 (37)
	66.6 (37)

	Computer
	Comfortable
	92.1 (63)
	85.5 (65)
	67.9 (64)
	71.4 (64)
	70.0 (65)
	81.2 (65)
	79.3 (66)
	65.0 (66)

	
	Uncomfortable
	89.4 (22)
	80.0 (23)
	61.6 (22)
	67.5 (22)
	72.8 (23)
	85.9 (23)
	76.1 (23)
	51.6 (23)


Table A.30:  Comparison of Relationship of Knowledge and Skills to Session-Specific Results by group, using ANOVA: p-values for group differences and characteristic differences

	Characteristic
	Session Number

	
	1
	2
	3
	4
	5
	6
	7
	8

	Stat
	Group Differences
	0.912
	0.623
	0.417
	0.251
	0.404
	0.456
	0.890
	0.814

	
	Characteristic Differences
	0.221
	0.005
	<0.001
	<0.001
	0.206
	0.005
	0.006
	0.016

	Math
	Group Differences
	0.703
	0.866
	0.683
	0.471
	0.626
	0.650
	0.682
	0.740

	
	Characteristic Differences
	0.002
	<0.001
	0.019
	0.004
	0.784
	0.152
	0.042
	<0.001

	Tutor
	Group Differences
	0.886
	0.930
	0.682
	0.472
	0.466
	0.857
	0.721
	0.774

	
	Characteristic Differences
	<0.001
	<0.001
	0.064
	0.016
	0.455
	0.137
	0.022
	<0.001

	Belief
	Group Differences
	0.931
	0.725
	0.591
	0.460
	0.507
	0.604
	0.940
	0.835

	
	Characteristic Differences
	0.325
	0.099
	0.068
	0.214
	0.206
	0.426
	0.036
	0.045

	Computer
	Group Differences
	0.924
	0.777
	0.723
	0.541
	0.739
	0.652
	0.849
	0.906

	
	Characteristic Differences
	0.770
	0.403
	0.579
	0.864
	0.201
	0.871
	0.669
	0.174


Appendix N: Session-Specific Results

Session I:  Conditional Probability

Table A. 31:  Results of Logistic Regression Analyses of Session I (Probability): Odds Ratio of Correct Answer Compared to Control Group (95% CI)

	Problems
	Group
	Intent-to-Treat
	Intervention Received

	
	
	Overall
	Adjusted
	Overall
	Adjusted

	5 problems on combining sets of variables
	Cooperative
	1.31

(0.53, 3.22)
	1.06

(0.49, 2.26)
	3.14

(0.76, 12.88)
	2.09

(0.74, 5.95)

	
	Internet
	2.36

(1.05, 5.29)
	1.86

(0.75, 4.59)
	1.51

(0.69, 3.28)
	1.09

(0.45, 2.66)

	3 problems on conditional probability
	Cooperative
	0.79

(0.46, 1.36)
	0.64

(0.37, 1.11)
	1.00

(0.48, 2.08)
	0.79

(0.41, 1.51)

	
	Internet
	0.80

(0.51, 1.27)
	0.64

(0.38, 1.08)
	0.89

(0.55, 1.44)
	0.80

(0.46, 1.41)

	7 problems on difference or ratio of risk
	Cooperative
	1.03

(0.59, 1.81)
	0.99

(0.56, 1.77)
	1.64

(0.60, 4.45)
	1.35

(0.58, 3.11)

	
	Internet
	1.00 

(0.61, 1.63)
	0.85

(0.50, 1.46)
	0.80

(0.50, 1.29)
	0.73

(0.44, 1.20)

	All 18 problems on Probability
	Cooperative
	0.98

(0.62, 1.54)
	0.93

(0.75, 1.16)
	1.37

(0.98, 1.92)
	1.22

(0.96, 1.54)

	
	Internet
	1.06

(0.73, 1.53)
	1.01

(0.81, 1.24)
	1.10

(0.89, 1.37)
	1.03

(0.83, 1.28)


Session II: Binomial and Poisson Distributions

Table A. 32:  Results of Logistic Regression Analyses of Session II (Binomial and Poisson Distributions): Odds Ratio of Correct Answer Compared to Control Group (95% CI)

	Problems
	Group
	Intent-to-Treat
	Intervention Received

	
	
	Overall
	Adjusted
	Overall
	Adjusted

	3 questions on Binomial calculations
	Cooperative
	0.73

(0.41, 1.29)
	0.61

(0.34, 1.10)
	1.11

(0.53, 2.31)
	0.87

(0.46, 1.63)

	
	Internet
	0.92

(0.54, 1.55)
	0.74

(0.40, 1.34)
	1.83

(0.90, 3.70)
	1.79

(0.76, 4.23)

	2 questions on Binomial assumptions
	Cooperative
	1.52

(0.80, 2.90)
	1.16

(0.59, 2.30)
	0.96

(0.44, 2.09)
	0.68

(0.32, 1.46)

	
	Internet
	1.26

(0.73, 2.20)
	0.90

(0.48, 1.67)
	1.85

(0.84, 4.06)
	1.45

(0.73, 2.87) 

	All 6 problems on the Binomial distribution
	Cooperative
	0.94

(0.58, 1.54)
	0.75

(0.47, 1.20)
	1.13

(0.61, 2.08)
	0.87

(0.52, 1.46)

	
	Internet
	0.96

(0.63, 1.47)
	0.70

(0.44, 1.12)
	1.64

(1.00, 2.71)
	1.42

(0.85, 2.38)

	1 question on the mean of the Poisson distribution
	Cooperative
	0.93

(0.45, 1.89)
	0.90

(0.41, 1.98)
	0.97

(0.41, 2.33)
	0.88

(0.33, 2.32)

	
	Internet
	1.37

(0.69, 2.72)
	1.36

(0.62, 3.00)
	2.18

(0.86, 5.49)
	2.31

(0.81, 6.64)

	1 problem using the Poisson distribution
	Cooperative
	1.58

(0.74, 3.37)
	1.70

(0.71, 4.08)
	1.29

(0.50, 3.37)
	1.41

(0.46, 4.29)

	
	Internet
	1.53

(0.78, 3.01)
	1.16

(0.54, 2.50)
	1.42

(0.61, 3.28)
	1.16

(0.45, 3.00)

	All 2 problems on the Poisson distribution
	Cooperative
	1.20

(0.64, 2.23)
	1.20

(0.62, 2.30)
	1.11

(0.49, 2.52)
	1.10

(0.49, 2.43)

	
	Internet
	1.45

(0.79, 2.66)
	1.26

(0.63, 2.50)
	1.74

(0.76, 3.98)
	1.62

(0.61, 4.28)


Table A.33:  Results of Logistic Regression Analyses of Session II (Binomial and Poisson Distributions): Odds Ratio of Correct Answer Compared to Control Group (95% CI)

	Problems
	Group
	Intent-to-Treat
	Intervention Received

	
	
	Overall
	Adjusted
	Overall
	Adjusted

	2 problems on choosing distributions
	Cooperative
	1.13

(0.55, 2.35)
	1.12

(0.53, 2.34)
	3.27

(0.71, 15.05)
	3.02

(0.77, 11.93)

	
	Internet
	0.72

(0.39, 1.35)
	0.70

(0.35, 1.38)
	1.36

(0.68, 2.70)
	1.40

(0.67, 2.89)

	All 10 problems on distributions
	Cooperative
	1.03

(0.68, 1.58)
	0.90

(0.62, 1.32)
	1.26

(0.70, 2.28)
	1.07

(0.66, 1.75)

	
	Internet
	1.02

(0.70, 1.48)
	0.82

(0.55, 1.21)
	1.59

(1.08, 2.35)
	1.44

(0.97, 2.14)


Session III: Central Limit Theorem

Table A. 34:  Results of Logistic Regression Analyses of Session III (Central Limit Theorem): Odds Ratio of Correct Answer Compared to Control Group (95% CI)

	Problems
	Group
	Intent-to-Treat
	Intervention Received

	
	
	Overall
	Adjusted
	Overall
	Adjusted

	1 question on the CLT
	Cooperative
	1.45

(0.35, 6.04)
	1.30

(0.28, 5.92)
	all correct
	all correct

	
	Internet
	3.25

(0.64, 16.55)
	2.64

(0.44, 15.74)
	all correct
	all correct

	1 question on standard error vs. standard deviation
	Cooperative
	0.72

(0.38, 1.38)
	0.77

(0.39, 1.52)
	0.96

(0.41, 2.27)
	0.87

(0.36, 2.11)

	
	Internet
	0.88

(0.49, 1.59)
	0.85

(0.45, 1.60)
	1.38

(0.69, 2.73)
	1.14

(0.56, 2.33)

	All 12 CLT questions
	Cooperative
	0.90

(0.69, 1.17)
	0.85

(0.66, 1.11)
	1.07

(0.77, 1.47)
	0.99

(0.71, 1.39)

	
	Internet
	0.94

(0.73, 1.22)
	0.81

(0.63, 1.05)
	1.01

(0.75, 1.35)
	0.91

(0.69, 1.21)


Session IV:  Hypothesis Testing

Table A. 35:  Results of Logistic Regression Analyses of Session IV (Hypothesis Testing): Odds Ratio of Correct Answer Compared to Control Group (95% CI)

	Problems
	Group
	Intent-to-Treat
	Intervention Received

	
	
	Overall
	Adjusted
	Overall
	Adjusted

	2 questions on hypothesis test conclusions
	Cooperative
	1.04

(0.57, 1.90)
	0.92

(0.50, 1.67)
	2.16

(0.79, 5.91)
	2.23

(0.87, 5.68)

	
	Internet
	0.77

(0.45, 1.32)
	0.70

(0.39, 1.24)
	1.16

(0.56, 2.42)
	1.14

(0.52, 2.52)

	All 7 hypothesis testing questions
	Cooperative
	0.85

(0.61, 1.18)
	0.79

(0.58, 1.07)
	1.11

(0.75, 1.64)
	1.09

(0.74, 1.59)

	
	Internet
	0.91

(0.66, 1.24)
	0.80

(0.59, 1.08)
	1.19

(0.83, 1.71)
	1.07

(0.78, 1.47)


Session V:  Confidence Intervals

Table A. 36:  Results of Logistic Regression Analyses of Session V (Confidence Intervals): Odds Ratio of Correct Answer Compared to Control Group (95% CI)

	Problems
	Group
	Intent-to-Treat
	Intervention Received

	
	
	Overall
	Adjusted
	Overall
	Adjusted

	1 CI calculation
	Cooperative
	0.56

(0.14, 2.16)
	0.58

(0.14, 2.34)
	1.02

(0.12, 8.40)
	1.22

(0.14, 10.47)

	
	Internet
	0.67

(0.18, 2.48)
	0.65

(0.17, 2.50)
	0.60

(0.16, 2.28)
	0.63

(0.16, 2.55)

	1 question on interpreting CIs
	Cooperative
	1.01

(0.42, 2.44)
	0.85

(0.32, 2.23)
	1.64

(0.36, 7.47)
	3.01

(0.38, 24.17)

	
	Internet
	0.82

(0.38, 1.79)
	0.54

(0.23, 1.27)
	0.92

(0.35, 2.41)
	0.89

(0.32, 2.44)

	2 problems on the CI for a difference in means
	Cooperative
	0.83

(0.53, 1.32)
	0.80

(0.50, 1.29)
	1.39

(0.68, 2.84)
	1.54

(0.76, 3.10)

	
	Internet
	0.92

(0.61, 1.38)
	0.72

(0.47, 1.11)
	1.50

(0.89, 2.55)
	1.31

(0.77, 2.24)

	All 4 CI questions
	Cooperative
	0.87

(0.63, 1.21)
	0.83

(0.61, 1.13)
	1.25

(0.72, 2.18)
	1.40

(0.82, 2.38)

	
	Internet
	0.90

(0.67, 1.20)
	0.74

(0.57, 0.97)
	1.16

(0.80, 1.68)
	1.08

(0.77, 1.52)


Session VI:  The X2 Distribution

Table A. 37:  Results of Logistic Regression Analyses of Session VI (X2 Distribution): Odds Ratio of Correct Answer Compared to Control Group (95% CI)

	Problems
	Group
	Intent-to-Treat
	Intervention Received

	
	
	Overall
	Adjusted
	Overall
	Adjusted

	1 question on degrees of freedom and 
p-values
	Cooperative
	0.71

(0.10, 5.20)
	0.40

(0.02, 6.69)
	0.38

(0.04, 3.49)
	0.94

(0.03, 28.71)

	
	Internet
	0.68

(0.11, 4.18)
	0.24

(0.01, 3.74)
	0.69

(0.08, 6.12)
	0.55

(0.05, 6.58)

	1 question on finding expected values
	Cooperative
	1.98

(0.95, 4.13)
	1.71

(0.78, 3.73)
	3.50

(0.77, 15.85)
	4.28

(0.83, 22.17)

	
	Internet
	1.28

(0.69, 2.36)
	0.90

(0.46, 1.76)
	1.50

(0.61, 3.71)
	1.44

(0.56, 3.68)

	2 on conclusions from the X2 distribution
	Cooperative
	1.11

(0.63, 1.95)
	1.05

(0.59, 1.88)
	0.66

(0.31, 1.41)
	0.78

(0.34, 1.79)

	
	Internet
	1.23

(0.72, 2.09)
	1.08

(0.61, 1.91)
	1.12

(0.54, 2.31)
	1.18

(0.58, 2.41)

	All 4 questions on the X2 distribution
	Cooperative
	1.36

(0.86, 2.13)
	1.19

(0.77, 1.84)
	1.07

(0.52, 2.20)
	1.17

(0.59, 2.34)

	
	Internet
	1.19

(0.81, 1.76)
	0.95

(0.96, 1.05)
	1.18

(0.70, 2.00)
	1.18

(0.70, 1.97)


Session VII:  Analysis of Variance (ANOVA)

Table A. 38:  Results of Logistic Regression Analyses of Session VII (Analysis of Variance): Odds Ratio of Correct Answer Compared to Control Group (95% CI)

	Problems
	Group
	Intent-to-Treat
	Intervention Received

	
	
	Overall
	Adjusted
	Overall
	Adjusted

	1 question on sums of squares
	Cooperative
	1.16

(0.57, 2.35)
	1.06

(0.50, 2.24)
	1.19

(0.37, 3.89)
	1.00

(0.29, 3.44)

	
	Internet
	1.37

(0.72, 2.60)
	1.25

(0.62, 2.51)
	1.73

(0.62, 4.83)
	1.45

(0.51, 4.18)

	1 problem on F testing
	Cooperative
	1.04

(0.43, 2.49)
	1.12

(0.43, 2.88)
	1.20

(0.26, 5.58)
	1.04

(0.21, 5.15)

	
	Internet
	1.35

(0.59, 3.07)
	1.36

(0.55, 3.35)
	1.36

(0.38, 4.80)
	1.09

(0.29, 4.03)

	1 problem on p-values
	Cooperative
	0.82

(0.39, 1.75)
	0.77

(0.34, 1.71)
	0.89

(0.27, 2.91)
	0.68

(0.19, 2.35)

	
	Internet
	0.92

(0.46, 1.84)
	0.82

(0.39, 1.74)
	1.69

(0.55, 5.17)
	1.26

(0.40, 3.96)


Table A.39:  Results of Logistic Regression Analyses of Session VII (Analysis of Variance): Odds Ratio of Correct Answer Compared to Control Group (95% CI)

	Problems
	Group
	Intent-to-Treat
	Intervention Received

	
	
	Overall
	Adjusted
	Overall
	Adjusted

	1 question on identifying σ2
	Cooperative
	1.03

(0.53, 2.01)
	1.01

(0.49, 2.06)
	1.72

(0.53, 5.60)
	1.86

(0.48, 7.18)

	
	Internet
	1.16

(0.63, 2.12)
	0.99

(0.51, 1.91)
	1.99

(0.76, 5.19)
	1.67

(0.61, 4.56)

	1 question on mean squared error
	Cooperative
	0.48

(0.16, 1.47)
	0.45

(0.14, 1.40)
	1.68

(0.21, 13.42)
	1.50

(0.18, 12.40)

	
	Internet
	0.53

(0.19, 1.51)
	0.46

(0.16, 1.39)
	1.38

(0.31, 6.27)
	1.31

(0.28, 6.15)

	1 problem on Bonferroni
	Cooperative
	1.44

(0.51, 4.06)
	0.96

(0.31, 3.00)
	1.94

(0.25, 15.43)
	1.44

(0.17, 12.27)

	
	Internet
	1.44

(0.57, 3.59)
	1.20

(0.41, 3.46)
	3.33

(0.43, 25.73)
	2.67

(0.32, 22.12)

	All 6 questions on ANOVA
	Cooperative
	0.98

(0.63, 1.54)
	0.92

(0.57, 1.46)
	1.30

(0.54, 3.13)
	1.13

(0.45, 2.82)

	
	Internet
	1.11

(0.74, 1.68)
	1.01

(0.66, 1.54)
	1.73

(0.84, 3.56)
	1.42

(0.72, 2.81)


Session VIII:  Simple Linear Regression

Table A. 40:  Results of Logistic Regression Analyses of Session VIII (Simple Linear Regression): Odds Ratio of Correct Answer Compared to Control Group (95% CI)

	Problems
	Group
	Intent-to-Treat
	Intervention Received

	
	
	Overall
	Adjusted
	Overall
	Adjusted

	1 question on interpreting the Y-intercept
	Cooperative
	1.45

(0.75, 2.83)
	1.48

(0.73, 3.02)
	0.93

(0.29, 2.94)
	1.01

(0.28, 3.62)

	
	Internet
	2.06

(1.11, 3.81)
	2.04

(1.05, 4.00)
	1.89

(0.60, 5.99)
	1.73

(0.52, 5.71)

	1 simple interpretation of the slope
	Cooperative
	1.10

(0.56, 2.16)
	0.96

(0.47, 1.96)
	1.47

(0.44, 4.93)
	1.25

(0.35, 4.48)

	
	Internet
	0.96

(0.53, 1.75)
	0.90

(0.47, 1.72)
	3.05

(0.85, 10.94)
	3.18

(0.84, 11.98)

	5 questions on interpreting the slope
	Cooperative
	0.79

(0.55, 1.12)
	0.75

(0.54, 1.04)
	1.56

(0.72, 3.38)
	1.40

(0.67, 2.92)

	
	Internet
	0.78

(0.57, 1.07)
	0.77

(0.56, 1.06)
	1.24

(0.81, 1.91)
	1.18

(0.74, 1.89)

	1 question on mean squared error
	Cooperative
	0.95

(0.47, 1.94)
	0.90

(0.43, 1.86)
	1.03

(0.30, 3.45)
	1.02

(0.29, 3.60)

	
	Internet
	1.34

(0.73, 2.49)
	1.20

(0.62, 2.32)
	3.30

(1.20, 9.04)
	3.40

(1.20, 9.61)

	1 question on predicting Y given X
	Cooperative
	2.17

(0.80, 5.87)
	1.77

(0.62, 5.07)
	all correct
	all correct

	
	Internet
	1.57

(0.70, 3.51)
	1.28

(0.52, 3.15)
	3.01

(0.39, 23.42)
	3.71

(0.42, 32.75)

	All 8 questions on regression
	Cooperative
	0.94

(0.71, 1.25)
	0.90

(0.70, 1.16)
	1.42

(0.87, 2.31)
	1.32

(0.82, 2.13)

	
	Internet
	1.00

(0.77, 1.30)
	0.96

 (0.75, 1.25)
	1.53

(1.10, 2.13)
	1.47

(1.05, 2.06)


Qualitative Results

Comments about the cooperative learning session by those who attended.  Specific question was “If you have an opinion about whether the cooperative learning sessions should be used as part of the regular course, please write it here.”

	1. It helps to clear theconcept. But due to very busy schedules it is difficult to practice enough to build the concept strongly. 

	2. I found the sessions that I was able to attend useful.  The sessions helped me to apply biostats concepts in a different way. 

	3. I think they were very helpful 

	4. More helpful than the labs. 

	5. I think the cooperative learning sessions were helpful although I feel like the labs serve a different purpose (actually working through sample problems) rather than solidifying knowledge so I wouldn┤t choose one over the other.  

	6. Sampling distribution of the mean, chi-square distribution, ANOVA, simple linear regression. 

	7. needed more help 

	8. they should definately be used as part of the regular course since they enhance they learning experience gratly 

	9. The two sessions I attended were game-oriented for making them a part of the regular course. 

	10. The cooperative learning session for ANOVA was great!  It was in the session that I finally understood what was going on. 

	11. I think that most of us need solid reinforcement before we can make good use of material requiring the ability to synthesize and make use of course concepts. Many though not all of the coop. learning sessions were more advanced than the labs.  This can damage self-efficacy if you're not ready for it.  Some of the exercises were quite helpful - I esp. remember getting a lot from the Anova session.  Also, individual attention from the instructor helped.  I'm not sure I learned so much from my peers. Maybe I was too impatient or we were all just a little too confused. Perhaps coop learning type material could be used to help make the workload more manageable by replacing something else that also requires advance knowledge of the material, such as the quizzes or a problem set. Or perhaps it would be helpful to set them up with more of a guided intro to help the group recall the info that will be key to getting the trickier answers. (NOTE Regarding q.2 above - I think I missed a few sessions but can't recall which ones.) 

	12. There were some sessions that were incredibly helpful, but others confused me more than I had been before attending.  It is very frustrating when I felt like I had to learn something new to complete the sessions, and would never see the exercise on a test. 

	13. should be optional. it was helpful when I went, but since they weren't every week I often forgot to go, or felt maxed out with biostats and didn't want to deal with it. but if they were every week I may have just made it part of my routine 

	14. I found the cooperative learning sessions profoundly helpful.  They always helped me to see the "forest", while learning important take home points about the "trees".   

	15. the cooperative learning sessions seemed a little silly, and it was difficult to see the theoretical or practical application  

	16. As an optional exercise, for those who want extra help. 


Comments from participants in the cooperative learning group, when asked if they had comments about the study:

	1. I liked doing the self evaluation problems and getting immediate feedback from the computer abut which ones I missed.  This was very helpful to me in identifying areas where I needed further study 

	2. The lectuers are very much math oriented. If we could see practical examples and deal with real data in the class, it might ne much effective for learning teh concept. 

	3. Useful study...people learn in different ways and it is good to have options. 

	4. good effort 

	5. Usefull, but not nessesory 

	6. I┤d love to hear about what you find.  

	7. The cooperative learning group was very helpful. The extra time to work in a small group with a TA available for questions was much better than the lab. 

	8. The cooperative learning sessions didnt have any spaecific advantage pver the labs, so its not clear what theit purpose was. 

	9. Just didn't find it useful for my style of learning. 

	10. sometimes I was too busy and one time I just plain forgot to go to the session, but other than those two things, I really benifited from the sessions 

	11. Some parts were very effective, but some of the participants in the group with me were competitive and I did not feel comfortable. 

	12. more thorough explanations to answers on the online applets would be helpful 

	13. I'm bummed that the study doesn't continue throught the next term, because it was always the major "clarifying time" for me, AND it was great to have a very low facilitator to student ratio for times when we got stuck and needed help.  Much different than the "large labs". 

	14. Helpful in the second quarter 


Comments from participants in the internet learning group, when asked if they had comments about the study:

	1. It was organized well, but I think it's hard to hold our interest over the entire two quarters, especially when we are trying to do so much other work. Also, I tried to do some of the earliest help sessions (what we were supposed to do before the SEP) and found them really poorly organized, so I eventually gave up and just did the SEPs. 

	2. I really just did not have the extra time and it did not fit my learning style well. 

	3. Some of the internet sessions were difficult to understand.  I could not understand the point they were trying to make.  I liked the first two internet sessions and the one on chi square.  The rest were not helpful at all. 

	4. For people who like to procrastinate, like myself, it's easy to get behind. I don't think that the sessions were very valuable though. Just doing the SEPs helped the most. There wasn't anythin in the internet sessions that I didn't get from the notes or lecture.

	5. I would be interested in seeing what was done in the cooperative learning sessions.  I think that kind of environment would be more helpful to me than on-line sessions.  Some of the tutorials I didn't find all that helpful.  My strategy, which was my own study within the study, was to do the SEPs first, then do the session and see if I would change any answers based on what I learned from the session, and I never did.  Participating was useful in keeping me up to date with the SEPs.  

	6. I did not like the internet sessions because they did not seem to parallel the teaching style in class, which I was adjusting to. I also didn't like switching back and forth on the computer from directions to questions and explanations. It is difficult for me to do math on the computer because I like to have pencil in hand to work through problems. I found the sessions to be an ineffective use of my time.   I learned more from reading lecture notes and working problems provided in the course materials. Lastly, I did not like the lack of in-person feedback when I had problems or questions.

	7. internet section did not really coincide with lecture info.  

	8. I liked printing out the problems, working out the answers, then comparing to a paper copy of the answer key. 

	9. I did not think the applets where helpful beyond the probability ones. 

	10. I like the idea of internet resources being part of the study was motivation for me to use them actively (to generate data for y'all), though I don't know if as many people would use them if not explicitly integrated into the biostatistics learning experience. 

	11. The applets weren't terribly user-friendly. It didn't seem like the session was ever OVER, because there were ALWAYS links  to go further.  

	12. I think it may be a valuable addition to some people, although the internet learning was not helpful to me. 

	13. I did not like to learn on the internet. The SEPs were a pain for me. I had to search my books in front of the computer and in the labs there was no place. At home I had other things to do and was too busy. The simulations were okay though. I suggest that electronic SEPs should be such that You can do them without paper and books, just calculator in front of the computer to grasp the concepts. Again, the simulations were good to visualize. 

	14. The beginning sessions were helpful, but the later ones were not helpful at all. 

	15. i was not enthusiasted in terms of taking the lectures on line. i am the type of person who likes interactive session. i get bored really fast next to a computer, but i guess for someone else these online courses can be very helpful 

	16. some of the applets did not help much. 

	17. I do not like working on the computer. I would have rather participated in the cooperative learning group as I do best face to face and by actually doing things rather than reading something off of a computer. i DID TRY TO LOOK AT SOME SESSIONS INITIALLY IN TH 1ST TERM, BUT I GOT LOST AND SO I STOPPED. 

	18. The alternative approaches were great ideas but just felt overwhelming to me as time went on. Also, I felt frustrated with the Internet activities because it told me which ones I got wrong but not an explanation of why (like we get with the posted exams, quizzes, etc.). I ended up feeling more frustrated after completing them and just felt overwhelmed by other aspects of the class that I completed less of them as the class went on. 

	19. Some of the questions in the SEPs was not relevant to the internet sessions (some involved material that we never covered).Most of the applets were not that helpful--they should have more equations on those pages.  I guess that I don't learn very well with those types of exercises...many of them seemed pretty obvious (a good example is the ANOVA) and did not really help me learn the course material 

	20. I ran out of steam at the end and completing the the internet study became fairly low on my priority list.I also found than some of the applets weren't very helpful to my learning process because they didn't force me to use my skills until it came to completing the associated SEP.


Comments from those in the control group, when asked if they had comments about the study:

	1. I heard that the cooperative learning group benefittted a great deal... and the group learning was indeed beneficial. I wanted to 'cross over to that group but was not allowed.  

	2. would like to know the results? 

	3. In spite of the need of a control group for an experimental study, the control group may be somewhat at a disadvantage when trying to navigate themselves through the course work while simtaneously navigating through the resource material.  It is similar to asking the placebo patient how he/she feels after being exposed to the flu virus, ect.

	4. As part of the control group, I did little  but the SEPs.  My understanding was that the control group should just do the standard, not anything else. Honestly, the labs and SEPs and sample problems seemed like enough and i am not sure I would have had time to do anymore than this. 

	5. none...thanks for the pizza! 

	6. Having to do the problems on the computer some days I just guessed on answers because I wanted to submit the questions on time.  If I had been at home with my notes I would probably have worked them out, so I don't know how reflective my scores were really.  I audited 3 credits in addition to the 17 credits I took for a grade first term (see next question). 

	7. great way to study. . . feeling like i HAD to complete the assigned SEPs 

	8. I was in the control group and found myself waiting till I was reviewing for a final to do the SEPs 

	9. Sometimes if I got stuck doing the SEPs, I had to look at an answer before I could move on.  If there were others like me, this would dilute the effect of your study. 

	10. As a control subject, I had no idea what SEP's I had to do.  I participated as much as possible, but I felt a little lost 

	11. For those in the control group, the SEPs did not always offer a "complete" explanation of the answers 

	12. Having to complete the SEPs on-line after doing themon paper took more time than I had. 

	13. I was in the control group--I didn't feel that I changed my study habits or learning style for the study. 


Comments from those not enrolled in the study, when asked if they had comments about the study:

	1. I was too tired and too overwhelmed to participate in the study although it may have helped me I felt it was just one more thing to do. 


Comments about the study from those randomized to the cooperative learning group who did not participate:

	1. I only missed one cooperative learning session.  I thought they were very valuable to comprehending the material and the activities were memorable.  


Comments about the study from those randomized to the internet learning group who did not participate:

	1. I did all of the SEPs and extra questions.  I worked midterms and exmas twice.  I would also go to lab several times, for the same topic.  I found all of these resources very useful,  I just do not like learning from the web. 

	2. sorry for being one of the "lost to follow up"!  It's a good idea. 

	3. Great study, sorry i did not have time or need to use the sessions. 


Comments about the cooperative learning sessions from those not randomized to that group:

	1. They should be a formal part of the course so that the become compulsory. 


Reasons selected for nonparticipation

In the cooperative learning group:

	4
	a. I completed all of the sessions

	31
	b. I was too busy / did not have time

	1
	c. I do not like working in groups

	20
	d. My schedule did not allow me to attend the sessions

	4
	e. I was doing well in the course and did not need help

	9
	f. The sessions were not helpful

	6
	g. I did not like the sessions

	0
	h. I was doing poorly in Biostatistics, so I needed to spend my time studying

	1
	i. I was doing poorly in another course, so I needed to spend my time studying

	6
	j. I just did not go


Other reasons listed in the cooperative learning group:

	1. I often forgot about the sessions 

	2. Some of the group participants were competitive and I did not feel comfortable. 

	3. split time between session activities and lab too much to do both 

	4. I received no follow-up on where and when my group was to meet 


In the internet learning group:

	5
	a. I completed all of the sessions

	42
	b. I was too busy / did not have time

	10
	c. I do not like working on the computer

	7
	d. I was doing well in the course and did not need help

	18
	e. The sessions were not helpful

	6
	f. I did not like the sessions

	1
	g. I was doing poorly in Biostatistics, so I needed to spend my time studying

	2
	h. I was doing poorly in another course, so I needed to spend my time studying

	5
	i. I just did not go


Other reasons listed in the internet learning group:

	1. I did most of them at the last minute however 

	2. I was assigned to the internet learning group 

	3. I completed about 2/3 of the sessions. Some were not helpful. But some definitely were. 

	4. had wrong email 1st term/then I felt behind or lost therfore never participated 


Stata Code for Marginal Structural Models

This appendix includes a sample of the Stata code used to fit the unadjusted marginal structural models for estimating the effect of two consecutive study sessions.  Modified versions of the same code were used to fit models for different numbers of consecutive study sessions and parallel models adjusted for the pretest variables.  

The variables of interest are shown in Table A.52. 

Table A. 41: Variables in memory prior to use of this .do file

	
	Variable
	Description

	Baseline Variables
	coop
	Randomization to the cooperative learning group

	
	internet
	Randomization to the internet learning group

	
	id
	Unique identification number

	
	score
	Cumulative examination score

	Time-Dependent Variables
	absent_
	Nonparticipation in study session at time t

	
	attend_c
	Participation in cooperative learning session at time t

	
	attend_i
	Participation in internet learning session at time t

	
	attend_c_m1
	Participation in cooperative learning session at time t-1

	
	attend_i_m1
	Participation in internet learning session at time t-1

	
	sep
	Completion of SEP between time t-1 and time t

	
	session
	Session number at time t

	
	next
	Score on the course examination subsequent to time t

	
	percent
	Percent of session-specific questions related to the study session at time t that were correctly answered


The dataset was structured to include one record for each of the seven possible sessions (2-8).  Table A.53 provides an illustration of the dataset using two students.

For example, note that student 1 was in the cooperative learning group, but participated in only sessions 1 and 2.  Student 2 was in the internet learning group, and attended sessions 2 through 5.

Table A. 42: Example of the format of the dataset

	id
	session
	coop
	attend_c
	attend_c_m1
	internet
	attend_i
	attend_i_m1

	1
	2
	1
	1
	1
	0
	0
	0

	1
	3
	1
	0
	1
	0
	0
	0

	1
	4
	1
	0
	0
	0
	0
	0

	1
	5
	1
	0
	0
	0
	0
	0

	1
	6
	1
	0
	0
	0
	0
	0

	1
	7
	1
	0
	0
	0
	0
	0

	1
	8
	1
	0
	0
	0
	0
	0

	2
	2
	0
	0
	0
	1
	1
	0

	2
	3
	0
	0
	0
	1
	1
	1

	2
	4
	0
	0
	0
	1
	1
	1

	2
	5
	0
	0
	0
	1
	1
	1

	2
	6
	0
	0
	0
	1
	0
	1

	2
	7
	0
	0
	0
	1
	0
	0

	2
	8
	0
	0
	0
	1
	0
	0


Stata DO file:

logit absent_  coop internet    attend_c_m1 attend_i_m1 

predict poff_num_

logit absent_ coop internet     sep attend_c_m1 attend_i_m1 

predict poff_denom_

reshape wide poff_num_ poff_denom_ absent_ next percent attend attend_c attend_i attend_c_m1 attend_i_m1 sep, i(id) j(session)

reshape long next percent attend attend_c attend_i attend_c_m1     attend_i_m1 sep, i(id) j(session)

gen k1_0_2 = poff_num_2 if absent_2==1 

replace k1_0_2 = (1-poff_num_2) if absent_2==0 

gen k1_w_2 = poff_denom_2 if absent_2==1 

replace k1_w_2 = (1-poff_denom_2) if absent_2==0 

reshape wide k1_0_2 k1_w_2 next percent attend attend_c attend_i attend_c_m1     attend_i_m1 sep, i(id) j(session)

reshape long next percent attend attend_c attend_i attend_c_m1     attend_i_m1 sep, i(id) j(session)

gen k1_0_3 = poff_num_3 * k1_0_22 if absent_3==1 

replace k1_0_3 = (1-poff_num_3) * k1_0_22 if absent_3==0 & absent_2==1 

gen k1_w_3 = poff_denom_3 * k1_w_22 if absent_3==1 

replace k1_w_3 = (1-poff_denom_3) * k1_w_22 if absent_3==0 & absent_2==1 

replace k1_0_3 =k1_0_22 if k1_0_3==.

replace k1_w_3 =k1_w_22 if k1_w_3==.

reshape wide k1_0_3 k1_w_3 next percent attend attend_c attend_i attend_c_m1     attend_i_m1 sep, i(id) j(session)

reshape long next percent attend attend_c attend_i attend_c_m1     attend_i_m1 sep, i(id) j(session)

gen k1_0_4 = poff_num_4 * k1_0_33 if absent_4==1 

replace k1_0_4 = (1-poff_num_4) * k1_0_33 if absent_4==0 & absent_3==1 

gen k1_w_4 = poff_denom_4 * k1_w_33 if absent_4==1 

replace k1_w_4 = (1-poff_denom_4) * k1_w_33 if absent_4==0 & absent_3==1 

replace k1_0_4 =k1_0_33 if k1_0_4==.

replace k1_w_4 =k1_w_33 if k1_w_4==.

reshape wide k1_0_4 k1_w_4 next percent attend attend_c attend_i attend_c_m1     attend_i_m1 sep, i(id) j(session)

reshape long next percent attend attend_c attend_i attend_c_m1     attend_i_m1 sep, i(id) j(session)

gen k1_0_5 = poff_num_5 * k1_0_44 if absent_5==1 

replace k1_0_5 = (1-poff_num_5) * k1_0_44 if absent_5==0 & absent_4==1 

gen k1_w_5 = poff_denom_5 * k1_w_44 if absent_5==1 

replace k1_w_5 = (1-poff_denom_5) * k1_w_44 if absent_5==0 & absent_4==1 

replace k1_0_5 =k1_0_44 if k1_0_5==.

replace k1_w_5 =k1_w_44 if k1_w_5==.

reshape wide k1_0_5 k1_w_5 next percent attend attend_c attend_i attend_c_m1     attend_i_m1 sep, i(id) j(session)

reshape long next percent attend attend_c attend_i attend_c_m1     attend_i_m1 sep, i(id) j(session)

gen k1_0_6 = poff_num_6 * k1_0_55 if absent_6==1 

replace k1_0_6 = (1-poff_num_6) * k1_0_55 if absent_6==0 & absent_5==1 

gen k1_w_6 = poff_denom_6 * k1_w_55 if absent_6==1 

replace k1_w_6 = (1-poff_denom_6) * k1_w_55 if absent_6==0 & absent_5==1 

replace k1_0_6 =k1_0_55 if k1_0_6==.

replace k1_w_6 =k1_w_55 if k1_w_6==.

reshape wide k1_0_6 k1_w_6 next percent attend attend_c attend_i attend_c_m1     attend_i_m1 sep, i(id) j(session)

reshape long next percent attend attend_c attend_i attend_c_m1     attend_i_m1 sep, i(id) j(session)

gen k1_0_7 = poff_num_7 * k1_0_66 if absent_7==1 

replace k1_0_7 = (1-poff_num_7) * k1_0_66 if absent_7==0 & absent_6==1 

gen k1_w_7 = poff_denom_7 * k1_w_66 if absent_7==1 

replace k1_w_7 = (1-poff_denom_7) * k1_w_66 if absent_7==0 & absent_6==1 

replace k1_0_7 =k1_0_66 if k1_0_7==.

replace k1_w_7 =k1_w_66 if k1_w_7==.

reshape wide k1_0_7 k1_w_7 next percent attend attend_c attend_i attend_c_m1     attend_i_m1 sep, i(id) j(session)

reshape long next percent attend attend_c attend_i attend_c_m1     attend_i_m1 sep, i(id) j(session)

gen k1_0_8 = poff_num_8 * k1_0_77 if absent_8==1 

replace k1_0_8 = (1-poff_num_8) * k1_0_77 if absent_8==0 & absent_7==1 

gen k1_w_8 = poff_denom_8 * k1_w_77 if absent_8==1 

replace k1_w_8 = (1-poff_denom_8) * k1_w_77 if absent_8==0 & absent_7==1 

replace k1_0_8 =k1_0_77 if k1_0_8==.

replace k1_w_8 =k1_w_77 if k1_w_8==.

gen k1_0 = k1_0_22 if session==2

replace k1_0 = k1_0_33 if session==3

replace k1_0 = k1_0_44 if session==4

replace k1_0 = k1_0_55 if session==5

replace k1_0 = k1_0_66 if session==6

replace k1_0 = k1_0_77 if session==7

replace k1_0 = k1_0_8 if session==8

gen k1_w = k1_w_22 if session==2

replace k1_w = k1_w_33 if session==3

replace k1_w = k1_w_44 if session==4

replace k1_w = k1_w_55 if session==5

replace k1_w = k1_w_66 if session==6

replace k1_w = k1_w_77 if session==7

replace k1_w = k1_w_8 if session==8

gen stabw= (k1_0)/(k1_w)

glm next attend_c attend_c_m1 attend_i attend_i_m1 [iweight=stabw], cluster(name) family(normal) link(identity)

lincom attend_c + attend_c_m1 

lincom attend_i + attend_i_m1 

test attend_c + attend_c_m1 = attend_i + attend_i_m1 

glm score attend_c attend_c_m1 attend_i attend_i_m1 [iweight=stabw], cluster(name) family(normal) link(identity)

lincom attend_c + attend_c_m1 

lincom attend_i + attend_i_m1 

test attend_c + attend_c_m1 = attend_i + attend_i_m1 

glm percent attend_c attend_c_m1 attend_i attend_i_m1 [iweight=stabw], cluster(name) family(normal) link(identity)

lincom attend_c + attend_c_m1 

lincom attend_i + attend_i_m1 

test attend_c + attend_c_m1 = attend_i + attend_i_m1
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Session VI:  X2 Distribution �As always, pick the things you're interested in for this session. 


We've talked about more than one type of X2 test in class.  The X2 test of homogeneity (or independence) is used when you have two variables, and the null hypothesis is that they are not related to one another. In fact, it can be used for any size table as long as the � HYPERLINK "javascript:openWindow2(%22X2assumptions.html%22,450,230)" �assumptions� of the test are met. In this � HYPERLINK "http://www.duxbury.com/authors/mcclellandg/tiein/johnson/chisq2.htm" �3x2 table�, pretend that you are looking at the results of a vote in an urban district, a suburban district, and a rural district. 


You can change the values in each cell of the table. The marginal totals will update when you press Enter. 


You can also change the data by dragging the black boxes on the visual demonstration of the same data. The table will update when you do this. 


The X2 value and its p-value are shown at the bottom of the table. Ignore Cramer's V. 


Watch the colors in the graphical representation as you change the data. 


The general � HYPERLINK "javascript:openWindow(%22http://www.stat.vt.edu/~sundar/java/applets/ChiDensityApplet.html%22,750,430)" �shape� of the X2 distribution depends only on the number of degrees of freedom. 


Click on "Draw Density" to make the graph appear, and change v to change the degrees of freedom. 


Please make sure you are clear about the connection between the table for an observed X2 situation, and the associated � HYPERLINK "http://www.stat.sc.edu/~west/applets/contable.html" �graph of the distribution� in this 2x3 example. 


After finding your value for the X2 statistic and its p-value, you can check your answer by clicking "compute." The area shaded in the graph represents the � HYPERLINK "javascript:openWindow2(%22pvalue.html%22,350,250)" �p-value�. 


Also, you can change the values in the cells to give yourself another practice example. When you change the cell value, the marginal totals will update automatically. 


Try to make one example where the result is a significant difference, and another example where you fail to reject the null hypothesis. 


The X2 test of � HYPERLINK "http://www.stat.uiuc.edu/~stat100/java/chisquare/ChiSquareApplet.html" �Goodness-of-Fit� allows any type of null hypothesis that defines the expected values, so it's more all-encompassing. 


Start by putting in the observed data and expected frequencies you would like. You may use as many rows as you wish. Make sure the total is the same for the observed and expected frequencies. Then calculate the X2 value corresponding to your observations, and find the number of degrees of freedom so you can determine the p-value. Then check your answers by clicking "OK." 


If you want, you can simulate data from your expected frequency distribution. If you simulate a large number of trials, this can show you how likely or unlikely your observed data is when these expected frequencies are true. 


If you're very confused about calculations for any of these tests or about the difference between the three types of X2 tests, � HYPERLINK "http://math.hws.edu/javamath/ryan/ChiSquare.html" \t "main" �click here�. 








Session VI:�X2 Distribution


� HYPERLINK "http://biosun01.biostat.jhsph.edu/~fboyd/session6.html" \t "main" �Home�


� HYPERLINK "http://www.duxbury.com/authors/mcclellandg/tiein/johnson/chisq2.htm" \t "main" �3x2 Test of Independence�


� HYPERLINK "http://www.stat.sc.edu/~west/applets/contable.html" \t "main" �Connection to graph�


� HYPERLINK "javascript:openWindow(%22http://www.stat.vt.edu/~sundar/java/applets/ChiDensityApplet.html%22,750,430)" �Shape of the distribution� 


� HYPERLINK "javascript:openWindow2(%22X2assumptions.html%22,450,230)" �Assumptions�


� HYPERLINK "http://www.stat.uiuc.edu/~stat100/java/chisquare/ChiSquareApplet.html" \t "main" �Goodness-of-Fit Test�


� HYPERLINK "http://math.hws.edu/javamath/ryan/ChiSquare.html" \t "main" �Difference between the tests���Please complete � HYPERLINK "http://biosun01.biostat.jhsph.edu/~courses/Bio622/closed/sep4a.htm" \t "new" �SEP 4� after you've done this session. 


� HYPERLINK "mailto:bio621@jhsph.edu" �email technical problems�





� HYPERLINK "http://www.stat.vt.edu/~sundar/java/applets/HypoTest0Applet.html" ��� HYPERLINK "http://www.math.sfu.ca/stats/Courses/MultipleChoice/inf.sing.samp.prop.html" ��http://www.stat.sfu.ca/~cschwarz/MultipleChoice/inf.sing.samp.prop.html��





� HYPERLINK "http://www.stat.vt.edu/~sundar/java/applets/HypoTest0Applet.html" ��� HYPERLINK "http://www.math.sfu.ca/stats/Courses/MultipleChoice/inf.two.samp.mean.html" ��http://www.stat.sfu.ca/~cschwarz/MultipleChoice/inf.two.samp.mean.html��





� HYPERLINK "http://www.stat.vt.edu/~sundar/java/applets/HypoTest0Applet.html" ��� HYPERLINK "http://www.stat.vt.edu/~sundar/java/applets/ConfIntApplet.html" ��http://www.stat.vt.edu/~sundar/java/applets/ConfIntApplet.html��





� HYPERLINK "http://www.stat.vt.edu/~sundar/java/applets/HypoTest0Applet.html" ��� HYPERLINK "http://www.math.csusb.edu/faculty/stanton/m262/confidence_means/confidence_means.html" ��http://www.math.csusb.edu/faculty/stanton/m262/confidence_means/confidence_means.html��





� HYPERLINK "http://www.stat.vt.edu/~sundar/java/applets/HypoTest0Applet.html" ��� HYPERLINK "http://www.ruf.rice.edu/~lane/stat_sim/conf_interval/exercises.html" ��http://www.ruf.rice.edu/~lane/stat_sim/conf_interval/exercises.html��





� HYPERLINK "http://www.stat.vt.edu/~sundar/java/applets/HypoTest0Applet.html" ��� HYPERLINK "http://www.ruf.rice.edu/~lane/stat_sim/conf_interval/index.html" ��http://www.ruf.rice.edu/~lane/stat_sim/conf_interval/index.html��





Session V:  Confidence Intervals 


Confidence intervals can be done for continuous data or binary data. Many of you probably feel sure of yourselves already for continuous data. You may not be as comfortable working with binary data. As usual, please pick and choose what you would like to work on.


Confidence interval for a � HYPERLINK "http://www.ruf.rice.edu/~lane/stat_sim/conf_interval/index.html" �mean� �If you're not confident working with confidence intervals for continuous data, try looking at some � HYPERLINK "javascript:openWindow2(%22http://www.ruf.rice.edu/~lane/stat_sim/conf_interval/exercises.html%22,660,460)" �exercises� for this applet


Confidence interval for a mean where you can � HYPERLINK "http://www.math.csusb.edu/faculty/stanton/m262/confidence_means/confidence_means.html" �see the sample data� �    When you change alpha, what happens to the confidence interval? �    If you don't understand why the sample data and the confidence interval are different, try � HYPERLINK "http://biosun01.biostat.jhsph.edu/~fboyd/session3.html" \t "main" �reviewing session III�


Confidence interval for a � HYPERLINK "javascript:openWindow(%22http://www.stat.vt.edu/~sundar/java/applets/ConfIntApplet.html%22,660,460)" �proportion�


For those who want more problems, here are some for � HYPERLINK "javascript:openWindow2(%22http://www.math.sfu.ca/stats/Courses/MultipleChoice/inf.two.samp.mean.html%22,900,600)" �continuous data (means)� and others for � HYPERLINK "javascript:openWindow2(%22http://www.math.sfu.ca/stats/Courses/MultipleChoice/inf.sing.samp.prop.html%22,900,600)" �binary data (proportions)�. However, remember to decide on your answer before clicking for the solution. Also, the 622 course has not yet covered sample size calculations, so you do not need to know how to do those questions at this time. 











Session V: �Confidence Intervals


� HYPERLINK "http://biosun01.biostat.jhsph.edu/~fboyd/session5.html" \t "main" �Home�


� HYPERLINK "http://www.ruf.rice.edu/~lane/stat_sim/conf_interval/index.html" \t "main" �CI for a mean� �  � HYPERLINK "javascript:openWindow2(%22http://www.ruf.rice.edu/~lane/stat_sim/conf_interval/exercises.html%22,660,460)" �exercises� 


� HYPERLINK "http://www.math.csusb.edu/faculty/stanton/m262/confidence_means/confidence_means.html" \t "main" �CI with sample data� �� HYPERLINK "http://biosun01.biostat.jhsph.edu/~fboyd/session3.html" \t "main" �(review session III)�


� HYPERLINK "javascript:openWindow(%22http://www.stat.vt.edu/~sundar/java/applets/ConfIntApplet.html%22,660,460)" �CI for a proportion�


Problems using �� HYPERLINK "javascript:openWindow2(%22http://www.math.sfu.ca/stats/Courses/MultipleChoice/inf.two.samp.mean.html%22,900,600)" �continuous data (means)� �� HYPERLINK "javascript:openWindow2(%22http://www.math.sfu.ca/stats/Courses/MultipleChoice/inf.sing.samp.prop.html%22,900,600)" �binary data (proportions)� ���Please complete � HYPERLINK "http://www.jhsph.edu/biostats/courses/bio622/closed/sep2a.htm" \t "new" �SEP 2� after you've done this session. 


� HYPERLINK "mailto:bio621@jhsph.edu" �email technical problems�
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� HYPERLINK "http://www.dartmouth.edu/~matc/X10/java/pvalue/PropSim4.html" ��http://www.dartmouth.edu/~matc/X10/java/pvalue/PropSim4.html�





� HYPERLINK "http://www.stat.vt.edu/~sundar/java/applets/HypoTest0Applet.html" ��� HYPERLINK "http://acad.cgu.edu/wise/hypothesis/hypoth_applet.html" ��http://acad.cgu.edu/wise/hypothesis/hypoth_applet.html��





� HYPERLINK "http://www.stat.vt.edu/~sundar/java/applets/HypoTest0Applet.html" ��http://www.stat.vt.edu/~sundar/java/applets/HypoTest0Applet.html�





Session IV:  Hypothesis Testing 


Hypothesis testing can be done with continuous data or with binary data.


� HYPERLINK "javascript:openWindow(%22http://www.stat.vt.edu/~sundar/java/applets/HypoTest0Applet.html%22,748,495)" �Continuous Data�   �Once the window opens, change the difference in means in the upper right corner to start the applet �Try changing the difference in means, the one-sided alpha error rate, and the sample size. �Notice what happens to the summary statistics in the lower right corner, as well as the results shown on the graph. 





Another way to think about hypothesis testing with means is to set your null hypothesis and the truth (your alternative hypothesis) and then � HYPERLINK "javascript:openWindow(%22http://acad.cgu.edu/wise/hypothesis/hypoth_applet.html%22,%20800,%20600)" �simulate data� drawn from the population (defined by the alternative hypothesis) to find out how often you would reject the null hypothesis. Try changing the alternative hypothesis by clicking in the upper right corner. �NOTE:  If you'd like sample questions, follow the links to continue after you've played with the applet. �STOP when you reach "Training Course B". ��� HYPERLINK "javascript:openWindow(%22http://www.dartmouth.edu/~matc/X10/java/pvalue/PropSim4.html%22,%20800,%20800)" �Binary Data: Proportions� �This applet shows the one-sided p-value for each sample you draw. Click on "Generate New Proportion" to see the results from a new sample. �  What is likely to happen to the p-value when you choose a sample from the �      alternative hypothesis rather than from the null hypothesis population? �  Try changing the alternative hypothesis mean. How can you tell �      which side the one-sided p-value will be on? �  When the population p is very close to 0 (or 1), �      what else needs to change in order for the distribution to be approximately Normal? 











Session IV: �Hypothesis Testing


� HYPERLINK "http://biosun01.biostat.jhsph.edu/~fboyd/session4.html" \t "main" �Home�


� HYPERLINK "javascript:openWindow(%22http://www.stat.vt.edu/~sundar/java/applets/HypoTest0Applet.html%22,748,495)" �Continuous Data� 


� HYPERLINK "javascript:openWindow(%22http://acad.cgu.edu/wise/hypothesis/hypoth_applet.html%22,%20800,%20600)" �Simulate Data� ��� HYPERLINK "javascript:openWindow(%22http://www.dartmouth.edu/~matc/X10/java/pvalue/PropSim4.html%22,%20800,%20800)" �Binary Data� ���Please complete � HYPERLINK "http://www.jhsph.edu/biostats/courses/bio621/closed/sep12as.htm" \t "new" �SEP 12� after you've done this session. 


� HYPERLINK "mailto:bio621@jhsph.edu" �email technical problems�
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� HYPERLINK "http://www.stat.sc.edu/~west/applets/binomialdemo.html" ��http://www.ruf.rice.edu/~lane/stat_sim/sampling_dist/exercises.html�





� HYPERLINK "http://www.stat.sc.edu/~west/applets/binomialdemo.html" ��� HYPERLINK "http://www.ruf.rice.edu/~lane/stat_sim/sampling_dist/index.html" ��http://www.ruf.rice.edu/~lane/stat_sim/sampling_dist/index.html��





Session III:  Sampling Distribution 





� HYPERLINK "http://www.ruf.rice.edu/~lane/stat_sim/sampling_dist/index.html" �The Sampling Distribution Applet� 


When you go to the Sampling Distribution page, wait for the Begin button to appear, and click on that to open the applet. Once you open the applet, you can keep it open and return to this page to look at the questions below. You are not required to read the Instructions that appear when you open the applet, although you are welcome to do so. 





Suggestions:  


1.  Click on "Animated Sample."  The second graph shows the sample, the third graph shows its mean.  Clicking again takes a different sample from the population. 


2.  You can use both of the two lowest graphs at once to compare the means from different size samples.  Be sure to select "Mean" on the right side for the lowest graph, and change the sample size. 


3.  Change the shape of the population at the top by "painting" on it with your mouse.  Try to make it something that's definitely not Normally distributed.  How does this make things different? �  


Questions to consider: 


1.  Can you predict what the mean and sd will be for the Distribution of Means from many samples using only the information from the population?   Can you predict the mean and sd for the Distribution of Means using the information from a single sample? In real life, which estimate would you be more likely to use? 


2.  When you change the sample size, what happens to the graph of the Distribution of Means? 


3.  If you change the shape of the parent population, how does that change the effect of the sample size? 


4.  What determines the shape of the Distribution of Means from many different samples? 





  � HYPERLINK "http://www.math.sfu.ca/stats/Courses/MultipleChoice/sampling.dist.html" �Problems� about the sampling distribution, for those who want more. 











Session III: �Sampling Distribution


� HYPERLINK "http://biosun01.biostat.jhsph.edu/~fboyd/session3.html" \t "main" �Home�


� HYPERLINK "http://www.ruf.rice.edu/~lane/stat_sim/sampling_dist/index.html" \t "main" �The Sampling Distribution Applet�


� HYPERLINK "http://www.math.sfu.ca/stats/Courses/MultipleChoice/sampling.dist.html" �Problems� ���Please complete � HYPERLINK "http://www.jhsph.edu/biostats/courses/bio621/closed/sep9as.htm" \t "new" �SEP 9� after you've done this session. 





� HYPERLINK "mailto:bio621@jhsph.edu" �email technical problems�
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�Session I:  Conditional Probability�


Home





Conditional Probability


�Trees and Conditional Probability��Independent Events��Please complete SEP 3 by Sunday, September 16.��email technical problems�





��Session I: Conditional Probability


�Conditional probability is a way of looking at how the probability of an event changes as you change the population for whom that event occurs.  Another way of thinking about this is that you're changing the denominator in the probability calculation.  Conditional probability is very important when working with 2x2 tables.   ���To understand probability, everyone also needs to know how to test whether two variables are independent.�Direct link to Independent Events��(Optional) Some people will understand conditional probability better by thinking about a "tree" system.�
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Session II:  2 Distributions�


� HYPERLINK "http://biosun01.biostat.jhsph.edu/~fboyd/session2.html" \t "main" �Home�


Binomial: �  � HYPERLINK "http://www.aquiz.com/StatL32/index.html" �Equation� �  � HYPERLINK "http://www.stat.sc.edu/~west/applets/binomialdemo.html" �Distribution� �  � HYPERLINK "http://www.math.sfu.ca/stats/Courses/MultipleChoice/prob.binomial.html" �Problems� 


Poisson: �  � HYPERLINK "http://www.math.csusb.edu/faculty/stanton/m262/poisson_distribution/Poisson.html" �Distribution� �  � HYPERLINK "http://www.math.sfu.ca/stats/Courses/MultipleChoice/prob.poisson.html" �Problems� �  Approximating �    � HYPERLINK "http://student.stat.wvu.edu/~hxue/poissonapprox/poissonapprox.html" �Binomial� 


Please complete � HYPERLINK "http://www.jhsph.edu/biostats/courses/bio621/closed/sep6.htm" \t "new" �SEP 6� after you have covered the Normal Distribution in class.��� HYPERLINK "mailto:bio621@jhsph.edu" �email technical problems�





��Session II: 2 Distributions


Note: There are a variety of resources available on this page. You do not have to use all of them. Feel free to pick and choose the ones that will help you most. 


Binomial Distribution �  If you're really confused by the � HYPERLINK "http://www.aquiz.com/StatL32/index.html" �Binomial Equation�, try this site. �  What does the � HYPERLINK "http://www.stat.sc.edu/~west/applets/binomialdemo.html" �Binomial Distribution� look like? �  Lots of � HYPERLINK "http://www.math.sfu.ca/stats/Courses/MultipleChoice/prob.binomial.html" �Binomial problems�, for those who want more. �  Clicking on "solution" will tell you the answer, so don't do that until you're ready.


Poisson Distribution �  What does the � HYPERLINK "http://www.math.csusb.edu/faculty/stanton/m262/poisson_distribution/Poisson.html" �Poisson Distribution� look like? �  Lots of � HYPERLINK "http://www.math.sfu.ca/stats/Courses/MultipleChoice/prob.poisson.html" �Poisson problems�, for those who want more. �  The Poisson Distribution can be used to approximate the � HYPERLINK "http://student.stat.wvu.edu/~hxue/poissonapprox/poissonapprox.html" �Binomial Distribution� 


Normal Distribution �Since you haven't reached the Normal Distribution in class, the instructors felt it would be better to remove that portion of this session.
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Session III: �Sampling Distribution


� HYPERLINK "http://biosun01.biostat.jhsph.edu/~fboyd/session3.html" \t "main" �Home�


� HYPERLINK "http://www.ruf.rice.edu/~lane/stat_sim/sampling_dist/index.html" \t "main" �The Sampling Distribution Applet�


� HYPERLINK "http://www.math.sfu.ca/stats/Courses/MultipleChoice/sampling.dist.html" �Problems� ���Please complete � HYPERLINK "http://www.jhsph.edu/biostats/courses/bio621/closed/sep9as.htm" \t "new" �SEP 9� after you've done this session. 





� HYPERLINK "mailto:bio621@jhsph.edu" �email technical problems�





Session III:  Sampling Distribution 





� HYPERLINK "http://www.ruf.rice.edu/~lane/stat_sim/sampling_dist/index.html" �The Sampling Distribution Applet� 


When you go to the Sampling Distribution page, wait for the Begin button to appear, and click on that to open the applet. Once you open the applet, you can keep it open and return to this page to look at the questions below. You are not required to read the Instructions that appear when you open the applet, although you are welcome to do so. 





Suggestions:  


1.  Click on "Animated Sample."  The second graph shows the sample, the third graph shows its mean.  Clicking again takes a different sample from the population. 


2.  You can use both of the two lowest graphs at once to compare the means from different size samples.  Be sure to select "Mean" on the right side for the lowest graph, and change the sample size. 


3.  Change the shape of the population at the top by "painting" on it with your mouse.  Try to make it something that's definitely not Normally distributed.  How does this make things different? �  


Questions to consider: 


1.  Can you predict what the mean and sd will be for the Distribution of Means from many samples using only the information from the population?   Can you predict the mean and sd for the Distribution of Means using the information from a single sample? In real life, which estimate would you be more likely to use? 


2.  When you change the sample size, what happens to the graph of the Distribution of Means? 


3.  If you change the shape of the parent population, how does that change the effect of the sample size? 


4.  What determines the shape of the Distribution of Means from many different samples? 





  � HYPERLINK "http://www.math.sfu.ca/stats/Courses/MultipleChoice/sampling.dist.html" �Problems� about the sampling distribution, for those who want more. 
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Session IV: �Hypothesis Testing


� HYPERLINK "http://biosun01.biostat.jhsph.edu/~fboyd/session4.html" \t "main" �Home�


� HYPERLINK "javascript:openWindow(%22http://www.stat.vt.edu/~sundar/java/applets/HypoTest0Applet.html%22,748,495)" �Continuous Data� 


� HYPERLINK "javascript:openWindow(%22http://acad.cgu.edu/wise/hypothesis/hypoth_applet.html%22,%20800,%20600)" �Simulate Data� ��� HYPERLINK "javascript:openWindow(%22http://www.dartmouth.edu/~matc/X10/java/pvalue/PropSim4.html%22,%20800,%20800)" �Binary Data� ���Please complete � HYPERLINK "http://www.jhsph.edu/biostats/courses/bio621/closed/sep12as.htm" \t "new" �SEP 12� after you've done this session. 


� HYPERLINK "mailto:bio621@jhsph.edu" �email technical problems�





Session IV:  Hypothesis Testing 


Hypothesis testing can be done with continuous data or with binary data.


� HYPERLINK "javascript:openWindow(%22http://www.stat.vt.edu/~sundar/java/applets/HypoTest0Applet.html%22,748,495)" �Continuous Data�   �Once the window opens, change the difference in means in the upper right corner to start the applet �Try changing the difference in means, the one-sided alpha error rate, and the sample size. �Notice what happens to the summary statistics in the lower right corner, as well as the results shown on the graph. 





Another way to think about hypothesis testing with means is to set your null hypothesis and the truth (your alternative hypothesis) and then � HYPERLINK "javascript:openWindow(%22http://acad.cgu.edu/wise/hypothesis/hypoth_applet.html%22,%20800,%20600)" �simulate data� drawn from the population (defined by the alternative hypothesis) to find out how often you would reject the null hypothesis. Try changing the alternative hypothesis by clicking in the upper right corner. �NOTE:  If you'd like sample questions, follow the links to continue after you've played with the applet. �STOP when you reach "Training Course B". ��� HYPERLINK "javascript:openWindow(%22http://www.dartmouth.edu/~matc/X10/java/pvalue/PropSim4.html%22,%20800,%20800)" �Binary Data: Proportions� �This applet shows the one-sided p-value for each sample you draw. Click on "Generate New Proportion" to see the results from a new sample. �  What is likely to happen to the p-value when you choose a sample from the �      alternative hypothesis rather than from the null hypothesis population? �  Try changing the alternative hypothesis mean. How can you tell �      which side the one-sided p-value will be on? �  When the population p is very close to 0 (or 1), �      what else needs to change in order for the distribution to be approximately Normal? 
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Session V: �Confidence Intervals


� HYPERLINK "http://biosun01.biostat.jhsph.edu/~fboyd/session5.html" \t "main" �Home�


� HYPERLINK "http://www.ruf.rice.edu/~lane/stat_sim/conf_interval/index.html" \t "main" �CI for a mean� �  � HYPERLINK "javascript:openWindow2(%22http://www.ruf.rice.edu/~lane/stat_sim/conf_interval/exercises.html%22,660,460)" �exercises� 


� HYPERLINK "http://www.math.csusb.edu/faculty/stanton/m262/confidence_means/confidence_means.html" \t "main" �CI with sample data� �� HYPERLINK "http://biosun01.biostat.jhsph.edu/~fboyd/session3.html" \t "main" �(review session III)�


� HYPERLINK "javascript:openWindow(%22http://www.stat.vt.edu/~sundar/java/applets/ConfIntApplet.html%22,660,460)" �CI for a proportion�


Problems using �� HYPERLINK "javascript:openWindow2(%22http://www.math.sfu.ca/stats/Courses/MultipleChoice/inf.two.samp.mean.html%22,900,600)" �continuous data (means)� �� HYPERLINK "javascript:openWindow2(%22http://www.math.sfu.ca/stats/Courses/MultipleChoice/inf.sing.samp.prop.html%22,900,600)" �binary data (proportions)� ���Please complete � HYPERLINK "http://www.jhsph.edu/biostats/courses/bio622/closed/sep2a.htm" \t "new" �SEP 2� after you've done this session. 


� HYPERLINK "mailto:bio621@jhsph.edu" �email technical problems�





Session V:  Confidence Intervals 


Confidence intervals can be done for continuous data or binary data. Many of you probably feel sure of yourselves already for continuous data. You may not be as comfortable working with binary data. As usual, please pick and choose what you would like to work on.


Confidence interval for a � HYPERLINK "http://www.ruf.rice.edu/~lane/stat_sim/conf_interval/index.html" �mean� �If you're not confident working with confidence intervals for continuous data, try looking at some � HYPERLINK "javascript:openWindow2(%22http://www.ruf.rice.edu/~lane/stat_sim/conf_interval/exercises.html%22,660,460)" �exercises� for this applet


Confidence interval for a mean where you can � HYPERLINK "http://www.math.csusb.edu/faculty/stanton/m262/confidence_means/confidence_means.html" �see the sample data� �    When you change alpha, what happens to the confidence interval? �    If you don't understand why the sample data and the confidence interval are different, try � HYPERLINK "http://biosun01.biostat.jhsph.edu/~fboyd/session3.html" \t "main" �reviewing session III�


Confidence interval for a � HYPERLINK "javascript:openWindow(%22http://www.stat.vt.edu/~sundar/java/applets/ConfIntApplet.html%22,660,460)" �proportion�


For those who want more problems, here are some for � HYPERLINK "javascript:openWindow2(%22http://www.math.sfu.ca/stats/Courses/MultipleChoice/inf.two.samp.mean.html%22,900,600)" �continuous data (means)� and others for � HYPERLINK "javascript:openWindow2(%22http://www.math.sfu.ca/stats/Courses/MultipleChoice/inf.sing.samp.prop.html%22,900,600)" �binary data (proportions)�. However, remember to decide on your answer before clicking for the solution. Also, the 622 course has not yet covered sample size calculations, so you do not need to know how to do those questions at this time. 








Session VI:  X2 Distribution �As always, pick the things you're interested in for this session. 


We've talked about more than one type of X2 test in class.  The X2 test of homogeneity (or independence) is used when you have two variables, and the null hypothesis is that they are not related to one another. In fact, it can be used for any size table as long as the � HYPERLINK "javascript:openWindow2(%22X2assumptions.html%22,450,230)" �assumptions� of the test are met. In this � HYPERLINK "http://www.duxbury.com/authors/mcclellandg/tiein/johnson/chisq2.htm" �3x2 table�, pretend that you are looking at the results of a vote in an urban district, a suburban district, and a rural district. 


You can change the values in each cell of the table. The marginal totals will update when you press Enter. 


You can also change the data by dragging the black boxes on the visual demonstration of the same data. The table will update when you do this. 


The X2 value and its p-value are shown at the bottom of the table. Ignore Cramer's V. 


Watch the colors in the graphical representation as you change the data. 


The general � HYPERLINK "javascript:openWindow(%22http://www.stat.vt.edu/~sundar/java/applets/ChiDensityApplet.html%22,750,430)" �shape� of the X2 distribution depends only on the number of degrees of freedom. 


Click on "Draw Density" to make the graph appear, and change v to change the degrees of freedom. 


Please make sure you are clear about the connection between the table for an observed X2 situation, and the associated � HYPERLINK "http://www.stat.sc.edu/~west/applets/contable.html" �graph of the distribution� in this 2x3 example. 


After finding your value for the X2 statistic and its p-value, you can check your answer by clicking "compute." The area shaded in the graph represents the � HYPERLINK "javascript:openWindow2(%22pvalue.html%22,350,250)" �p-value�. 


Also, you can change the values in the cells to give yourself another practice example. When you change the cell value, the marginal totals will update automatically. 


Try to make one example where the result is a significant difference, and another example where you fail to reject the null hypothesis. 


The X2 test of � HYPERLINK "http://www.stat.uiuc.edu/~stat100/java/chisquare/ChiSquareApplet.html" �Goodness-of-Fit� allows any type of null hypothesis that defines the expected values, so it's more all-encompassing. 


Start by putting in the observed data and expected frequencies you would like. You may use as many rows as you wish. Make sure the total is the same for the observed and expected frequencies. Then calculate the X2 value corresponding to your observations, and find the number of degrees of freedom so you can determine the p-value. Then check your answers by clicking "OK." 


If you want, you can simulate data from your expected frequency distribution. If you simulate a large number of trials, this can show you how likely or unlikely your observed data is when these expected frequencies are true. 


If you're very confused about calculations for any of these tests or about the difference between the three types of X2 tests, � HYPERLINK "http://math.hws.edu/javamath/ryan/ChiSquare.html" \t "main" �click here�. 








Session VI:�X2 Distribution


� HYPERLINK "http://biosun01.biostat.jhsph.edu/~fboyd/session6.html" \t "main" �Home�


� HYPERLINK "http://www.duxbury.com/authors/mcclellandg/tiein/johnson/chisq2.htm" \t "main" �3x2 Test of Independence�


� HYPERLINK "http://www.stat.sc.edu/~west/applets/contable.html" \t "main" �Connection to graph�


� HYPERLINK "javascript:openWindow(%22http://www.stat.vt.edu/~sundar/java/applets/ChiDensityApplet.html%22,750,430)" �Shape of the distribution� 


� HYPERLINK "javascript:openWindow2(%22X2assumptions.html%22,450,230)" �Assumptions�


� HYPERLINK "http://www.stat.uiuc.edu/~stat100/java/chisquare/ChiSquareApplet.html" \t "main" �Goodness-of-Fit Test�


� HYPERLINK "http://math.hws.edu/javamath/ryan/ChiSquare.html" \t "main" �Difference between the tests���Please complete � HYPERLINK "http://biosun01.biostat.jhsph.edu/~courses/Bio622/closed/sep4a.htm" \t "new" �SEP 4� after you've done this session. 


� HYPERLINK "mailto:bio621@jhsph.edu" �email technical problems�
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Session VII:  Analysis of Variance (ANOVA) �  


Two applets show ANOVA visually. Whichever one you decide to use, verify that you can use the summary data to create an ANOVA table and find a p-value. 


The � HYPERLINK "http://www.ruf.rice.edu/~lane/stat_sim/one_way/index.html" \t "_self" �first� connects the graph with the calculations used to make the ANOVA table. In this applet you can move the data and add new data. Alternate datasets are also available. 


The � HYPERLINK "javascript:openWindow(%22http://espse.ed.psu.edu/statistics/Chapters/Chapter11/ColorANOVA.html%22,870,610)" �second� is similar, but may be easier to see. However, you are restricted to moving the existing nine datapoints. This one emphasizes the effect of each person on their group's mean and on the grand mean. 





The general � HYPERLINK "javascript:openWindow(%22http://www.stat.vt.edu/~sundar/java/applets/FDensityApplet.html%22,750,430)" �shape� of the F distribution depends on the degrees of freedom between and within groups. Remember, the F distribution is always one-sided. 


Click "Draw Density" to start the graph. 


Change v1 to change the numerator (between group) degrees of freedom. 


Change v2 to change the denominator (within group) degrees of freedom. 





If you're having trouble understanding the notation used in ANOVA calculations, try the links below. This is particularly important when only summary statistics for the groups are given, such as each group's sample size, mean, and standard deviation or standard error. Using that information, you should be able to build an entire ANOVA table. 


"Level" = "Group" 


"i" indicates the person within the group 


"j" denotes the group as a whole 


� HYPERLINK "javascript:openWindow2(%22ANOVAnotation.html%22,700,490)" �More ANOVA notation� 


� HYPERLINK "javascript:openWindow2(%22http://ww2.mcgill.ca/course/204204B01/applets/Anova1/Wxi.html%22,700,490)" �Applet 1�   


� HYPERLINK "javascript:openWindow2(%22http://ww2.mcgill.ca/course/204204B01/applets/Anova1/Wxi2.html%22,700,490)" �Applet 2�   


� HYPERLINK "javascript:openWindow2(%22http://ww2.mcgill.ca/course/204204B01/applets/Anova1/WWiXij.html%22,700,490)" �Applet 3�   


� HYPERLINK "javascript:openWindow2(%22http://ww2.mcgill.ca/course/204204B01/applets/Anova1/WjWxij.html%22,700,490)" �Applet 4�   








Session VII:  ANOVA �


� HYPERLINK "http://biosun01.biostat.jhsph.edu/~fboyd/session7.html" \t "main" �Home� 





Two applets 


� HYPERLINK "http://www.ruf.rice.edu/~lane/stat_sim/one_way/index.html" \t "main" �First� 


� HYPERLINK "javascript:openWindow(%22http://espse.ed.psu.edu/statistics/Chapters/Chapter11/ColorANOVA.html%22,870,610)" �Second� 


� HYPERLINK "javascript:openWindow(%22http://www.stat.vt.edu/~sundar/java/applets/FDensityApplet.html%22,750,430)" �Shape� of the F distribution 


Notation: 


� HYPERLINK "javascript:openWindow2(%22ANOVAnotation.html%22,700,490)" �More ANOVA notation� 


� HYPERLINK "javascript:openWindow2(%22http://ww2.mcgill.ca/course/204204B01/applets/Anova1/Wxi.html%22,700,490)" �Applet 1�   


� HYPERLINK "javascript:openWindow2(%22http://ww2.mcgill.ca/course/204204B01/applets/Anova1/Wxi2.html%22,700,490)" �Applet 2�   


� HYPERLINK "javascript:openWindow2(%22http://ww2.mcgill.ca/course/204204B01/applets/Anova1/WWiXij.html%22,700,490)" �Applet 3�   


� HYPERLINK "javascript:openWindow2(%22http://ww2.mcgill.ca/course/204204B01/applets/Anova1/WjWxij.html%22,700,490)" �Applet 4�   


Please complete the � HYPERLINK "http://biosun01.biostat.jhsph.edu/~courses/Bio622/closed/sep11a.htm" \t "new" �extra SEP 11� after you've done this session. 





� HYPERLINK "mailto:bio621@jhsph.edu" �email technical problems�
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Session VIII:  Linear Regression 


�� HYPERLINK "http://biosun01.biostat.jhsph.edu/~fboyd/session8.html" \t "main" �Home� 


� HYPERLINK "javascript:openWindow(%22http://www.shodor.org/interactivate/activities/slopeslider/index.html%22,600,600)" �Graph vs. regression equation�


� HYPERLINK "javascript:openWindow2(%22http://www.math.csusb.edu/faculty/stanton/m262/regress/regress.html%22,%20800,%20735)" �Graph vs. residual graph� 


This page gives a good � HYPERLINK "http://www.keypress.com/sketchpad/java_gsp/squares.html" \t "main" �Visualization of "minimizing squared error."�


�Please complete the � HYPERLINK "http://biosun01.biostat.jhsph.edu/~courses/Bio622/closed/sep14a.htm" \t "new" �extra SEP 14� after you've done this session. 





� HYPERLINK "mailto:bio621@jhsph.edu" �email technical problems�





Session VIII:  Linear Regression  


� HYPERLINK "javascript:openWindow(%22http://www.shodor.org/interactivate/activities/slopeslider/index.html%22,600,600)" �This one� is great for seeing the connection between the regression equation and the line it describes.  


Try moving the purple and green buttons at the bottom.  


Notice both what happens to the line and what happens to the equation below the line. 


Given a particular regression equation, you should be able to draw the corresponding line. You should also be able to estimate the regression equation given the graph. 


Suppose that Y is weight in kilograms and X is height in centimeters. �How would you interpret B1? � HYPERLINK "javascript:openWindow(%22interpretB1.html%22,300,300)" �Answer� �How would you interpret B0? � HYPERLINK "javascript:openWindow(%22interpretB0.html%22,300,300)" �Answer� 


Your primary interest is in the relationship between X and Y. �What should your null hypothesis be? � HYPERLINK "javascript:openWindow(%22H0.html%22,300,300)" �Answer� �What are three ways to test that null hypothesis? � HYPERLINK "javascript:openWindow(%22testH0.html%22,300,500)" �Answer� 


Now consider the � HYPERLINK "javascript:openWindow2(%22http://www.math.csusb.edu/faculty/stanton/m262/regress/regress.html%22,%20800,%20735)" �difference between the regression graph and the residual graph�. 


Click twice in the square on the left to make a regression line. 


As you continue to add more points, the line will move. 


The green vertical line from each point to the regression line is the residual value associated with that point. 


The graph on the right shows the residuals for the regression. 


Many of the assumptions of linear regression can be checked on the residual graph. �What are the four assumptions of linear regression? � HYPERLINK "javascript:openWindow(%22regassumptions.html%22,300,500)" �Answer� �Which assumptions can you check on the residual graph? � HYPERLINK "javascript:openWindow(%22checkassumptions.html%22,400,500)" �Answer� 


This page gives a good � HYPERLINK "http://www.keypress.com/sketchpad/java_gsp/squares.html" \t "main" �visualization of "minimizing squared error."� 


Try moving individual points. 


Notice that one edge of the square for each point is the residual for that point. 


The red square shows the total sum of squared error. 


What happens when you move the Y=axis? 


What needs to change on the line to minimize the squared error again after changing the Y-axis? � HYPERLINK "javascript:openWindow(%22moveB0.html%22,300,300)" �Answer� 


You also need to know how to calculate regression coefficients. Using the information below, find B1 and then find B0. 


N = 66 			Covariance between X and Y = 20.8 		Hints:


Mean of X = 40.1 		Variance of X = 42.3 				  � HYPERLINK "javascript:openWindow(%22hintforB1.html%22,300,300)" �for B1�


Mean of Y = 40.7 		Variance of Y = 108.0 				  � HYPERLINK "javascript:openWindow(%22hintforB0.html%22,300,300)" �for B0�


R2 = 0.095 					Answers: � HYPERLINK "javascript:openWindow(%22answerB1.html%22,300,300)" �B1 = ?�     � HYPERLINK "javascript:openWindow(%22answerB0.html%22,300,300)" �B0 = ?�� �  �  � 








A





B





��Session I: Conditional Probability


�Conditional probability is a way of looking at how the probability of an event changes as you change the population for whom that event occurs.  Another way of thinking about this is that you're changing the denominator in the probability calculation.  Conditional probability is very important when working with 2x2 tables.   ���To understand probability, everyone also needs to know how to test whether two variables are independent.�Direct link to Independent Events��(Optional) Some people will understand conditional probability better by thinking about a "tree" system.�





�Session I:  Conditional Probability�


Home





Conditional Probability


�Trees and Conditional Probability��Independent Events��Please complete SEP 3 by Sunday, September 16.��email technical problems�
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� HYPERLINK "http://147.4.150.5/~matscw/RealWorld/tutorialsf3/" ��http://people.hofstra.edu/faculty/Stefan_Waner/tutorialsf3/frames6_5.html�





� HYPERLINK "http://147.4.150.5/~matscw/RealWorld/tutorialsf3/" ��http://people.hofstra.edu/faculty/Stefan_Waner/tutorialsf3/frames6_5.html� )





� HYPERLINK "http://147.4.150.5/~matscw/RealWorld/tutorialsf3/" ��http://people.hofstra.edu/faculty/Stefan_Waner/tutorialsf3/frames6_5.html� )





��Session II: 2 Distributions


Note: There are a variety of resources available on this page. You do not have to use all of them. Feel free to pick and choose the ones that will help you most. 


Binomial Distribution �  If you're really confused by the � HYPERLINK "http://www.aquiz.com/StatL32/index.html" �Binomial Equation�, try this site. �  What does the � HYPERLINK "http://www.stat.sc.edu/~west/applets/binomialdemo.html" �Binomial Distribution� look like? �  Lots of � HYPERLINK "http://www.math.sfu.ca/stats/Courses/MultipleChoice/prob.binomial.html" �Binomial problems�, for those who want more. �  Clicking on "solution" will tell you the answer, so don't do that until you're ready.


Poisson Distribution �  What does the � HYPERLINK "http://www.math.csusb.edu/faculty/stanton/m262/poisson_distribution/Poisson.html" �Poisson Distribution� look like? �  Lots of � HYPERLINK "http://www.math.sfu.ca/stats/Courses/MultipleChoice/prob.poisson.html" �Poisson problems�, for those who want more. �  The Poisson Distribution can be used to approximate the � HYPERLINK "http://student.stat.wvu.edu/~hxue/poissonapprox/poissonapprox.html" �Binomial Distribution� 


Normal Distribution �Since you haven't reached the Normal Distribution in class, the instructors felt it would be better to remove that portion of this session.








Session II:  2 Distributions�


� HYPERLINK "http://biosun01.biostat.jhsph.edu/~fboyd/session2.html" \t "main" �Home�


Binomial: �  � HYPERLINK "http://www.aquiz.com/StatL32/index.html" �Equation� �  � HYPERLINK "http://www.stat.sc.edu/~west/applets/binomialdemo.html" �Distribution� �  � HYPERLINK "http://www.math.sfu.ca/stats/Courses/MultipleChoice/prob.binomial.html" �Problems� 


Poisson: �  � HYPERLINK "http://www.math.csusb.edu/faculty/stanton/m262/poisson_distribution/Poisson.html" �Distribution� �  � HYPERLINK "http://www.math.sfu.ca/stats/Courses/MultipleChoice/prob.poisson.html" �Problems� �  Approximating �    � HYPERLINK "http://student.stat.wvu.edu/~hxue/poissonapprox/poissonapprox.html" �Binomial� 


Please complete � HYPERLINK "http://www.jhsph.edu/biostats/courses/bio621/closed/sep6.htm" \t "new" �SEP 6� after you have covered the Normal Distribution in class.��� HYPERLINK "mailto:bio621@jhsph.edu" �email technical problems�
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http://www.aquiz.com/StatL32/index.html





Outcome


(Y)





Intervention A(k)


at time k=1





Intervention A(k)


at time k=2





Confounder L(k)


at time k=1





Confounder L(k)


at time k=2





B





1





2





� EMBED Equation.3  ���





� HYPERLINK "http://www.stat.vt.edu/~sundar/java/applets/HypoTest0Applet.html" ��� HYPERLINK "http://www.stat.uiuc.edu/~stat100/java/chisquare/ChiSquareApplet.html" ��http://www.stat.uiuc.edu/~stat100/java/chisquare/ChiSquareApplet.html��





� HYPERLINK "http://www.stat.vt.edu/~sundar/java/applets/HypoTest0Applet.html" ��The probability of getting a table of data even more extreme than this one, if the null hypothesis is true. �





� HYPERLINK "http://www.stat.vt.edu/~sundar/java/applets/HypoTest0Applet.html" ��� HYPERLINK "http://www.stat.sc.edu/~west/applets/contable.html" ��http://www.stat.sc.edu/~west/applets/contable.html��





� HYPERLINK "http://www.stat.vt.edu/~sundar/java/applets/HypoTest0Applet.html" ��� HYPERLINK "http://www.stat.vt.edu/~sundar/java/applets/ChiDensityApplet.html" ��http://www.stat.vt.edu/~sundar/java/applets/ChiDensityApplet.html��





� HYPERLINK "http://www.stat.vt.edu/~sundar/java/applets/HypoTest0Applet.html" ��� HYPERLINK "http://www.duxbury.com/authors/mcclellandg/tiein/johnson/chisq2.htm" ��http://www.duxbury.com/authors/mcclellandg/tiein/johnson/chisq2.htm��





� HYPERLINK "http://www.stat.vt.edu/~sundar/java/applets/HypoTest0Applet.html" ��1. All the observations are independent. 


2. The sample size is "large". In practice, we check to see whether np1>5, nq1>5, np2>5, and nq2>5. 


�
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� HYPERLINK "http://www.stat.vt.edu/~sundar/java/applets/HypoTest0Applet.html" ��� HYPERLINK "http://math.hws.edu/javamath/ryan/ChiSquare.html" ��http://math.hws.edu/javamath/ryan/ChiSquare.html��





� EMBED Excel.Chart.8 \s ���





� EMBED Excel.Chart.8 \s ���





First session began on September 13, 2002, with 43 students.
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�Session I:  Conditional Probability�


Home





Conditional Probability


�Trees and Conditional Probability��Independent Events��Please complete SEP 3 by Sunday, September 16.��email technical problems�





��Session I: Conditional Probability


�Conditional probability is a way of looking at how the probability of an event changes as you change the population for whom that event occurs.  Another way of thinking about this is that you're changing the denominator in the probability calculation.  Conditional probability is very important when working with 2x2 tables.   ���To understand probability, everyone also needs to know how to test whether two variables are independent.�Direct link to Independent Events��(Optional) Some people will understand conditional probability better by thinking about a "tree" system.�





http://147.4.150.5/~matscw/RealWorld/tutorialsf3/frames6_5B.html
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�Session I:  Conditional Probability�


Home





Conditional Probability


�Trees and Conditional Probability��Independent Events��Please complete SEP 3 by Sunday, September 16.��email technical problems�





��Session I: Conditional Probability


�Conditional probability is a way of looking at how the probability of an event changes as you change the population for whom that event occurs.  Another way of thinking about this is that you're changing the denominator in the probability calculation.  Conditional probability is very important when working with 2x2 tables.   ���To understand probability, everyone also needs to know how to test whether two variables are independent.�Direct link to Independent Events��(Optional) Some people will understand conditional probability better by thinking about a "tree" system.�





http://147.4.150.5/~matscw/RealWorld/tutorialsf3/frames6_5C.html





http://147.4.150.5/~matscw/RealWorld/tutorialsf3/frames6_5.html
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Session II:  2 Distributions�


� HYPERLINK "http://biosun01.biostat.jhsph.edu/~fboyd/session2.html" \t "main" �Home�


Binomial: �  � HYPERLINK "http://www.aquiz.com/StatL32/index.html" �Equation� �  � HYPERLINK "http://www.stat.sc.edu/~west/applets/binomialdemo.html" �Distribution� �  � HYPERLINK "http://www.math.sfu.ca/stats/Courses/MultipleChoice/prob.binomial.html" �Problems� 


Poisson: �  � HYPERLINK "http://www.math.csusb.edu/faculty/stanton/m262/poisson_distribution/Poisson.html" �Distribution� �  � HYPERLINK "http://www.math.sfu.ca/stats/Courses/MultipleChoice/prob.poisson.html" �Problems� �  Approximating �    � HYPERLINK "http://student.stat.wvu.edu/~hxue/poissonapprox/poissonapprox.html" �Binomial� 


Please complete � HYPERLINK "http://www.jhsph.edu/biostats/courses/bio621/closed/sep6.htm" \t "new" �SEP 6� after you have covered the Normal Distribution in class.��� HYPERLINK "mailto:bio621@jhsph.edu" �email technical problems�





��Session II: 2 Distributions


Note: There are a variety of resources available on this page. You do not have to use all of them. Feel free to pick and choose the ones that will help you most. 


Binomial Distribution �  If you're really confused by the � HYPERLINK "http://www.aquiz.com/StatL32/index.html" �Binomial Equation�, try this site. �  What does the � HYPERLINK "http://www.stat.sc.edu/~west/applets/binomialdemo.html" �Binomial Distribution� look like? �  Lots of � HYPERLINK "http://www.math.sfu.ca/stats/Courses/MultipleChoice/prob.binomial.html" �Binomial problems�, for those who want more. �  Clicking on "solution" will tell you the answer, so don't do that until you're ready.


Poisson Distribution �  What does the � HYPERLINK "http://www.math.csusb.edu/faculty/stanton/m262/poisson_distribution/Poisson.html" �Poisson Distribution� look like? �  Lots of � HYPERLINK "http://www.math.sfu.ca/stats/Courses/MultipleChoice/prob.poisson.html" �Poisson problems�, for those who want more. �  The Poisson Distribution can be used to approximate the � HYPERLINK "http://student.stat.wvu.edu/~hxue/poissonapprox/poissonapprox.html" �Binomial Distribution� 


Normal Distribution �Since you haven't reached the Normal Distribution in class, the instructors felt it would be better to remove that portion of this session.








http://www.aquiz.com/StatL32/index.html
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Session II:  2 Distributions�


� HYPERLINK "http://biosun01.biostat.jhsph.edu/~fboyd/session2.html" \t "main" �Home�


Binomial: �  � HYPERLINK "http://www.aquiz.com/StatL32/index.html" �Equation� �  � HYPERLINK "http://www.stat.sc.edu/~west/applets/binomialdemo.html" �Distribution� �  � HYPERLINK "http://www.math.sfu.ca/stats/Courses/MultipleChoice/prob.binomial.html" �Problems� 


Poisson: �  � HYPERLINK "http://www.math.csusb.edu/faculty/stanton/m262/poisson_distribution/Poisson.html" �Distribution� �  � HYPERLINK "http://www.math.sfu.ca/stats/Courses/MultipleChoice/prob.poisson.html" �Problems� �  Approximating �    � HYPERLINK "http://student.stat.wvu.edu/~hxue/poissonapprox/poissonapprox.html" �Binomial� 


Please complete � HYPERLINK "http://www.jhsph.edu/biostats/courses/bio621/closed/sep6.htm" \t "new" �SEP 6� after you have covered the Normal Distribution in class.��� HYPERLINK "mailto:bio621@jhsph.edu" �email technical problems�





��Session II: 2 Distributions


Note: There are a variety of resources available on this page. You do not have to use all of them. Feel free to pick and choose the ones that will help you most. 


Binomial Distribution �  If you're really confused by the � HYPERLINK "http://www.aquiz.com/StatL32/index.html" �Binomial Equation�, try this site. �  What does the � HYPERLINK "http://www.stat.sc.edu/~west/applets/binomialdemo.html" �Binomial Distribution� look like? �  Lots of � HYPERLINK "http://www.math.sfu.ca/stats/Courses/MultipleChoice/prob.binomial.html" �Binomial problems�, for those who want more. �  Clicking on "solution" will tell you the answer, so don't do that until you're ready.


Poisson Distribution �  What does the � HYPERLINK "http://www.math.csusb.edu/faculty/stanton/m262/poisson_distribution/Poisson.html" �Poisson Distribution� look like? �  Lots of � HYPERLINK "http://www.math.sfu.ca/stats/Courses/MultipleChoice/prob.poisson.html" �Poisson problems�, for those who want more. �  The Poisson Distribution can be used to approximate the � HYPERLINK "http://student.stat.wvu.edu/~hxue/poissonapprox/poissonapprox.html" �Binomial Distribution� 


Normal Distribution �Since you haven't reached the Normal Distribution in class, the instructors felt it would be better to remove that portion of this session.
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Session III: �Sampling Distribution


� HYPERLINK "http://biosun01.biostat.jhsph.edu/~fboyd/session3.html" \t "main" �Home�


� HYPERLINK "http://www.ruf.rice.edu/~lane/stat_sim/sampling_dist/index.html" \t "main" �The Sampling Distribution Applet�


� HYPERLINK "http://www.math.sfu.ca/stats/Courses/MultipleChoice/sampling.dist.html" �Problems� ���Please complete � HYPERLINK "http://www.jhsph.edu/biostats/courses/bio621/closed/sep9as.htm" \t "new" �SEP 9� after you've done this session. 





� HYPERLINK "mailto:bio621@jhsph.edu" �email technical problems�





Session III:  Sampling Distribution 





� HYPERLINK "http://www.ruf.rice.edu/~lane/stat_sim/sampling_dist/index.html" �The Sampling Distribution Applet� 


When you go to the Sampling Distribution page, wait for the Begin button to appear, and click on that to open the applet. Once you open the applet, you can keep it open and return to this page to look at the questions below. You are not required to read the Instructions that appear when you open the applet, although you are welcome to do so. 





Suggestions:  


1.  Click on "Animated Sample."  The second graph shows the sample, the third graph shows its mean.  Clicking again takes a different sample from the population. 


2.  You can use both of the two lowest graphs at once to compare the means from different size samples.  Be sure to select "Mean" on the right side for the lowest graph, and change the sample size. 


3.  Change the shape of the population at the top by "painting" on it with your mouse.  Try to make it something that's definitely not Normally distributed.  How does this make things different? �  


Questions to consider: 


1.  Can you predict what the mean and sd will be for the Distribution of Means from many samples using only the information from the population?   Can you predict the mean and sd for the Distribution of Means using the information from a single sample? In real life, which estimate would you be more likely to use? 


2.  When you change the sample size, what happens to the graph of the Distribution of Means? 


3.  If you change the shape of the parent population, how does that change the effect of the sample size? 


4.  What determines the shape of the Distribution of Means from many different samples? 





  � HYPERLINK "http://www.math.sfu.ca/stats/Courses/MultipleChoice/sampling.dist.html" �Problems� about the sampling distribution, for those who want more. 
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Session IV: �Hypothesis Testing


� HYPERLINK "http://biosun01.biostat.jhsph.edu/~fboyd/session4.html" \t "main" �Home�


� HYPERLINK "javascript:openWindow(%22http://www.stat.vt.edu/~sundar/java/applets/HypoTest0Applet.html%22,748,495)" �Continuous Data� 


� HYPERLINK "javascript:openWindow(%22http://acad.cgu.edu/wise/hypothesis/hypoth_applet.html%22,%20800,%20600)" �Simulate Data� ��� HYPERLINK "javascript:openWindow(%22http://www.dartmouth.edu/~matc/X10/java/pvalue/PropSim4.html%22,%20800,%20800)" �Binary Data� ���Please complete � HYPERLINK "http://www.jhsph.edu/biostats/courses/bio621/closed/sep12as.htm" \t "new" �SEP 12� after you've done this session. 


� HYPERLINK "mailto:bio621@jhsph.edu" �email technical problems�





Session IV:  Hypothesis Testing 


Hypothesis testing can be done with continuous data or with binary data.


� HYPERLINK "javascript:openWindow(%22http://www.stat.vt.edu/~sundar/java/applets/HypoTest0Applet.html%22,748,495)" �Continuous Data�   �Once the window opens, change the difference in means in the upper right corner to start the applet �Try changing the difference in means, the one-sided alpha error rate, and the sample size. �Notice what happens to the summary statistics in the lower right corner, as well as the results shown on the graph. 





Another way to think about hypothesis testing with means is to set your null hypothesis and the truth (your alternative hypothesis) and then � HYPERLINK "javascript:openWindow(%22http://acad.cgu.edu/wise/hypothesis/hypoth_applet.html%22,%20800,%20600)" �simulate data� drawn from the population (defined by the alternative hypothesis) to find out how often you would reject the null hypothesis. Try changing the alternative hypothesis by clicking in the upper right corner. �NOTE:  If you'd like sample questions, follow the links to continue after you've played with the applet. �STOP when you reach "Training Course B". ��� HYPERLINK "javascript:openWindow(%22http://www.dartmouth.edu/~matc/X10/java/pvalue/PropSim4.html%22,%20800,%20800)" �Binary Data: Proportions� �This applet shows the one-sided p-value for each sample you draw. Click on "Generate New Proportion" to see the results from a new sample. �  What is likely to happen to the p-value when you choose a sample from the �      alternative hypothesis rather than from the null hypothesis population? �  Try changing the alternative hypothesis mean. How can you tell �      which side the one-sided p-value will be on? �  When the population p is very close to 0 (or 1), �      what else needs to change in order for the distribution to be approximately Normal? 
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Session V: �Confidence Intervals


� HYPERLINK "http://biosun01.biostat.jhsph.edu/~fboyd/session5.html" \t "main" �Home�


� HYPERLINK "http://www.ruf.rice.edu/~lane/stat_sim/conf_interval/index.html" \t "main" �CI for a mean� �  � HYPERLINK "javascript:openWindow2(%22http://www.ruf.rice.edu/~lane/stat_sim/conf_interval/exercises.html%22,660,460)" �exercises� 


� HYPERLINK "http://www.math.csusb.edu/faculty/stanton/m262/confidence_means/confidence_means.html" \t "main" �CI with sample data� �� HYPERLINK "http://biosun01.biostat.jhsph.edu/~fboyd/session3.html" \t "main" �(review session III)�


� HYPERLINK "javascript:openWindow(%22http://www.stat.vt.edu/~sundar/java/applets/ConfIntApplet.html%22,660,460)" �CI for a proportion�


Problems using �� HYPERLINK "javascript:openWindow2(%22http://www.math.sfu.ca/stats/Courses/MultipleChoice/inf.two.samp.mean.html%22,900,600)" �continuous data (means)� �� HYPERLINK "javascript:openWindow2(%22http://www.math.sfu.ca/stats/Courses/MultipleChoice/inf.sing.samp.prop.html%22,900,600)" �binary data (proportions)� ���Please complete � HYPERLINK "http://www.jhsph.edu/biostats/courses/bio622/closed/sep2a.htm" \t "new" �SEP 2� after you've done this session. 


� HYPERLINK "mailto:bio621@jhsph.edu" �email technical problems�





Session V:  Confidence Intervals 


Confidence intervals can be done for continuous data or binary data. Many of you probably feel sure of yourselves already for continuous data. You may not be as comfortable working with binary data. As usual, please pick and choose what you would like to work on.


Confidence interval for a � HYPERLINK "http://www.ruf.rice.edu/~lane/stat_sim/conf_interval/index.html" �mean� �If you're not confident working with confidence intervals for continuous data, try looking at some � HYPERLINK "javascript:openWindow2(%22http://www.ruf.rice.edu/~lane/stat_sim/conf_interval/exercises.html%22,660,460)" �exercises� for this applet


Confidence interval for a mean where you can � HYPERLINK "http://www.math.csusb.edu/faculty/stanton/m262/confidence_means/confidence_means.html" �see the sample data� �    When you change alpha, what happens to the confidence interval? �    If you don't understand why the sample data and the confidence interval are different, try � HYPERLINK "http://biosun01.biostat.jhsph.edu/~fboyd/session3.html" \t "main" �reviewing session III�


Confidence interval for a � HYPERLINK "javascript:openWindow(%22http://www.stat.vt.edu/~sundar/java/applets/ConfIntApplet.html%22,660,460)" �proportion�


For those who want more problems, here are some for � HYPERLINK "javascript:openWindow2(%22http://www.math.sfu.ca/stats/Courses/MultipleChoice/inf.two.samp.mean.html%22,900,600)" �continuous data (means)� and others for � HYPERLINK "javascript:openWindow2(%22http://www.math.sfu.ca/stats/Courses/MultipleChoice/inf.sing.samp.prop.html%22,900,600)" �binary data (proportions)�. However, remember to decide on your answer before clicking for the solution. Also, the 622 course has not yet covered sample size calculations, so you do not need to know how to do those questions at this time. 
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Session VI:�X2 Distribution


� HYPERLINK "http://biosun01.biostat.jhsph.edu/~fboyd/session6.html" \t "main" �Home�


� HYPERLINK "http://www.duxbury.com/authors/mcclellandg/tiein/johnson/chisq2.htm" \t "main" �3x2 Test of Independence�


� HYPERLINK "http://www.stat.sc.edu/~west/applets/contable.html" \t "main" �Connection to graph�


� HYPERLINK "javascript:openWindow(%22http://www.stat.vt.edu/~sundar/java/applets/ChiDensityApplet.html%22,750,430)" �Shape of the distribution� 


� HYPERLINK "javascript:openWindow2(%22X2assumptions.html%22,450,230)" �Assumptions�


� HYPERLINK "http://www.stat.uiuc.edu/~stat100/java/chisquare/ChiSquareApplet.html" \t "main" �Goodness-of-Fit Test�


� HYPERLINK "http://math.hws.edu/javamath/ryan/ChiSquare.html" \t "main" �Difference between the tests���Please complete � HYPERLINK "http://biosun01.biostat.jhsph.edu/~courses/Bio622/closed/sep4a.htm" \t "new" �SEP 4� after you've done this session. 


� HYPERLINK "mailto:bio621@jhsph.edu" �email technical problems�





Session VI:  X2 Distribution �As always, pick the things you're interested in for this session. 


We've talked about more than one type of X2 test in class.  The X2 test of homogeneity (or independence) is used when you have two variables, and the null hypothesis is that they are not related to one another. In fact, it can be used for any size table as long as the � HYPERLINK "javascript:openWindow2(%22X2assumptions.html%22,450,230)" �assumptions� of the test are met. In this � HYPERLINK "http://www.duxbury.com/authors/mcclellandg/tiein/johnson/chisq2.htm" �3x2 table�, pretend that you are looking at the results of a vote in an urban district, a suburban district, and a rural district. 


You can change the values in each cell of the table. The marginal totals will update when you press Enter. 


You can also change the data by dragging the black boxes on the visual demonstration of the same data. The table will update when you do this. 


The X2 value and its p-value are shown at the bottom of the table. Ignore Cramer's V. 


Watch the colors in the graphical representation as you change the data. 


The general � HYPERLINK "javascript:openWindow(%22http://www.stat.vt.edu/~sundar/java/applets/ChiDensityApplet.html%22,750,430)" �shape� of the X2 distribution depends only on the number of degrees of freedom. 


Click on "Draw Density" to make the graph appear, and change v to change the degrees of freedom. 


Please make sure you are clear about the connection between the table for an observed X2 situation, and the associated � HYPERLINK "http://www.stat.sc.edu/~west/applets/contable.html" �graph of the distribution� in this 2x3 example. 


After finding your value for the X2 statistic and its p-value, you can check your answer by clicking "compute." The area shaded in the graph represents the � HYPERLINK "javascript:openWindow2(%22pvalue.html%22,350,250)" �p-value�. 


Also, you can change the values in the cells to give yourself another practice example. When you change the cell value, the marginal totals will update automatically. 


Try to make one example where the result is a significant difference, and another example where you fail to reject the null hypothesis. 


The X2 test of � HYPERLINK "http://www.stat.uiuc.edu/~stat100/java/chisquare/ChiSquareApplet.html" �Goodness-of-Fit� allows any type of null hypothesis that defines the expected values, so it's more all-encompassing. 


Start by putting in the observed data and expected frequencies you would like. You may use as many rows as you wish. Make sure the total is the same for the observed and expected frequencies. Then calculate the X2 value corresponding to your observations, and find the number of degrees of freedom so you can determine the p-value. Then check your answers by clicking "OK." 


If you want, you can simulate data from your expected frequency distribution. If you simulate a large number of trials, this can show you how likely or unlikely your observed data is when these expected frequencies are true. 


If you're very confused about calculations for any of these tests or about the difference between the three types of X2 tests, � HYPERLINK "http://math.hws.edu/javamath/ryan/ChiSquare.html" \t "main" �click here�. 
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Session VII:  ANOVA �


� HYPERLINK "http://biosun01.biostat.jhsph.edu/~fboyd/session7.html" \t "main" �Home� 





Two applets 


� HYPERLINK "http://www.ruf.rice.edu/~lane/stat_sim/one_way/index.html" \t "main" �First� 


� HYPERLINK "javascript:openWindow(%22http://espse.ed.psu.edu/statistics/Chapters/Chapter11/ColorANOVA.html%22,870,610)" �Second� 


� HYPERLINK "javascript:openWindow(%22http://www.stat.vt.edu/~sundar/java/applets/FDensityApplet.html%22,750,430)" �Shape� of the F distribution 


Notation: 


� HYPERLINK "javascript:openWindow2(%22ANOVAnotation.html%22,700,490)" �More ANOVA notation� 


� HYPERLINK "javascript:openWindow2(%22http://ww2.mcgill.ca/course/204204B01/applets/Anova1/Wxi.html%22,700,490)" �Applet 1�   


� HYPERLINK "javascript:openWindow2(%22http://ww2.mcgill.ca/course/204204B01/applets/Anova1/Wxi2.html%22,700,490)" �Applet 2�   


� HYPERLINK "javascript:openWindow2(%22http://ww2.mcgill.ca/course/204204B01/applets/Anova1/WWiXij.html%22,700,490)" �Applet 3�   


� HYPERLINK "javascript:openWindow2(%22http://ww2.mcgill.ca/course/204204B01/applets/Anova1/WjWxij.html%22,700,490)" �Applet 4�   


Please complete the � HYPERLINK "http://biosun01.biostat.jhsph.edu/~courses/Bio622/closed/sep11a.htm" \t "new" �extra SEP 11� after you've done this session. 





� HYPERLINK "mailto:bio621@jhsph.edu" �email technical problems�





Session VII:  Analysis of Variance (ANOVA) �  


Two applets show ANOVA visually. Whichever one you decide to use, verify that you can use the summary data to create an ANOVA table and find a p-value. 


The � HYPERLINK "http://www.ruf.rice.edu/~lane/stat_sim/one_way/index.html" \t "_self" �first� connects the graph with the calculations used to make the ANOVA table. In this applet you can move the data and add new data. Alternate datasets are also available. 


The � HYPERLINK "javascript:openWindow(%22http://espse.ed.psu.edu/statistics/Chapters/Chapter11/ColorANOVA.html%22,870,610)" �second� is similar, but may be easier to see. However, you are restricted to moving the existing nine datapoints. This one emphasizes the effect of each person on their group's mean and on the grand mean. 





The general � HYPERLINK "javascript:openWindow(%22http://www.stat.vt.edu/~sundar/java/applets/FDensityApplet.html%22,750,430)" �shape� of the F distribution depends on the degrees of freedom between and within groups. Remember, the F distribution is always one-sided. 


Click "Draw Density" to start the graph. 


Change v1 to change the numerator (between group) degrees of freedom. 


Change v2 to change the denominator (within group) degrees of freedom. 





If you're having trouble understanding the notation used in ANOVA calculations, try the links below. This is particularly important when only summary statistics for the groups are given, such as each group's sample size, mean, and standard deviation or standard error. Using that information, you should be able to build an entire ANOVA table. 


"Level" = "Group" 


"i" indicates the person within the group 


"j" denotes the group as a whole 


� HYPERLINK "javascript:openWindow2(%22ANOVAnotation.html%22,700,490)" �More ANOVA notation� 


� HYPERLINK "javascript:openWindow2(%22http://ww2.mcgill.ca/course/204204B01/applets/Anova1/Wxi.html%22,700,490)" �Applet 1�   


� HYPERLINK "javascript:openWindow2(%22http://ww2.mcgill.ca/course/204204B01/applets/Anova1/Wxi2.html%22,700,490)" �Applet 2�   


� HYPERLINK "javascript:openWindow2(%22http://ww2.mcgill.ca/course/204204B01/applets/Anova1/WWiXij.html%22,700,490)" �Applet 3�   


� HYPERLINK "javascript:openWindow2(%22http://ww2.mcgill.ca/course/204204B01/applets/Anova1/WjWxij.html%22,700,490)" �Applet 4�   
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Session VIII:  Linear Regression  


� HYPERLINK "javascript:openWindow(%22http://www.shodor.org/interactivate/activities/slopeslider/index.html%22,600,600)" �This one� is great for seeing the connection between the regression equation and the line it describes.  


Try moving the purple and green buttons at the bottom.  


Notice both what happens to the line and what happens to the equation below the line. 


Given a particular regression equation, you should be able to draw the corresponding line. You should also be able to estimate the regression equation given the graph. 


Suppose that Y is weight in kilograms and X is height in centimeters. �How would you interpret B1? � HYPERLINK "javascript:openWindow(%22interpretB1.html%22,300,300)" �Answer� �How would you interpret B0? � HYPERLINK "javascript:openWindow(%22interpretB0.html%22,300,300)" �Answer� 


Your primary interest is in the relationship between X and Y. �What should your null hypothesis be? � HYPERLINK "javascript:openWindow(%22H0.html%22,300,300)" �Answer� �What are three ways to test that null hypothesis? � HYPERLINK "javascript:openWindow(%22testH0.html%22,300,500)" �Answer� 


Now consider the � HYPERLINK "javascript:openWindow2(%22http://www.math.csusb.edu/faculty/stanton/m262/regress/regress.html%22,%20800,%20735)" �difference between the regression graph and the residual graph�. 


Click twice in the square on the left to make a regression line. 


As you continue to add more points, the line will move. 


The green vertical line from each point to the regression line is the residual value associated with that point. 


The graph on the right shows the residuals for the regression. 


Many of the assumptions of linear regression can be checked on the residual graph. �What are the four assumptions of linear regression? � HYPERLINK "javascript:openWindow(%22regassumptions.html%22,300,500)" �Answer� �Which assumptions can you check on the residual graph? � HYPERLINK "javascript:openWindow(%22checkassumptions.html%22,400,500)" �Answer� 


This page gives a good � HYPERLINK "http://www.keypress.com/sketchpad/java_gsp/squares.html" \t "main" �visualization of "minimizing squared error."� 


Try moving individual points. 


Notice that one edge of the square for each point is the residual for that point. 


The red square shows the total sum of squared error. 


What happens when you move the Y=axis? 


What needs to change on the line to minimize the squared error again after changing the Y-axis? � HYPERLINK "javascript:openWindow(%22moveB0.html%22,300,300)" �Answer� 


You also need to know how to calculate regression coefficients. Using the information below, find B1 and then find B0. 


N = 66 			Covariance between X and Y = 20.8 		Hints:


Mean of X = 40.1 		Variance of X = 42.3 				  � HYPERLINK "javascript:openWindow(%22hintforB1.html%22,300,300)" �for B1�


Mean of Y = 40.7 		Variance of Y = 108.0 				  � HYPERLINK "javascript:openWindow(%22hintforB0.html%22,300,300)" �for B0�


R2 = 0.095 					Answers: � HYPERLINK "javascript:openWindow(%22answerB1.html%22,300,300)" �B1 = ?�     � HYPERLINK "javascript:openWindow(%22answerB0.html%22,300,300)" �B0 = ?�� �  �  � 











Session VIII:  Linear Regression 


�� HYPERLINK "http://biosun01.biostat.jhsph.edu/~fboyd/session8.html" \t "main" �Home� 


� HYPERLINK "javascript:openWindow(%22http://www.shodor.org/interactivate/activities/slopeslider/index.html%22,600,600)" �Graph vs. regression equation�


� HYPERLINK "javascript:openWindow2(%22http://www.math.csusb.edu/faculty/stanton/m262/regress/regress.html%22,%20800,%20735)" �Graph vs. residual graph� 


This page gives a good � HYPERLINK "http://www.keypress.com/sketchpad/java_gsp/squares.html" \t "main" �Visualization of "minimizing squared error."�


�Please complete the � HYPERLINK "http://biosun01.biostat.jhsph.edu/~courses/Bio622/closed/sep14a.htm" \t "new" �extra SEP 14� after you've done this session. 





� HYPERLINK "mailto:bio621@jhsph.edu" �email technical problems�
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� HYPERLINK "http://student.stat.wvu.edu/~hxue/poissonapprox/poissonapprox.html" ��http://student.stat.wvu.edu/~hxue/poissonapprox/poissonapprox.html�





� HYPERLINK "http://www.math.sfu.ca/stats/Courses/MultipleChoice/prob.poisson.html" ��http://www.stat.sfu.ca/~cschwarz/MultipleChoice/prob.poisson.html�





� HYPERLINK "http://www.math.csusb.edu/faculty/stanton/m262/poisson_distribution/Poisson.html" ��http://www.math.csusb.edu/faculty/stanton/m262/poisson_distribution/Poisson_old.html�





� HYPERLINK "http://www.stat.sfu.ca/~cschwarz/MultipleChoice/prob.binomial.html" ��http://www.stat.sfu.ca/~cschwarz/MultipleChoice/prob.binomial.html�





� HYPERLINK "http://www.stat.sc.edu/~west/applets/binomialdemo.html" ��http://www.stat.sc.edu/~west/applets/binomialdemo.html�
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Session VII:  Analysis of Variance (ANOVA) �  


Two applets show ANOVA visually. Whichever one you decide to use, verify that you can use the summary data to create an ANOVA table and find a p-value. 


The � HYPERLINK "http://www.ruf.rice.edu/~lane/stat_sim/one_way/index.html" \t "_self" �first� connects the graph with the calculations used to make the ANOVA table. In this applet you can move the data and add new data. Alternate datasets are also available. 


The � HYPERLINK "javascript:openWindow(%22http://espse.ed.psu.edu/statistics/Chapters/Chapter11/ColorANOVA.html%22,870,610)" �second� is similar, but may be easier to see. However, you are restricted to moving the existing nine datapoints. This one emphasizes the effect of each person on their group's mean and on the grand mean. 





The general � HYPERLINK "javascript:openWindow(%22http://www.stat.vt.edu/~sundar/java/applets/FDensityApplet.html%22,750,430)" �shape� of the F distribution depends on the degrees of freedom between and within groups. Remember, the F distribution is always one-sided. 


Click "Draw Density" to start the graph. 


Change v1 to change the numerator (between group) degrees of freedom. 


Change v2 to change the denominator (within group) degrees of freedom. 





If you're having trouble understanding the notation used in ANOVA calculations, try the links below. This is particularly important when only summary statistics for the groups are given, such as each group's sample size, mean, and standard deviation or standard error. Using that information, you should be able to build an entire ANOVA table. 


"Level" = "Group" 


"i" indicates the person within the group 


"j" denotes the group as a whole 


� HYPERLINK "javascript:openWindow2(%22ANOVAnotation.html%22,700,490)" �More ANOVA notation� 


� HYPERLINK "javascript:openWindow2(%22http://ww2.mcgill.ca/course/204204B01/applets/Anova1/Wxi.html%22,700,490)" �Applet 1�   


� HYPERLINK "javascript:openWindow2(%22http://ww2.mcgill.ca/course/204204B01/applets/Anova1/Wxi2.html%22,700,490)" �Applet 2�   


� HYPERLINK "javascript:openWindow2(%22http://ww2.mcgill.ca/course/204204B01/applets/Anova1/WWiXij.html%22,700,490)" �Applet 3�   


� HYPERLINK "javascript:openWindow2(%22http://ww2.mcgill.ca/course/204204B01/applets/Anova1/WjWxij.html%22,700,490)" �Applet 4�   








Session VII:  ANOVA �


� HYPERLINK "http://biosun01.biostat.jhsph.edu/~fboyd/session7.html" \t "main" �Home� 





Two applets 


� HYPERLINK "http://www.ruf.rice.edu/~lane/stat_sim/one_way/index.html" \t "main" �First� 


� HYPERLINK "javascript:openWindow(%22http://espse.ed.psu.edu/statistics/Chapters/Chapter11/ColorANOVA.html%22,870,610)" �Second� 


� HYPERLINK "javascript:openWindow(%22http://www.stat.vt.edu/~sundar/java/applets/FDensityApplet.html%22,750,430)" �Shape� of the F distribution 


Notation: 


� HYPERLINK "javascript:openWindow2(%22ANOVAnotation.html%22,700,490)" �More ANOVA notation� 


� HYPERLINK "javascript:openWindow2(%22http://ww2.mcgill.ca/course/204204B01/applets/Anova1/Wxi.html%22,700,490)" �Applet 1�   


� HYPERLINK "javascript:openWindow2(%22http://ww2.mcgill.ca/course/204204B01/applets/Anova1/Wxi2.html%22,700,490)" �Applet 2�   


� HYPERLINK "javascript:openWindow2(%22http://ww2.mcgill.ca/course/204204B01/applets/Anova1/WWiXij.html%22,700,490)" �Applet 3�   


� HYPERLINK "javascript:openWindow2(%22http://ww2.mcgill.ca/course/204204B01/applets/Anova1/WjWxij.html%22,700,490)" �Applet 4�   


Please complete the � HYPERLINK "http://biosun01.biostat.jhsph.edu/~courses/Bio622/closed/sep11a.htm" \t "new" �extra SEP 11� after you've done this session. 





� HYPERLINK "mailto:bio621@jhsph.edu" �email technical problems�
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� HYPERLINK "http://www.stat.vt.edu/~sundar/java/applets/HypoTest0Applet.html" ��� HYPERLINK "http://www.ruf.rice.edu/~lane/stat_sim/one_way/index.html" ��http://www.ruf.rice.edu/~lane/stat_sim/one_way/index.html� �





� HYPERLINK "http://www.stat.vt.edu/~sundar/java/applets/HypoTest0Applet.html" ��� HYPERLINK "http://espse.ed.psu.edu/statistics/Chapters/Chapter11/ColorANOVA.html" ��http://espse.ed.psu.edu/statistics/Chapters/Chapter11/ColorANOVA.html��





� HYPERLINK "http://www.stat.vt.edu/~sundar/java/applets/HypoTest0Applet.html" ��� HYPERLINK "http://www.stat.vt.edu/~sundar/java/applets/FDensityApplet.html" ��http://www.stat.vt.edu/~sundar/java/applets/FDensityApplet.html��





Each person's value is denoted by either Xij or Yij. We will use Xij here. 


"j" shows which group the person is in. There are n1 people in group 1, n2 people in group 2, and so on. Within the group, each person is identified by "i," their number within the group.


Anytime an "i" or "j" is replaced by a "." that means the values have somehow been combined.   For example,  X.3 is the mean of group 3. 


T.j is the total added values for everyone in group j. Likewise, T.. is the total for everyone across all groups.








� HYPERLINK "http://www.stat.vt.edu/~sundar/java/applets/HypoTest0Applet.html" ��� HYPERLINK "http://ww2.mcgill.ca/course/204204B01/applets/Anova1/Wxi.html" ��http://ww2.mcgill.ca/course/204204B01/applets/Anova1/Wxi.html���� HYPERLINK "http://ww2.mcgill.ca/course/204204B01/applets/Anova1/Wxi2.html" ��http://ww2.mcgill.ca/course/204204B01/applets/Anova1/Wxi2.html��� HYPERLINK "http://ww2.mcgill.ca/course/204204B01/applets/Anova1/WWiXij.html" ��http://ww2.mcgill.ca/course/204204B01/applets/Anova1/WWiXij.html��� HYPERLINK "http://ww2.mcgill.ca/course/204204B01/applets/Anova1/WjWxij.html" ��http://ww2.mcgill.ca/course/204204B01/applets/Anova1/WjWxij.html�


Not Available








Session VIII:  Linear Regression 


�� HYPERLINK "http://biosun01.biostat.jhsph.edu/~fboyd/session8.html" \t "main" �Home� 


� HYPERLINK "javascript:openWindow(%22http://www.shodor.org/interactivate/activities/slopeslider/index.html%22,600,600)" �Graph vs. regression equation�


� HYPERLINK "javascript:openWindow2(%22http://www.math.csusb.edu/faculty/stanton/m262/regress/regress.html%22,%20800,%20735)" �Graph vs. residual graph� 


This page gives a good � HYPERLINK "http://www.keypress.com/sketchpad/java_gsp/squares.html" \t "main" �Visualization of "minimizing squared error."�


�Please complete the � HYPERLINK "http://biosun01.biostat.jhsph.edu/~courses/Bio622/closed/sep14a.htm" \t "new" �extra SEP 14� after you've done this session. 





� HYPERLINK "mailto:bio621@jhsph.edu" �email technical problems�





Session VIII:  Linear Regression  


� HYPERLINK "javascript:openWindow(%22http://www.shodor.org/interactivate/activities/slopeslider/index.html%22,600,600)" �This one� is great for seeing the connection between the regression equation and the line it describes.  


Try moving the purple and green buttons at the bottom.  


Notice both what happens to the line and what happens to the equation below the line. 


Given a particular regression equation, you should be able to draw the corresponding line. You should also be able to estimate the regression equation given the graph. 


Suppose that Y is weight in kilograms and X is height in centimeters. �How would you interpret B1? � HYPERLINK "javascript:openWindow(%22interpretB1.html%22,300,300)" �Answer� �How would you interpret B0? � HYPERLINK "javascript:openWindow(%22interpretB0.html%22,300,300)" �Answer� 


Your primary interest is in the relationship between X and Y. �What should your null hypothesis be? � HYPERLINK "javascript:openWindow(%22H0.html%22,300,300)" �Answer� �What are three ways to test that null hypothesis? � HYPERLINK "javascript:openWindow(%22testH0.html%22,300,500)" �Answer� 


Now consider the � HYPERLINK "javascript:openWindow2(%22http://www.math.csusb.edu/faculty/stanton/m262/regress/regress.html%22,%20800,%20735)" �difference between the regression graph and the residual graph�. 


Click twice in the square on the left to make a regression line. 


As you continue to add more points, the line will move. 


The green vertical line from each point to the regression line is the residual value associated with that point. 


The graph on the right shows the residuals for the regression. 


Many of the assumptions of linear regression can be checked on the residual graph. �What are the four assumptions of linear regression? � HYPERLINK "javascript:openWindow(%22regassumptions.html%22,300,500)" �Answer� �Which assumptions can you check on the residual graph? � HYPERLINK "javascript:openWindow(%22checkassumptions.html%22,400,500)" �Answer� 


This page gives a good � HYPERLINK "http://www.keypress.com/sketchpad/java_gsp/squares.html" \t "main" �visualization of "minimizing squared error."� 


Try moving individual points. 


Notice that one edge of the square for each point is the residual for that point. 


The red square shows the total sum of squared error. 


What happens when you move the Y=axis? 


What needs to change on the line to minimize the squared error again after changing the Y-axis? � HYPERLINK "javascript:openWindow(%22moveB0.html%22,300,300)" �Answer� 


You also need to know how to calculate regression coefficients. Using the information below, find B1 and then find B0. 


N = 66 			Covariance between X and Y = 20.8 		Hints:		Answers:


Mean of X = 40.1 		Variance of X = 42.3 				  � HYPERLINK "javascript:openWindow(%22hintforB1.html%22,300,300)" �for B1�		  � HYPERLINK "javascript:openWindow(%22hintforB1.html%22,300,300)" �for B1�


Mean of Y = 40.7 		Variance of Y = 108.0 				  � HYPERLINK "javascript:openWindow(%22hintforB0.html%22,300,300)" �for B0�		  � HYPERLINK "javascript:openWindow(%22hintforB0.html%22,300,300)" �for B0�


R2 = 0.095 					Answers: � HYPERLINK "javascript:openWindow(%22answerB1.html%22,300,300)" �B1 = ?�     � HYPERLINK "javascript:openWindow(%22answerB0.html%22,300,300)" �B0 = ?�� �  �  � 








Methods of Statistical Learning     VIII: Linear Regression      Study Calendar      622 Homepage�I: Conditional Probability  II: 2 Distributions  III: Sampling Distribution IV: Hypothesis Testing V: Confidence Intervals  VI: Chi-Square Distribution VII: Anova  VIII: Linear Regression  �





� HYPERLINK "http://www.stat.vt.edu/~sundar/java/applets/HypoTest0Applet.html" ��B1 is the average difference in weight (Y) corresponding to a one-centimeter difference in height (X)�
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� HYPERLINK "http://www.stat.vt.edu/~sundar/java/applets/HypoTest0Applet.html" ��� HYPERLINK "http://www.shodor.org/interactivate/activities/slopeslider/index.html" ��http://www.shodor.org/interactivate/activities/slopeslider/index.html��





� HYPERLINK "http://www.stat.vt.edu/~sundar/java/applets/HypoTest0Applet.html" ��B0 is the average weight of a hypothetical person who is zero centimeters tall.�





� HYPERLINK "http://www.stat.vt.edu/~sundar/java/applets/HypoTest0Applet.html" ��B1=0, in the population from which this sample came.�





� HYPERLINK "http://www.stat.vt.edu/~sundar/java/applets/HypoTest0Applet.html" ��1. t-test for testing B1=0 �2. confidence interval B1 �3. Overall F test for the Regression. �Note: #3 is only true when there is only one predictor X. When there is only one X, t2=F where t is the t-statistic for testing B1. When there are more predictors, the F test tests them all at once.�





� HYPERLINK "http://www.stat.vt.edu/~sundar/java/applets/HypoTest0Applet.html" ��1. There is a Linear relationship between X and Y�2. All the data are Independent�3. The residuals are Normally distributed�4. The residuals have Equal variance
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� EMBED Excel.Chart.8 \s ���





� HYPERLINK "http://www.stat.vt.edu/~sundar/java/applets/HypoTest0Applet.html" ��After moving the Y-axis, you have to move the Y-intercept (B0) so that the line is back in the same place.�





� HYPERLINK "http://www.stat.vt.edu/~sundar/java/applets/HypoTest0Applet.html" ��Solve for B1 first! �Then B0 = (mean of Y)-B1(mean of X) = 40.7 - 0.49*40.1 = 21.1�
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� HYPERLINK "http://www.stat.vt.edu/~sundar/java/applets/HypoTest0Applet.html" ��1. There is a Linear relationship between X and Y - check this by seeing if there's still a pattern of some kind in the residual plot. 


2. All the data are Independent - this cannot be checked on the residual plot. You have to know how the data were collected. 


3. The residuals are Normally distributed - You can see this on the residual plot by looking to see if there is some pattern that makes the data not Normal at every level of X. 


4. The residuals have Equal variance - this can be checked on the residual plot by seeing whether the vertical spread of the residuals changes with X.


�





� EMBED Excel.Chart.8 \s ���
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57 (59%) completed post-test survey





50 (52%) completed post-test survey





42 (61%) completed post-test survey





96 students 





97 students 





69 students 





Consenting students were randomized








No administrative losses





3 administrative losses*








96 (36%) Control Group





100 (38%) Internet Learning Group





69 (26%) Cooperative Learning Group





376 students enrolled


 in the course





265 (70%) consented to participate in the study





111 (30%) did not consent to participate








No administrative losses





Methods of Learning Study





* 1 declined participation after 3 days, 1 audited the course, 1 dropped out of the course








� Questions 1-3 and 5-9 are from Wulff et al., 1987.


� Question 4 is from Hoffrage et al., 2000.


� Questions 12 and 13 are modified from Kemeny and Kurtz, 1992, page 16.


� Questions 16-27 are Kolb’s Learning Style Inventory (1985), with the order of the answers rearranged so that the four scales change in order.


� Questions 11-13 are from delMas, Garfield, and Chance (1999a).


� Questions 1-3 and 5-9 are from Wulff et al., 1987.


� Question 4 is from Hoffrage et al., 2000.


� Questions 1-13 are from the VARK survey (� HYPERLINK "http://www.vark-learn.com" ��www.vark-learn.com�).  Copyright for this version of VARK (1998) is held by Neil D. Fleming, Christchurch, New Zealand and Charles C. Bonwell, Green Mountain, Colorado, USA.  


� Questions 14-23 are from the Myers-Briggs Type inventory, available at � HYPERLINK "http://www.humanmetrics.com/cgi-win/JTypes2.asp" ��http://www.humanmetrics.com/cgi-win/JTypes2.asp� 
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		no information				27 (39%)				22 (32%)						26 (38%)				25 (36%)

		Internet Learning

		all available		94 (97%)		46 (47%)		54 (56%)		44 (45%)		34 (35%)		95 (98%)		44 (45%)		30 (31%)		31 (32%)		21 (22%)		93 (96%)

		MAR		3 (3%)										2 (2%)										4 (4%)

		no intervention/data				11 (11%)		43 (44%)		18 (19%)		63 (65%)				20 (21%)		67 (69%)		30 (31%)		76 (78%)

		no information				40 (41%)				35 (36%)						33 (34%)				36 (37%)

		Control

		all available		95 (99%)		96 (100%)		41 (43%)		96 (100%)		37 (39%)		94 (98%)		96 (100%)		30 (31%)		96 (100%)		22 (23%)		90 (94%)

		MAR		1 (1%)										2 (2%)										6 (6%)

		no intervention/data						55 (57%)				59 (61%)						66 (69%)				74 (77%)

		no information

		Cooperative Learning		Session V		SEP V		Session VI		SEP VI		Exam III		Session VII		SEP VII		Session VIII		SEP VIII		Exam IV		Posttest

		(my attendance)		17				17						14				12
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		Control
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Control
Group
n=96



		Cooperative Learning		Session I		Session II		Session III		Session IV		Session V		Session VI		Session VII		Session VIII

		no crossover		43		43		43		43		43		43		43		43

		to internet		1		1		1		1		1		1		1		1		same person throughout

		no information		29		29		29		29		29		29		29		29

		Internet Learning

		no crossover		61		61		62		62		61		61		61		62

		to cooperative		4		4		3		3		4		4		4		3		core of same 3 people throughout, 4th switches once

		no information		42		42		42		42		42		42		42		42

		Control

		no crossover		47		47		48		48		48		50		50		50

		to cooperative		5		5		4		4		4		3		3		3		2 stopped crossover during study, otherwise constant

		to internet		5		5		5		5		5		4		4		4		constant membership, but 4 in last 3 sessions switch one person (both of whom were there in previous sessions)

		no information		47		47		47		47		47		47		47		47

				* this table shows any crossover

				* the 3 who crossed from conrtol to cooperative learning (and stayed) ALSO completed the entire internet learning sequence

				need to check this since doubled people were dropped - numbers will add to 69, 97, 96.
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missingness chart with perc (3)

		Cooperative Learning		SEP I		SEP II		SEP III		SEP IV

		Internet Learning		I		II		III		IV		V		VI		VII		VIII

		all available		54		34		30		21		15		19		18		16



&C&14Missing Data



missingness chart with perc (3)

		0		0

		0		0

		0		0

		0		0

		0		0

		0		0

		0		0

		0		0



Session

Number of Students Completing SEP



missingness chart with perc (2)

		Cooperative Learning		I		II		III		IV		V		VI		VII		VIII

		Number actually attending		45		36		26		20		17		17		14		12

		Reported completing intervention		24		31		24		21		18		16		15		13
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missingness chart with percents

		Cooperative Learning		Pretest		Session I		SEP I		Session II		SEP II		Exam I		Session III		SEP III		Session IV		SEP IV		Exam II

		(my attendance)				45				36						26				20

		all available		66 (96%)		24 (35%)		28 (41%)		31 (45%)		22 (32%)		66 (96%)		24 (35%)		8 (12%)		21 (30%)		10 (14%)		64 (93%)

		MAR		3 (4%)										3 (4%)										5 (7%)

		no intervention/data				18 (26%)		41 (59%)		16 (23%)		47 (68%)				19 (27%)		61 (88%)		23 (33%)		59 (86%)

		no information				27 (39%)				22 (32%)						26 (38%)				25 (36%)

		Internet Learning

		all available		94 (97%)		46 (47%)		54 (56%)		44 (45%)		34 (35%)		95 (98%)		44 (45%)		30 (31%)		31 (32%)		21 (22%)		93 (96%)

		MAR		3 (3%)										2 (2%)										4 (4%)

		no intervention/data				11 (11%)		43 (44%)		18 (19%)		63 (65%)				20 (21%)		67 (69%)		30 (31%)		76 (78%)

		no information				40 (41%)				35 (36%)						33 (34%)				36 (37%)

		Control

		all available		95 (99%)		96 (100%)		41 (43%)		96 (100%)		37 (39%)		94 (98%)		96 (100%)		30 (31%)		96 (100%)		22 (23%)		90 (94%)

		MAR		1 (1%)										2 (2%)										6 (6%)

		no intervention/data						55 (57%)				59 (61%)						66 (69%)				74 (77%)

		no information

		Cooperative Learning		Session V		SEP V		Session VI		SEP VI		Exam III		Session VII		SEP VII		Session VIII		SEP VIII		Exam IV		Posttest

		(my attendance)		17				17						14				12

		all available		18 (26%)		8 (12%)		16 (23%)		8 (12%)		64 (93%)		15 (27%)		5 (7%)		13 (19%)		3 (4%)		62 (90%)		42 (61%)

		MAR										5 (7%)										7 (10%)

		no intervention/data		26 (38%)		61 (88%)		29 (42%)		61 (88%)				27 (39%)		64 (93%)		29 (42%)		66 (96%)				27 (39%)

		no information		25 (36%)				24 (35%)						27 (39%)				27 (39%)

		Internet Learning

		all available		33 (34%)		15 (15%)		28 (29%)		19 (20%)		92 (95%)		25 (26%)		18 (19%)		17 (18%)		16 (16%)		93 (96%)		57 (59%)

		MAR										5 (5%)										4 (4%)

		no intervention/data		28 (29%)		82 (85%)		31 (38%)		78 (80%)				35 (36%)		79 (81%)		45 (46%)		81 (84%)				40 (41%)

		no information		36 (37%)				38 (39%)						37 (38%)				35 (36%)

		Control

		all available		96 (100%)		23 (24%)		96 (100%)		19 (20%)		89 (93%)		96 (100%)		15 (16%)		96 (100%)		11 (11%)		90 (94%)		50 (52%)

		MAR										7 (7%)										6 (6%)

		no intervention/data				73 (76%)				77 (80%)						81 (84%)				85 (89%)				46 (48%)

		no information
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missingness graphs

		Cooperative Learning		Pretest		Session I		SEP I		Session II		SEP II		Session III		SEP III		Session IV		SEP IV		Session V		SEP V		Session VI		SEP VI		Session VII		SEP VII		Session VIII		SEP VIII		Posttest

		(my attendance)				45				36				26				20				17				17				14				12

		all available		66		24		28		31		22		24		8		21		10		18		8		16		8		15		5		13		3		42

		MAR		3

		no intervention/data				18		41		16		47		19		61		23		59		26		61		29		61		27		64		29		66		27

		no information				27				22				26				25				25				24				27				27

		Internet Learning		Pretest		Session I		SEP I		Session II		SEP II		Session III		SEP III		Session IV		SEP IV		Session V		SEP V		Session VI		SEP VI		Session VII		SEP VII		Session VIII		SEP VIII		Posttest

		all available		94		46		54		44		34		44		30		31		21		33		15		28		19		25		18		17		16		57

		MAR		3

		no intervention/data				11		43		18		63		20		67		30		76		28		82		31		78		35		79		45		81		40

		no information				40				35				33				36				36				38				37				35

		Control		Pretest		Session I		SEP I		Session II		SEP II		Session III		SEP III		Session IV		SEP IV		Session V		SEP V		Session VI		SEP VI		Session VII		SEP VII		Session VIII		SEP VIII		Posttest

		all available		95		96		41		96		37		96		30		96		22		96		23		96		19		96		15		96		11		50

		MAR		1

		no intervention/data						55				59				66				74				73				77				81				85		46

		no information



&C&14Missing Data



missingness graphs

		1		1		1		1		1		1		1		1		1		1		1		1		1		1		1

		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0

		0		0		0		0		0		0		0		0		0		0		0		0		0		0		0



Cooperative Learning

all available

MAR

no intervention/data

no information

Internet Learning

all available

MAR

no intervention/data

no information

Control

all available

MAR

no intervention/data

no information

0

0

0

0

0

0

0

0

0

0

0

0

0

0

0



crossover

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0



all available

MAR

no intervention/data

no information

Cooperative
Learning
Group
n=69



Sheet3

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0



all available

MAR

no intervention/data

no information

Internet
Learning
Group
n=97



		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0

		0		0		0		0



all available

MAR

no intervention/data

no information

Control
Group
n=96



		Cooperative Learning		Session I		Session II		Session III		Session IV		Session V		Session VI		Session VII		Session VIII

		no crossover		43		43		43		43		43		43		43		43

		to internet		1		1		1		1		1		1		1		1		same person throughout

		no information		29		29		29		29		29		29		29		29

		Internet Learning

		no crossover		61		61		62		62		61		61		61		62

		to cooperative		4		4		3		3		4		4		4		3		core of same 3 people throughout, 4th switches once

		no information		42		42		42		42		42		42		42		42

		Control

		no crossover		47		47		48		48		48		50		50		50

		to cooperative		5		5		4		4		4		3		3		3		2 stopped crossover during study, otherwise constant

		to internet		5		5		5		5		5		4		4		4		constant membership, but 4 in last 3 sessions switch one person (both of whom were there in previous sessions)

		no information		47		47		47		47		47		47		47		47

				* this table shows any crossover

				* the 3 who crossed from conrtol to cooperative learning (and stayed) ALSO completed the entire internet learning sequence

				need to check this since doubled people were dropped - numbers will add to 69, 97, 96.
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First session began on September 13, 2002, with 45 students.
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First session began on September 13, 2002, with 43 students.
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