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Abstract

Outlier detection is critically important in the information-based society. It can lead to discovering useful anomalies, such as criminal activities in electronic commerce, terrorist threats, and agricultural pest infestations. This paper focus on cluster-based outlier detection approaches. We present a fast outlier detection method. Unlike the current cluster-based outlier detection approaches, where the outlier detection procedure follows a clustering process, our method avoids the pre-clustering procedure. Our method is tested experimentally over the real datasets and it shows around three-to-four-time improvement in speed compared to contemporary cluster-based outlier detection approaches.
1 INTRODUCTION
With advances in information technology, staggering volume of data is collected in database. Efficient data mining algorithms for large datasets are greatly needed in knowledge discovery areas. Among these, outlier mining over large datasets is drawing more and more attentions. 
In this paper, we propose a fast cluster-based outlier detection method with efficient pruning
. Our method is based on a consistent factor (CF). CF indicates the degree at which a point P is locally consistent with other points in datasets in term of average distance. Our method does not need a pre-clustering process, which is the first step of the current cluster-based outlier detection approaches. Furthermore, our method can prune data points according to the consistent factor. The elimination of pre-clustering and the pruning technology speed up outlier detection process significantly. 
Our method was tested over the NHL datasets. Experiments show that our method has an around four times speed improvement over current state-of-the-art cluster-based outlier detection approach, CBLOF[3].

This paper is organized as follows. Related work is reviewed in section 2; in section 3, we describe our proposed outlier detection method; performance and computation complexity analysis are discussed in section 4; finally we conclude the paper in section 5.
2 RELATED WORK
In this section, we will review the current cluster-based outlier detection approaches. A few clustering methods, such as CLARANS, DBSCAN and BIRCH are developed with exceptions-handling capacities. However, their main objectives are clustering. Outliers are the byproduct of clustering. Most clustering methods are developed to optimize clustering processes, but not outlier detecting processes [1][5]. Su, et al proposed the initial work for cluster-based outlier detection [2]. In the method, small clusters are identified as outliers. However, they failed to consider distance between small clusters and their closest large cluster into consideration. Actually, that distance is critical important. When a small cluster is very close to another large cluster, although the small cluster contains few points, those points are more to be cluster boundary points than to be outliers. Therefore, they should not be considered as outliers. At least those points have lower outlierness.  Su, et al ‘s method failed to give outlierness for outlier points. He, et al introduced a new definition of cluster-based local outlier and an outlier factor, called CBLOF (Cluster-based Local Outlier Factor)[3]. Based on their definition, they proposed an outlier detection algorithm, findCBLOF. The overall cost of their findCBLOF is O (2N) by using a Squeezer clustering method [4]. The method is very efficient. Although, in their method, outlier detection is tightly coupled with the clustering process, it is true that data are pre-clustering is needed before detecting outliers. Also, their method can only deal with categorical data.

There are also some outlier detection method such as deviation-based [6], OLPA based approaches [7], etc.
Our method belongs to cluster-based approaches. We take consistent factor (CF) as a measurement. Based on CF, our method can detect outliers efficiently with large datasets in terms of speed and scalability. 
3 OUR ALGORITHM
In this section, we first introduce our definition of outliers and related notations, and then propose our outlier detection algorithm. The method can efficiently detect outliers over large datasets.

3.1 Definitions of Outliers
In view of clusters, outliers are points which do not belong to any cluster. Outliers, the minority of the dataset, are located far away from clusters, the majority of the dataset. As a result, small clusters which are far away from other large clusters are considered as outliers. Based on the above observation, we propose a definition of outlier and some related definitions. 

Definition 1 (Neighborhood)

The neighborhood of a data point p with the radius r is defined as a set Nbr (p, r) = {x( X | |p-x|( r}, where |p-x| is the distance between p and x. It is also called r-neighborhood. The points within this neighborhood are called the neighbors of p. The number of neighbors of p is denoted as N(Nbr (p, r)). 
The neighborhood ring of p with the radii r1 and r2 (r1<r2) is defined as a set NbrRing (p, r1, r2) = {x( X | r1<|p-x|( r2}.

Definition 2 (Consistency)

Given the r-neighbor set of a data point p with uniform data distribution inside, we define the average distance (Davg) between any two points in the neighbor set as 

Davg (Nbr (p, r)) = r / N( Nbr (p, r) )

If two neighbor sets have similar average distance Davgs, we consider they are consistent. The consistency factor (CF) between two neighbor sets is defined as 

CF (p1,p2, r1, r2) = (Davg (Nbr (p1, r1)) – Davg (Nbr (p2, r2)))/ (Davg (Nbr (p1, r1)) + Davg (Nbr (p2, r2)))

CF indicates to what degree two neighbor set are similar to each other. 

We define consistent region (CR) as a set CR (δ) = {p1, p2 ( X | CF (p1, p2, r1, r2) ( δ}. The size of CR (δ) is the number of points in the CR (δ), denoted as N (CR (δ)).  The average distance of CR (δ), denoted as Davg (CR (δ)), is defined formally as Davg (CR (δ)) = (Davg (Nbr (p1, r1)) + Davg (Nbr (p2, r2))/2.

Definition 3 (Distance from a point to a consistent region)

We define the distance from a point p to a consistent region CR (δ) as the shortest distance between p and any point in CR (δ). It is denoted as D (p, CR (δ)) = min |p-q|, where q ( CR (δ).

It is observed that, given a point p, if q ( Nbr (p, Davg(CR(δ)) and q ( CR(δ), then p ( CR(δ). This means that if any r-neighbor of p is located in a CR(δ), then p can also be included in CR(δ). We call this single point merging rules. Figure 1 shows this pictorially.
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Figure 1 point p can be merged into CR

Definition 4 CF-based Outliers
Outliers (shorted as Ols) are a collection of small clusters, which are far from any large clusters. Given a consistent region CR(δ) with a size N(CR(δ)), we give a local outlier definition as 

Ols ((, () = {x(X | N(Nbr(x, ())*Davg(CR(δ)) ≤ (*N(CR(δ)), D(x, CR(δ)) > (*Davg(CR(δ)) },

where ( is a distance factor, ( is a size factor. 

3.2 CF-based Outlier Detection Method
Given a dataset X and a CF threshold δ, the outlier detection process consists of two sub-processes: “pruning” procedure and “outlier detection” procedure. The “pruning” efficiently prunes clusters of data which are not likely outliers; “outlier detection process” detects outliers over the pruned subset of data. The two sub-processes are called alternatively. 

Pruning: The “pruning” procedure includes two types of neighborhood mergings, which are neighborhood merging and single point merging. It starts with an arbitrary point p and a small neighborhood radius r, and calculates Davg ( Nbr (p, r) ). Increase the radius from r to 2r, and calculate CF (p,p, r, 2r)  
If CF (p,p, r, 2r) ( δ, the 2r-neighborhood becomes a consistent region, CR(δ). The expansion of neighborhood will continue by increasing radius to 4r, 8r … The largest and latest neighborhood, 2kr- neighborhood, will be the new CR(δ) as long as CF (p,p, kr, 2kr) ( δ. If CF (p,p, kr, 2kr) >δ, consistency is broken and the expansion stops. Then, we calculate v = Davg ( Nbr (p, kr) ).

For the points in the outmost ring NbrRing (p, kr, 2kr), we choose a point q arbitrarily, search for v-neighbors of q. If any of v-neighbor of q belongs to CR(δ) above, q can be merged into it according to aforementioned single-point merging rules. We call this process single-point merging. The single-point merging iterates over the set of points in outside ring.

All points in CR (δ) are pruned off to avoid further examination. The information of CR (δ), including the value v, is stored for further use. The value v is recorded in the Davg list.

For example, in figure 2, the expansion stops at 6r-neighborhood. The gray region is the consistent region, and all points in CR are pruned out. 

[image: image2.emf]comparions of scalbility

-500

0

500

1000

1500

2000

2500

3000

256 1024 4096 16384 65536

data size

run time

MST

CBLOF

CF


Figure 2 Pruning by Neighborhood Merging 

If any of v-neighbor of q doesn’t belong to CR (δ) above, the process “outlier detection” will be called to detect outliers, which is illustrated in figure 3. Note that OD means outlier Detection in the above figure. The “outlier detection process” is detailed below.

Figure 3 “Pruning” and “Outlier detection” call alternatively
 “Outlier detection” process (OD): “Outlier detection process” detects outliers over the pruned data set. Given two parameters, the distance factor ( and the size factor ( of outliers, first pick up a point q from the pruned outside ring. If any of v-neighbor of q doesn’t belong to CR(δ) above, calculate N ( Nbr (p, v)), where v is the Davg of CR(δ) above. If N ( Nbr (p,v)) ≤ (*N(CR(δ)), expand the neighborhood radius to (*v, and get the ((*v)-neighborhood of q. If none of ((*v)-neighbors of q belong to CR(δ), calculate N ( Nbr (p, (*v)). 

· If N ( Nbr (p, (*v)) > (*N(CR(δ)), Nbr (p, (*v) will form a new consistent region. At the same time, pruning process” is called to speed up the process. 
· If N ( Nbr (p, (*v)) ≤ (*(CR(δ)), Nbr (p, (*v) will be marked as an outlier set. We calculate the outlierness, which is (*v *N(Nbr(q, (*v )), insert Nbr (p, (*v) into outlier set together with its outlierness. 
In summary, the points in large clusters are pruned by neighborhood merging. Neighborhood merging is very fast because it prunes data set by set, NOT point-by-point. Our method detects outliers over the pruned dataset, which only includes outliers and boundary points of clusters. This subset of data as a whole is much smaller than the original dataset. 

Our method provides interaction for users. User can modify initial radius r, the threshold δ, the distance factor ( and the size factor ( of outliers for different datasets.

4 EXPERIMENTS AND COMPLEXITY STUDY 

In this section, we experimentally compare our method (CF) with current approaches: Su et al’s two-phase clustering based outlier detection algorithm, denoted as MST, and He’s CBLOF (cluster-based local outlier factor) method. MST is the first approach to cluster-based outlier detection. CBLOF is the fastest approach in the cluster-based area so far. We compare three methods in terms of run time and scalability to data size. We will show our approach is efficient and has high scalability. 
We ran the methods on a 1400-MHZ AMD machine with 1GB main memory and Debian Linux version 4.0. The datasets we used are the National Hockey League (NHL, 96) dataset. The datasets are prepared in five groups with increasing sizes. Figure 4 show that our method has a three-to-four-time speed improvement compared to the CBLOF method.
Figure 4 Run Time Comparison of three Methods

As for scalability, our method is the most scalable one among the three. When the data size is small, our method has the similar run time to those of MST and CBLOF.  However, when data size is large, e.g. 16384, our method starts to outperform these two methods (see figure 5). 

  
Figure 5 Scalability Comparison of three Methods
The performance difference among these three methods can also be analyzed by means of computational complexity. The worst case of our method is O (N), where N is the size of dataset. Generally speaking, complexity with pruning technique can be O (M), where M is the size of the remaining subset of the data after pruning. In most cases, the pruned dataset is much smaller than the original dataset, thus M<<N. Table 1 shows the complexity comparison of the three approaches. 
Table 1 Complexity Comparison
	Algorithm
	Complexity

	MST
	O(kNt), k is number of cluster, t is number of iteration

	CBLOF 
	O(2*N)

	CF
	O (N)


5 CONCLUSION
“One person’s noise is another person’s signal.” Outlier detection can lead to discovering unexpected and interesting knowledge, which is critical important to some areas such as monitoring of criminal activities in electronic commerce, credit card fraud, etc. In this paper, we propose an outlier detection method based on a novel consistent factor CF. The method can fast detect outliers over large datasets. The efficiency comes from both efficient pruning and the elimination of the beforehand clustering. Our method was tested over NHL datasets. Experiments show that our method has an around three-to-four time speed improvement on current state-of-the-art cluster-based outlier detection approaches.
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