UNIT 5
Applications of Data Mining
Introduction

Data mining is used extensively used in variety of fields. This chapter presents some of the domain specific data mining applications. The social implications of the data mining technologies are discussed. The tools that are required to implement the data mining technologies are presented. Finally, some the latest developments like data mining in the domains of text mining, spatial mining and web mining are mentioned briefly.

Learning objectives

· To study some of the sample data mining applications

· To study the social implications of data mining applications

· To explore some of the latest trends of data mining in the areas of text, spatial data and web mining.

· To discuss the tools that are available for data mining

5.1 Survey of Data Mining Applications 

Data mining and warehousing technologies are used widely now in different domains. Some of the domain areas are identified and some of the sample applications are mentioned below.

Business

Predicting the future is a dominant theme in business. Many applications are reported in the literature. Some of them are listed here

· Predicting the bankruptcy of a business firm

· Prediction of bank loan defaulters

· Prediction of interest rates for corporate funds and treasury bills

· Identification of groups of insurance policy holders with average claim cost

Data visualization is also used extensively along with data mining applications whenever a huge volume of data is processed. Detecting credit card frauds is one of the major applications deployed by credit card companies that exclusively use data mining technology.
Telecommunication

Telecommunication is an attractive domain for data mining applications because telecom industries have huge pile of data. The data mining applications are like

· Trend analysis and Identification of patterns to diagnose chronic faults 

· To detect frequently occurring alarm episodes and its prediction

· To detect bogus calls, fraudulent calls and identification of its callers

· To predict cellular cloning fraud.

Marketing

Data mining applications traditionally enjoyed great prestige in marketing domain. Some of the applications of data mining in this area include

· Retail sales analysis

· Market basket analysis

· Product performance analysis

· Market segmentation analysis

· Analysis of mail depth to identify customers who respond to mail campaigns.

· Study of travel patterns of customers. 

Web analysis

Web provides an enormous scope for data mining. Some of the important applications that are frequently mentioned in the data mining literature are 
· Identification of access patterns

· Summary reports of user sessions, distribution of web pages, frequently used/visited pages/paths.

· Detection of location of user home pages

· Identification of page classes and relationships among web pages

· Promotion of user websites

· Finding affinity of the users after subsequent layout modification.

 Medicine

The field of medicine is always been a focus area for the data mining community. Many data mining applications have been developed in medical informatics. Some of the applications in this category include

· Prediction of diseases given disease symptoms

· Prediction of effectiveness of the treatment using patient history

Applications in Pharmaceuticals Company always are always of interest to data mining researchers. Here the projects are mostly discovery oriented projects like discovery of new drugs etc.

Security

This is another domain that traditionally enjoys more attention of data mining community. Some of the applications that are mentioned in this category are

· Face recognition/Identification

· Biometric projects like identification of a person from a large image or video database.

· Applications involving multimedia retrieval are also very popular.

Scientific Domain

Applications in this domain include

· Discovery of new galaxies

· Identification of groups of houses based on house type/geographical location

· Identification of earthquake epicenters

· Identification of similar land use

5.2 Social Impacts of Data Mining
Data mining has plenty of applications. Many data mining applications are ever-present (ubiquitous) data mining applications which affects us in our daily life.  Some of the examples are web search engines, web services like recommender systems, intelligent databases, and email agents which have overbearing influence in our life. Web tracking can help the organization to develop a profile of the users. The applications like CRM(Customer Relation Management) helps the organization to cater to the needs of customer in a personalized manner, helps them to organize their products, catalogues to identify, market and organize the facilities.

One of the recent issues that have cropped up is the question of privacy of the data. When organizations collect millions of customer data, one of the major concerns is how the business organizations use it. These questions have created more debates of code of data mining.

Some of these are looked in the context of “fair information practice” principles. These principles govern the quality, purpose, usage, security, accountability of the private data.

The report says that the customers should have a say in how their private data should be used. The levels are 

1. Do not allow any analytics or data mining

2. Internal use of the organization

3. Allow data mining for all uses.

These issues are just beginning. The sheer amount of data and the purpose of data mining algorithm to explore hidden knowledge will generate great concerns and legal challenges.

Some of the fair information report principles like 

1. Clear purpose and usage should be disclosed in the data collection stage itself.

2. Openness with regard to developments, practices, and policies with respect to the private data.

3. Security safeguards to ensure that private data is secured. It should take care of loss of data, unauthorized data access, modification or disclosure.

4. Participation of people

Privacy preserving data mining is a new area of data mining which concerns about the privacy protection during data mining process. The aim is to avoid misuse of data while getting all the benefits of data mining research can bring to humanity. 
 5.3 Data mining Challenges

New data mining algorithms are expected to encounter more diverse data sources/ types of data that involve additional complexities that need to be tackled. Some of the potential data mining challenges are listed below
Massive datasets and high dimensionality

Huge database provide combinatorial explosive search space for model induction. This may produce patterns that are not always valid. Hence data mining algorithms should be

1. Robust and efficient

2. Usage of good approximation methods

3. Scaling up of existing algorithms

4. Parallel processing in data mining

Mining methodologies and User Interaction issues

 Mining different levels of knowledge is a great challenge. There are different types of knowledge and different kinds of knowledge may be required at different stages. This requires that database should be used in different perspectives and development of data mining algorithms is a great challenge

User Interaction problems

Data mining algorithms are usually interactive in nature as users are expected to interact with the KDD process at different points of time. The quality of the data mining of algorithms can be rapidly improved by incorporating the domain information. This helps to focus and speedup the algorithms.

This requires the development of high-level data mining query languages to allow users to describe ad-hoc data mining tasks by facilitating the necessary data. This must be integrated with the existing database or data warehouse query language and must be optimized for efficient and flexible data mining.

The discovered knowledge should also be expressed in such a manner so that the user can understand it. This involves development of high-level languages, visual representations, or similar forms. This requires the data mining system should adopt to knowledge representation techniques like tables, trees etc.

Data handling problems

Managing the data is always a quite challenge for data mining algorithms. Data mining algorithms are supposed to handle

1. Non standard data

2. Incomplete data

3. Mixed data – involving numeric, symbolic, image and text.

Rapidly changing data pose great problems for the data mining algorithms. Changing data make previously discovered patterns invalid. Hence the development of algorithms with the incremental capability is required.

Also the presence of spurious data in the dataset leads to an over-fitting of the models. Suitable regularization and re-sampling methodologies needs to be developed to avoid overfitting of models.

Assessment of patterns is a great challenge. The algorithms can uncover thousands of patterns, which are useless for the user and lack novelty. Hence development of suitable metrics that assess the interestingness of the discovered patterns is a great challenge.

Also most of the data mining algorithms deal with multimedia data, which are stored in a compressed form. Handling a compressed data is a great challenge for data mining algorithms.

Performance challenges

Development of data mining algorithms that are efficient and scalable is a great challenge. Algorithms of exponential complexity are of no use. Hence from database perspective, efficiency and scalability are key issues.

Modern data mining algorithms are expected to handle interconnected data sources of complex data objects like multimedia data, spatial data, temporal data, or hypertext data. Hence development of parallel and distributed algorithms to handle this huge and diverse data is a great challenge.

5.4 Text Mining
This section focuses the role of data mining in text mining. Major amount of information is available in text databases, which consists of larger collection of documents from various sources like books, research papers and so on. This data is semi structured data.

The data may contain few structured data like of authors, title etc. Also some of the data components like abstract and contents are unstructured data. 
Two major areas that are often associated with text is information retrieval and text mining.

On-Line library catalog system is an example of information retrieval system where relevant document is retrieved based on user query.

Thus information retrieval is a field concerned with the organization and retrieval of information from a large collection of text-related data. Unlike databases where problems and issues like concurrency control, recovery, transaction management, text retrieval itself have problem like unstructured data, approximates search etc. Here the information can be “pulled” or can be “pushed” on the system in that case is called filtering systems or recommender systems.

Basic measure of text retrieval:

The measure of the accuracy of information retrieval is precision and recall.

Precision:

This is the measure which indicates the percentage of retrieval document that are in fact relevant to the query. 
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Recall: 

Recall is a metric which indicates the documents that are relevant to the query and is defined as

Recall = 
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Based on the precision and recall, one common tradeoff, a measure called F-Score can be used.

F-score = 
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Information retrieval
Information retrieval indicates that based on a query, the information can be retrieved. One good example is web search engine. Here, based on the query, the search engine performs a matching of key word with bulk of texts to retrieve user requested information. 
Hence, the retrieval problem can be visualized as,

1. Document selection problem

2. document ranking problem

In document searching problem, the query is considered as specifying constraints for selecting the document. The user can give query. One typical system is the Boolean retrieval system, where the user can give a query like “bike or car”. The system would then return the query to fulfill the requirement of the user.

The document ranking problem, the documents are ranked based on the “relevance factor”. Most systems present a ranked list based on the user keyword query. The goal is to approximate the degree of relevance of a document with a score computed based on the frequency of words of the document | collection.

One popular method is vector-space model. In this method both document and a query represent vectors in the high-dimensional space of all possible keywords. Therefore similarity measure is used to approximate document vector and query vector. Here similarity values are used to rank the documents.

The steps of the vector –space model are  given as

1. The first step is called tokenization. This is a preprocessing step whose purpose is to identify keywords. A sort of “stop-list” is used to avoid indexing irrelevant words like “The- a ” etc.

2. Identification of group of words based on commonality – word stem is used to group the documents is used.
3. Term frequency is a measure which finds the number of occurrences of terms in the document. The factor term-frequency matrix is used to associate term with respect to the given document. Its value is zero if the document does not contain the term and non-zero otherwise. If t is used to denote term and d  is used to denote document, then 
TF(d,t) = 
{ 0



if freq (d,t) = 0



   1+log(1+log(freq(d,t)))
otherwise

The importance of the term‘t’ is obtained using the measure called Inverse Document Frequency (IDF).

IDF(t) = 
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Where,

d = document collection

dt = set of document that have the term ‘t’

4. combine TF and IDF, which form the resultant,

TD – IDF (d,t) = TF(d,t) x IDF(t)

Text Indexing
The popular text-indexing techniques are 

1. Inverted index and

2. Signature file

Inverted index is an index structure that maintains two hash indexed or B+ tree index tables. Typically the tables involved are document table and term table. Both tables contain an identifier ID and a list of terms that occur in the document sorted based on some relevance factor.

Signature file is another method which stores signature record for each document. A signature is a fixed size vector. A bit is set to 1 if the term occurs in the document, otherwise it is set to zero.

Query processing:

Once the indexing is done, the retrieval system can answer the keyword by looking up to the documents that contain the query keywords. A sort of counter is used for each document and updates are made for each query term. The documents are fetched later that match the term and increase their scores.

A sort of relevance feedback can be used to improve the performance.

One major limitation of these methods is that they are based on exact matching. The problems associated with matching are synonym problems where the vocabulary differ and polysemy problem where the words mean different things in different contexts.

Dimensionality reduction:

The number of terms and documents are huge. This leads to a problem of inefficient computation. A mathematical technique of dimensionality reduction is used to reduce the vectors so that the application can be implemented effectively. Some of the techniques used are latent semantic indexing, probabilistic semantic analysis, and locality preserving indexing techniques.

The major approaches of text mining are 

1) Keyword-based approach

2) Tagging approach

3) Info-extraction approach

Keyword-based approach discovers relationships at a shallow level and     finding              co-occurring patterns.

Tagging can be manual process or can be automatic way of categorization of documents.

Information extraction approach is more advanced and may lead to the discovery of deep knowledge. But it requires semantic analysis of the text using NLP or machine learning approaches. 

Text-mining Tasks
1) Keyword based association analysis

2) Document Classification analysis

3) Document Clustering analysis

Keyword Based analysis:

This analysis collects set of keywords or terms based on the frequency and extracts association or correlation relationships among them.

Association analysis first extracts the terms, preprocess them using stop-words list. Only the essential keywords are taken and stored in the database using the form 

< ID, List of Keywords >

Then association analysis is performed on them. 

The words that appear together are called term or a phrase. Association analysis can perform compound associations or non compound associations. Compound associations are domain-dependent terms/phrases, hence association analysis helps to tag the terms / phrases automatic and also help in reducing the meaningless results.

Document Classification Analysis:
Classification helps to classify documents into classes so that document retrieval is faster. 

But classification of text is different from the relational database because relational data is well structured. But text databases are not structured, that is the keywords associated with the document are not organized into any fixed set of attributes. Therefore the traditional classifications like decision tree are not effective for text mining.

Normally the Classifications that are used for text classifications are 

1) K-nearest neighbor Classifier

2) Bayesian Classifier

3) Support vector machine

K-nearest neighbor uses similarity measure of the Vector-Space model for Classification. All the documents are indexed. Indexes are associated with class label. When a test document is submitted, it is treated as a query. All the documents that are similar to the query document are returned by the classifier.  The Class distribution can be refined by tuning the query based on the refinements to get a good classifier with good accuracy
Bayesian Classifier is another technique that can be used for effective document Classification.

Support vector machine can be used to perform classification because they work very well in the higher dimensional space.

Association-based Classification is effective for text mining. It extracts a set of associated frequently occurring text patterns.

· It extracts keywords and terms Association analysis is applied. 

· Concept hierarchies of the Keywords/ terms are obtained using WordNet or expert knowledge, and then class hierarchies are formed.

· Association mining can then be used to discover a set of associative terms that can be used to maximally distinguish one class or documents from others. The association rules associated with each document class is derived. 

· Such rules can be ordered based on the discriminative power and occurrence frequency. 

· These rules are then used to classify the new documents.

Document Clustering Systems:
· Document clustering is one of the most important topic in text mining.

· Initially, a spectral clustering is used to reduce the dimensions of the document. The mixture model Clustering method models text data with a mixture model.

It performs clustering using two steps

1) Estimate the model parameters based on text data and Prior knowledge

2) Infer the Clusters based on the estimated model parameters.

5.5 Spatial Data Mining
Spatial data mining is the process of discovering hidden but potentially useful patterns from a large set of spatial data. Spatial data are data that have location component. The specific location should be physical space such as address or longitude or latitude. 

Spatial data can be stored in a spatial database.  Spatial databases are constructed using special data structures or Indices using distance or topological information. Some of the spatial data characteristics are mentioned below
1) Rich data types

2) Spatial relationship among variables.

If a point says a house is affected by an earthquake, most probably the neighbor house also would be affected. This property is called spatial autocorrelation.

3) Spatial autocorrelation among features. 

4) Observations that is not independent.

Traditionally statistics can be applied only when a data is independent of neighbors. Hence the term geo-statistics is normally applied to the spatial data as spatial statistics is often associated with a discrete space.

Data I/P:
The inputs for the spatial data mining algorithms are more complex as they include extended objects like points, lines, polygons etc.

The data input also includes spatial attribute and non-spatial attributes. The non-spatial attributes includes information like name, Population, disease type etc.

Spatial queries:
The Spatial queries are like 

“Find all houses near the lake.

“Find the regions affected by Fire etc.”

Spatial queries, unlike traditional queries, do not use arithmetic operators like <   ,    > etc. Instead, they use operators like near, contained in, overlap etc. Thus the relationships are spatial in nature.

More often the spatial queries can be categorized as – region wise or range query asking for regions, nearest neighbor query to identify closer objects and distance scan to identify objects within a certain distance.

The relationships that are often covered by the spatial queries are shown in Table 5.1.
	Disjoint:
	Region A is disjoint from B, if there are no common Points.

	Overlaps or Intersects:
	At least a common point                                                                exists between region A and B

	Equals
	

	Covered by or Inside or Contained:
	Region B covers A if all the points                                                   of A is covered by region B.

	Covers of Contains:
	B contains a iff  B is contained by A



Table 5.1: Spatial Operations.

Data Mining Tasks for spatial Data
· Spatial OLAP

· Association Rules.

· Classification / Trend analysis

· Spatial Clustering methods.

Spatial OLAP:
 The kind of dimensions present in the spatial data include 

Non-Spatial dimension:
This represents non-spatial data.

Spatial-to-non-Spatial dimension:
This tackles data at two levels. The base data is spatial but the generalizations are not spatial. They are non-spatial in nature.

Spatial –to-Non-Spatial dimension:
This dimension includes data which are spatial both at the primitive level and at higher level.

The measures of the spatial type can be 

Numeric:
This contains only numeric data.

Spatial:
These may be a set of pointers pointing to the spatial object.

Once the cube can be constructed, the queries can be answered just like the non-spatial category.

Mining Association rules:
Association rules can be applied to spatial data. The extracted association’s rules are of the form

A ( B (SY, CY) where A and B are sets of Spatial or non-spatial predicates. SY is the support of the rule and CY is the confidence of the rule. 

Spatial associations occur at different level. For example, the following is an association rule.

Is_a(x, ’school’) ^ closed_to(x, ‘Big playground’) => close_to(x, “city”) (50%, 50%)

Associations also identify groups of particular features that appear frequently closer to each other. It is called mining of spatial-co-locations.

Spatial Clustering methods:
Spatial Clustering is a process of grouping spatial objects to clusters. This process ensures that the spatial objects clustered together have high similar and are dissimilar to the objects in the other clusters. This process can be applied to a group of similar objects also all classical clustering algorithms can be used to cluster the spatial data.

Spatial Classification algorithm:
Spatial Classification analyzes special objects to derive classification scheme such as neighborhood.

This requires the identification of spatial related factors and by performing and by performing on max properties, relevance analysis, best attributes can be selected. Then traditional classification algorithms like decision trees can be used to classify the spatial data.

Spatial trend analysis also can be applied to detect changes and trends along spatial dimension. This extracts trend of Spatial or non spatial data changing with space.

Sometimes, both time and space change. Traffic flows is an example. Spatio-temporal classification scheme can be for these sorts of data.

5.6 WWW mining
Currently Web is the largest data source. Web has many characteristics that makes mining the web a challenging task. Some of the characteristics are listed below:

1) The amount of data that is present in the Web is so huge.

2) Web is a repository where all kinds of data are present. This ranges from structured tables, semi structured web pages and unstructured text and multimedia files.

3) The data are heterogeneous in nature and all the significant amount of information is linked. The page that is referred by most of other pages is called authoritative page.

4) Web data contains noise. The noise is due to the reason that many of the data are unauthentic in nature as any one can put any information on the net.

5) Web is a dynamic content where changes are constant. Changing content and management of dynamic data are biggest concerns.

Web mining aims to discover hidden information or knowledge of web data. The web data includes web hyperlink structure, web page content and web usage data. Based on these, the web mining tasks can be categorized into three categories

Web Structure Mining:
Web pages are connected by links (hyperlinks). These hyperlinks can be mined to get useful information like important web pages. Traditional algorithms are not helpful as normally relational table has no link structure.

Web Content Mining:
Web content mining tasks mine web page contents to get useful information or knowledge. It is useful to cluster similar web pages and is useful in the classification of web pages. The typical applications include customer profiling etc.

Web Usage Mining:
Web usage mining refers to the process of mining user logs to discover user access patterns. 

Web mining is similar to data mining. In traditional data mining, data collection is a bigger task. But in web mining, data collection can be substantial task. But once the data is collected, it can be then preprocessed. Then mining algorithms can be applied to these data.

Web Structure Mining
This represents the analysis of link structure of the web. The website X which contains document A may have a hyperlink to another document B of web site Y. This means that document B is useful to document A.

HITS (Hyperlink Induced Topic Search) are a common algorithm to get knowledge to access documents relating to the topic. Also it aims to find the authoritative page for a given topic.

The algorithm accepts a set of web site references as input. This is called Seed Set. Typically it can be around 200 links. The HITS algorithm adds more references to the set to expand it to a set T. The set T is called target set. The web links are measured as weights. If it contains reference to an authoring site or if a authority site have links to a given page. Then it is weighed more, and then it is weighted more. The outgoing links determine weight of the hub.

1) Accept set S. Let p be the page of the set S

2) Initialize the weight of the hub to 1 for each page of the set S.
3) Initialize the weight of the authority to 1 for each page of the set S
4) Let the expression p ( q represent p has a hyper link to web page q.

5) Update weight of the authority, weight of the hub for each page p of the set S.

Authority-weight (p) =  ( hub-weight (q)
               q ( p


hub-weight (p) = ( authority-weight (q)
                            p ( q


6) Exit.

Some of the problems associated with this algorithm is that it does not take automatically generated hyperlinks into account, it does not exclude the irrelevant or less relevant documents. Also the algorithm has problems like topic hijacking where many hyperlinks points to the same web page. Drifting is another problem where the algorithm fails to concentrate on the specific topic mentioned by the query.

Page-rank: Web graph:
The semantic structure of the web can be constructed based on page-to block and block- to-page relationship also.

Block-to-page relationship captures the several semantic blocks present in a web page. If d represents these block-to-page matrix then

Z = 
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F is a function that assigns an importance value of every block ‘b’ in the page ‘p’. The function is empirically defined as the ratio between the size of the block b / and the distance between the center of b and center of the screen multiplicity ‘(’.  ‘(’ is the normalization   factor to make the sum of fp (b) to be 1. Based on the value of X and Z , web page graph can be constructed as 

Web graph = XZ.

Web Content Mining:
Here patterns are extracted from online sources such as HTML files, text documents, e-mail messages etc. For example, summarization of a web page is a data-mining task.

There are two approaches being explored here.

Local Knowledge-base model:
In this model, web pages are collected. Then they are categorized. For example the categories may be games, education. References to many web pages are   collected under this category. Based on the query, category is first selected then   the     search is performed for the web page.

Agent based model:
The agents can get the requirements of the user, then uses artificial intelligence concepts to discover and organize the documents. The artificial intelligence ranges from user profiling to customized or personalized web agents.

Web Usage Mining:
Web page mining analyzes the behavior of the customers. Basically here, web log analysis is carried out for web usage mining. The usage access pattern are used by the organizations to devise strategy for various marketing applications.  

5.7 Distributed Data Mining 

Distributed Computing plays an important role in the data mining process. This is due to the advances in computing and communication over wired and wireless networks.  Data mining and knowledge discovery in large amounts of data can benefit from the use of parallel and distributed computational environments. This includes different distributed sources of voluminous data, multiple compute nodes, and distributed user community. The field of distributed data mining (DDM) deals with this problem---mining distributed data by paying careful attention to the distributed resources.

The need for Distributed Data Mining (DDM) is due to the fact that data mining requires huge amount of data. Hence there is a need to distribute the data to provide a scalable system. Also the data is inherently distributed into different databases.  

Distributed data mining uses many technologies for distributed association mining, rules mining and clustering. Some of the very popular implementations are for distributed rule mining. This distributed rule mining involves some of the approaches that are mentioned here 

· Synchronous Tree Construction (data parallelization)

· In this model there is no need for movement of data.  But this approach requires high communication cost as tree becomes bushy.
· Partitioned Tree Construction (task parallelization)

· In this model the processors work independently once partitioned completely. But this model involves load imbalance and high cost of data movement

· Hybrid Algorithm

· This method combines good features of two approaches as this model adapts dynamically according to the size and shape of trees

Often the distributed data mining uses a host of technologies to mine the data system. There is no standardization of architecture for distributed data mining. For simplicity sake a open source architecture called JAM (Java Aglet in Metalearning) can be mentioned here for better understanding. This architecture uses agents to support DDM. Agents are mobile carriers. The agents are used to generate and transport the trained classifiers, while meta-learning combines these classifiers. This improves the efficiency as the classifiers are generated at the different data sites in parallel. The classifiers are computed over these stationary data sets. 
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Figure 5.1 Distributed Data Mining Framework 
Data Mining

5.8 Tools for Data mining and Case Studies
5.8.1 Data Mining OLE DB Miner
Data mining component is include in SQL server 2000/2005.OLE DB is also becoming a standard for data mining application.

SQL server introduced data mining features for the first time. Initially two algorithms were introduced: Microsoft decision tree and Microsoft clustering. Data mining components became part of Microsoft Analysis Service.

Microsoft Analysis has two components

1. OLAP Services

2. Data mining

OLAP and Data mining serve complementary to each other. 

What is the need for OLE DB?

Existing packages have many problems. They are 

1. All the packages have their own notion of developing such that they do not communicate with each other. As package A communicate or interact with B.

2. Most packages are horizontal packages. Hence there is problem of integration with user applications.

3. Another problem is, most of the data mining products extract data and store it in an intermediate storage. Data porting and transformation is a difficult and expensive operation. Instead data mining can be applied directly on the stored data.

Microsoft aims to remove the above said problems and aims at standardization. It aims to provide an Industrial standard so that the data mining algorithms can be easily plugged thus providing an common interface with both data mining consumer and data mining provider.

The basic architecture of the OLE DB miner is shown in the Figure 5.1 below.
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Figure 5.2: Architecture of OLE DB Miner.
Microsoft has complemented OLE DB provider based on DM specification. Data mining provider is part of the Analysis Services. There is no sophisticated GUI. But there are many wizards available as part of the Analysis Service to help data mining (Refer Figure 5.2)
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Figure 5.3: OLE DB Analysis
Microsoft 2000 has complemented two algorithms as part of SQL Server 2000. Both classification and clustering are highly scalable algorithms and suitable for large data sets.

One of the biggest advantages is, it is based on OLE DB for data mining application. Suppose if a college wants to mine student data to get a insight of the user requirements, all it has to do is to conclude the data mining algorithms in the Student Information System (Figure 5.3)
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Figure 5.4: Student Information System

The developer can use mining models developed using VB or C++ or using wizards of the Analysis Manager. The wizards generate data mining models then issue text queries similar to data bases.

Mining models are like containers. They do not store data but instead use data directly in the RDMS created using SQL Server. The mining model looks like 


CREATE MINING MODEL Student 


{



Id long key,



Name text discrete,



Age long continuous


}


USING [Microsoft Decision Tree]

Once a model is created, the algorithm analyzes the input data. Any tabular data source can be input for the model provided there is a OLE DB driver. To be consistent, SQL Server provides syntax similar to SQL. SQL Server provides commands like ‘OPEN row set’ to access data from the remote site also. Data need not have to be loaded ahead of time. This service is called in-place mining. After the training is over, data mining algorithms can be applied. Once the data mining returns the patterns, the user can browse the mining model to look at the discovered patterns.

5.8.2 WEKA Introduction With Case Studies
There is no single suite which provides all the data mining tasks. The users must use sometimes different suites for their requirements.

WEKA workbench is a collection of data mining learning algorithms. It is designed in such a manner that the user can explore data mining algorithms quickly over their datasets.

The major advantages of WEKA system are 

1. IT is a open source software. Hence it is free but rich in features. Hence it is maintainable, modifiable.

2. It provides many algorithms so that the user can easily explore, experiment and compare classifiers.

3. It is developed in Java, so it is truly portable and can run on any machine.

4. It is easy to use.

The advantages of WEKA are

All algorithms are main-memory based. This limitation prevents the usage of WEKA for larger datasets. For larger datasets, some sort of sub-sampling should be used.

Exploring WEKA:
1. Preprocessing:

WEKA requires input in CSV format or the native ARFF file formats. Database access is provided using JDBC. So using SQL, data can be accessed from any database. WEKA provides many filters to preprocess the data.

2. Classify

3. Cluster

4. Associate

5. Selection of attributes

6. visualize

WEKA provides a knowledge flow interface for specifying a data stream by graphically connecting components representing data sources, preprocessing tools, learning algorithms, evaluation and visualization tools.

WEKA provides an experimental component to run and compare the different classification and regression algorithms with different parameter values. This also facilitates to distribute load across many machines using Java RMI.

Methods, Algorithms/Architecture:

WEKA provides a comprehensive set of useful algorithms. Weka algorithms cover a wide range of algorithms. The range of algorithms includes filters, clustering, classification, association rule learning, and regression. Virtually all algorithms are supported by WEKA.

To facilitate, operations as flexible as possible, WEKA is designed with a modular, object-oriented architecture. So any new algorithms can be included easily.

WEKA implementation is a top level package called “core”. This provides the global data structures, classes, instances, attributes. Even data mining task is available as a sub packages like classification, cluster etc.

This whole set of features make WEKA as an attractive, open source mechanism to explore the benefits of data mining.

Case Study 1

Weka is effective in solving data mining problem. This case study is aimed to demonstrate the use of weka. The data set that is chosen for demonstration is weather data.

The weather data is a nominal data and it has 14 records. The attributes of the table are given below.

Instances:    14

Attributes:   5

              outlook

              temperature

              humidity

              windy

              play

The aim is to decide whether the kid can play or not?

The first step is the collection of data. Weka requires that the data should be given in a format called ARFF. ARFF stands for Attribute Relation File.

The ARFF file of this database is given below.

@relation weather.symbolic

@attribute outlook {sunny, overcast, rainy}

@attribute temperature {hot, mild, cool}

@attribute humidity {high, normal}

@attribute windy {TRUE, FALSE}

@attribute play {yes, no}

@data

sunny,hot,high,FALSE,no

sunny,hot,high,TRUE,no

overcast,hot,high,FALSE,yes

rainy,mild,high,FALSE,yes

rainy,cool,normal,FALSE,yes

rainy,cool,normal,TRUE,no

overcast,cool,normal,TRUE,yes

sunny,mild,high,FALSE,no

sunny,cool,normal,FALSE,yes

rainy,mild,normal,FALSE,yes

sunny,mild,normal,TRUE,yes

overcast,mild,high,TRUE,yes

overcast,hot,normal,FALSE,yes

rainy,mild,high,TRUE,no

The file first specifies the attribute list followed by the actual data.

Weka provides rich data mining functionalities. It provides  a GUI using which the user can select the required tasks.

For the demonstration sake, a ID3 algorithm is selected. When applied, Weka produces this classification model.

The resultant classification model is given below

=== Classifier model (full training set) ===

Id3

outlook = sunny

|  humidity = high: no

|  humidity = normal: yes

outlook = overcast: yes

outlook = rainy

|  windy = TRUE: no

|  windy = FALSE: yes

This is the decision tree produced by Weka. The terminal nodes are classes. The root and internal nodes test the attributes.

It can be seen that the Time taken to build model is only 0.01 seconds. The quality of the classification model is given by confusion matrix. The confusion matrix can be analyzed using the metrics discussed in the earlier sections.

=== Confusion Matrix ===

 a b   <-- classified as

 8 1 | a = yes

 1 4 | b = no

The confusion matrix yields the following conclusions

=== Stratified cross-validation ===

=== Summary ===

Correctly Classified Instances          12               85.7143 %

Incorrectly Classified Instances         2               14.2857 %

Kappa statistic                          0.6889

Mean absolute error                      0.1429

Root mean squared error                  0.378 

Relative absolute error                 30      %

Root relative squared error             76.6097 %

Total Number of Instances               14     

=== Detailed Accuracy By Class ===

TP Rate   FP Rate   Precision   Recall  F-Measure   ROC Area  Class

  0.889     0.2        0.889     0.889     0.889      0.844    yes

  0.8       0.111      0.8       0.8       0.8        0.844    no

We can choose another algorithm J4.8 of weka (Java implementation of C4.5) algorithm that uses information gain. (Refer chapter 3)

The trace of the algorithm is shown below. The same kind of analysis can be made for this corresponding result also.

J48 pruned tree

---------------

outlook = sunny

|   humidity = high: no (3.0)

|   humidity = normal: yes (2.0)

outlook = overcast: yes (4.0)

outlook = rainy

|   windy = TRUE: no (2.0)

|   windy = FALSE: yes (3.0)

Number of Leaves  : 
5

Size of the tree : 
8

Time taken to build model: 0.06 seconds

=== Stratified cross-validation ===

=== Summary ===

Correctly Classified Instances           7               50      %

Incorrectly Classified Instances         7               50      %

Kappa statistic                         -0.0426

Mean absolute error                      0.4167

Root mean squared error                  0.5984

Relative absolute error                 87.5    %

Root relative squared error            121.2987 %

Total Number of Instances               14     

=== Detailed Accuracy By Class ===

TP Rate   FP Rate   Precision   Recall  F-Measure   ROC Area  Class

  0.556     0.6        0.625     0.556     0.588      0.633    yes

  0.4       0.444      0.333     0.4       0.364      0.633    no

=== Confusion Matrix ===

 a b   <-- classified as

 5 4 | a = yes

 3 2 | b = no

This is the result of the association rule mining. Association rule mining algorithm tries to associate attributes to generate rule. 

Apriori algorithm (Refer chapter 2) is used to generate the following association rules.

Apriori

=======

Minimum support: 0.15 (2 instances)

Minimum metric <confidence>: 0.9

Number of cycles performed: 17

Generated sets of large itemsets:

Size of set of large itemsets L(1): 12

Size of set of large itemsets L(2): 47

Size of set of large itemsets L(3): 39

Size of set of large itemsets L(4): 6

Best rules found:

 1. outlook=overcast 4 ==> play=yes 4    conf:(1)

 2. temperature=cool 4 ==> humidity=normal 4    conf:(1)

 3. humidity=normal windy=FALSE 4 ==> play=yes 4    conf:(1)

 4. outlook=sunny play=no 3 ==> humidity=high 3    conf:(1)

 5. outlook=sunny humidity=high 3 ==> play=no 3    conf:(1)

 6. outlook=rainy play=yes 3 ==> windy=FALSE 3    conf:(1)

 7. outlook=rainy windy=FALSE 3 ==> play=yes 3    conf:(1)

 8. temperature=cool play=yes 3 ==> humidity=normal 3    conf:(1)

 9. outlook=sunny temperature=hot 2 ==> humidity=high 2    conf:(1)

10. temperature=hot play=no 2 ==> outlook=sunny 2    conf:(1)

We can notice that all the rules are associated with confidence factor.

Getting a good quality data set is a difficult task. So for testing algorithms. It is better to generate random datasets (Synthetic data sets) for testing purposes.

%

% Commandline

%

% weka.datagenerators.classifiers.classification.Agrawal -r weka.datagenerators.classifiers.classification.Agrawal-S_1_-n_100_-F_1_-P_0.05 -S 1 -n 100 -F 1 -P 0.05

%

@relation weka.datagenerators.classifiers.classification.Agrawal-S_1_-n_100_-F_1_-P_0.05

@attribute salary numeric

@attribute commission numeric

@attribute age numeric

@attribute elevel {0,1,2,3,4}

@attribute car {1,2,3,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20}

@attribute zipcode {0,1,2,3,4,5,6,7,8}

@attribute hvalue numeric

@attribute hyears numeric

@attribute loan numeric

@attribute group {0,1}

@data

110499.735409,0,54,3,15,4,135000,30,354724.18253,1

140893.779095,0,44,4,20,7,135000,2,395015.33902,1

119159.651677,0,49,2,1,3,135000,22,122025.085242,1

20000,52593.636537,56,0,9,1,135000,30,99629.621457,1

=== Run information ===

Scheme:       weka.classifiers.trees.J48 -C 0.25 -M 2

Relation:     weka.datagenerators.classifiers.classification.Agrawal-S_1_-n_100_-F_1_-P_0.05

Instances:    100

Attributes:   10

              salary

              commission

              age

              elevel

              car

              zipcode

              hvalue

              hyears

              loan

              group

Test mode:    10-fold cross-validation

=== Classifier model (full training set) ===

J48 pruned tree

------------------

age <= 37: 0 (31.0)

age > 37

|   age <= 62: 1 (39.0/4.0)

|   age > 62: 0 (30.0)

Number of Leaves  : 
3

Size of the tree : 
5

Time taken to build model: 0.14 seconds

=== Stratified cross-validation ===

=== Summary ===

Correctly Classified Instances          93               93      %

Incorrectly Classified Instances         7                7      %

Kappa statistic                          0.8472

Mean absolute error                      0.0977

Root mean squared error                  0.2577

Relative absolute error                 21.4022 %

Root relative squared error             53.9683 %

Total Number of Instances              100     

=== Detailed Accuracy By Class ===

TP Rate   FP Rate   Precision   Recall  F-Measure   ROC Area  Class

  0.938     0.086      0.953     0.938     0.946      0.912    0

  0.914     0.062      0.889     0.914     0.901      0.912    1

=== Confusion Matrix ===

  a  b   <-- classified as

 61  4 |  a = 0

  3 32 |  b = 1

The results of IR algorithm (Refer chapter 3) for a random data is shown below

=== Run information ===

Scheme:       weka.classifiers.rules.OneR -B 6

Relation:     weka.datagenerators.classifiers.classification.RDG1-S_1_-n_100_-a_10_-c_2_-N_0_-I_0_-M_1_-R_10

Instances:    100

Attributes:   11

              a0

              a1

              a2

              a3

              a4

              a5

              a6

              a7

              a8

              a9

              class

Test mode:    10-fold cross-validation

=== Classifier model (full training set) ===

a5:


false
-> c0


true
-> c1

(74/100 instances correct)

Time taken to build model: 0 seconds

=== Stratified cross-validation ===

=== Summary ===

Correctly Classified Instances          74               74      %

Incorrectly Classified Instances        26               26      %

Kappa statistic                          0.4992

Mean absolute error                      0.26  

Root mean squared error                  0.5099

Relative absolute error                 57.722  %

Root relative squared error            107.5058 %

Total Number of Instances              100     

=== Detailed Accuracy By Class ===

TP Rate   FP Rate   Precision   Recall  F-Measure   ROC Area  Class

  0.636     0.059      0.955     0.636     0.764      0.789    c0

  0.941     0.364      0.571     0.941     0.711      0.789    c1

=== Confusion Matrix ===

  a  b   <-- classified as

 42 24 |  a = c0

  2 32 |  b = c1

 === Run information ===

Scheme:       weka.classifiers.trees.Id3 

Relation:     weka.datagenerators.classifiers.classification.RDG1-S_1_-n_100_-a_10_-c_2_-N_0_-I_0_-M_1_-R_10

Instances:    100

Attributes:   11

              a0

              a1

              a2

              a3

              a4

              a5

              a6

              a7

              a8

              a9

              class

Test mode:    10-fold cross-validation

=== Classifier model (full training set) ===

Id3

a5 = false

|  a1 = false: c0

|  a1 = true

|  |  a8 = false: c0

|  |  a8 = true

|  |  |  a0 = false: c0

|  |  |  a0 = true

|  |  |  |  a2 = false: c1

|  |  |  |  a2 = true

|  |  |  |  |  a4 = false: c1

|  |  |  |  |  a4 = true: c0

a5 = true

|  a8 = false

|  |  a9 = false

|  |  |  a2 = false

|  |  |  |  a3 = false: c0

|  |  |  |  a3 = true

|  |  |  |  |  a1 = false: c0

|  |  |  |  |  a1 = true: c1

|  |  |  a2 = true

|  |  |  |  a0 = false

|  |  |  |  |  a4 = false: c1

|  |  |  |  |  a4 = true: c0

|  |  |  |  a0 = true: c1

|  |  a9 = true

|  |  |  a3 = false

|  |  |  |  a0 = false: c1

|  |  |  |  a0 = true

|  |  |  |  |  a7 = false: c0

|  |  |  |  |  a7 = true: c1

|  |  |  a3 = true: c1

|  a8 = true

|  |  a1 = false

|  |  |  a2 = false

|  |  |  |  a0 = false

|  |  |  |  |  a3 = false: c0

|  |  |  |  |  a3 = true: c1

|  |  |  |  a0 = true: c0

|  |  |  a2 = true

|  |  |  |  a4 = false: c1

|  |  |  |  a4 = true: c0

|  |  a1 = true

|  |  |  a7 = false: c0

|  |  |  a7 = true

|  |  |  |  a0 = false

|  |  |  |  |  a2 = false: c1

|  |  |  |  |  a2 = true: c0

|  |  |  |  a0 = true: c0

Time taken to build model: 0.06 seconds

=== Stratified cross-validation ===

=== Summary ===

Correctly Classified Instances          78               78      %

Incorrectly Classified Instances        22               22      %

Kappa statistic                          0.5234

Mean absolute error                      0.22  

Root mean squared error                  0.469 

Relative absolute error                 48.8417 %

Root relative squared error             98.891  %

Total Number of Instances              100     

=== Detailed Accuracy By Class ===

TP Rate   FP Rate   Precision   Recall  F-Measure   ROC Area  Class

  0.803     0.265      0.855     0.803     0.828      0.769    c0

  0.735     0.197      0.658     0.735     0.694      0.769    c1

=== Confusion Matrix ===

  a  b   <-- classified as

 53 13 |  a = c0

  9 25 |  b = c1

=== Run information ===

The results of the Apriori Algorithm (Refer Chapter 3) of the above data set using Weka is shown below

Scheme:       weka.associations.Apriori -N 10 -T 0 -C 0.9 -D 0.05 -U 1.0 -M 0.1 -S -1.0 -c -1

Relation:     weka.datagenerators.classifiers.classification.RDG1-S_1_-n_100_-a_10_-c_2_-N_0_-I_0_-M_1_-R_10

Instances:    100

Attributes:   11

              a0

              a1

              a2

              a3

              a4

              a5

              a6

              a7

              a8

              a9

              class

=== Associator model (full training set) ===

Apriori

=======

Minimum support: 0.2 (20 instances)

Minimum metric <confidence>: 0.9

Number of cycles performed: 16

Generated sets of large itemsets:

Size of set of large itemsets L(1): 22

Size of set of large itemsets L(2): 182

Size of set of large itemsets L(3): 56

Best rules found:

 1. a1=false a5=false 24 ==> class=c0 24    conf:(1)

 2. a5=false a8=false 24 ==> class=c0 24    conf:(1)

 3. a5=false a6=false 23 ==> class=c0 23    conf:(1)

 4. a8=false class=c1 22 ==> a5=true 22    conf:(1)

 5. a5=false a7=true 21 ==> class=c0 21    conf:(1)

 6. a5=false a9=false 21 ==> class=c0 21    conf:(1)

 7. a3=false a5=false 20 ==> class=c0 20    conf:(1)

 8. a6=false class=c1 20 ==> a5=true 20    conf:(1)

 9. a2=false a5=false 27 ==> class=c0 26    conf:(0.96)

10. a4=false a5=false 23 ==> class=c0 22    conf:(0.96)

5.8.3 Selection of Data Mining Tool 
One of the major decisions, the business organizations should exercise is to select a suitable data mining tool for their requirement. The best tool need not have to be advanced one. Some of the requirements of the business organizations should look into the selection of tools are listed below.

1. Data types: The data types can be either record based relational data to specialized data like – spatial, stream data, time series or web data. The company should have a clear idea about the kind of data they will be dealing with. No single suite will support all the data types.

2. System Issues: Issues like operating system, machine requirements interfaces like XML play an import role in selection.

3. Data sources

4. Ease of use: Many data mining tasks can be performed by a plain programmer instead of an expert statistician. Modern data mining tools should have suitable GUI to ease the pressure of using the tool thereby increasing the learning curve.

A good GUI is required to perform user-guided, high quality interactive data mining. Lacks of standards is a primary issue. The requirements of the business organizations may force them to choose functionalities of many data mining suites can be made use of.

1. Visualization tools
It is better to have visualization capability. Business organizations deal with terabytes. Exploration of this amount of data is plan impossible. So visualization is required for visualizing the data, result and process. The quality and  flexibility of visualization tools should be evaluated by the business organizations to select a suitable suite.

2. Accuracy
The accuracy of the data mining tool is important. A good tool with acceptable level of accuracy normally influences organizations selection of tools.
3. Common tasks
The data mining suite capability to perform many data mining tasks should be evaluated. The requirements of the organization vary. Some organizations are interested in OLAP analysis, association mining, while some organizations may be interested in prediction and trend analysis.

It is impossible for any data mining suite to provide all facilities. Sometimes, business organizations need to perform multiple tasks and may wish to integrate the tasks. This provides flexibility to the organization.

Some of the data mining tasks require data warehouse and some may not. Hence, it is the requirement of the user to explore the data mining functionalities to decide upon the suitability of the data mining suite for the business organizations.

4. Scalability
Data mining has the scalability issues. Some tools prove only in-memory algorithm which makes application of suites questionable especially when organization have very larger datasets. Hence this should be the major criteria of tool selection for the organizations. 

These are some of the features that needs to be considered along with the requirements of the organization to consider the suitability of the suite. Some are the commercial suites that are commonly used by the organization are Microsoft SQL Server. Intelligent Miner of IBM, mine set, Oracle Data mining, Clementine, Enterprise Miner etc. Some of the tools are open source projects like WEKA.

Summary 
· Data mining is used in various domains like business, telecommunication, marketing, web analysis, medicine, security and scientific domain.

· One of the major issues of data mining are privacy and confidentiality of the private data

· Text mining mines the text present in the large collection of documents

· The basic measures of text retrieval are precision, recall and F-score.

· Text mining includes keyword based association analysis, document classification and document clustering

· Text indexing includes inverted index and underlying signature file

· Spatial mining is the process of discovering hidden but potentially useful patterns from a large set of spatial data

· Spatial mining includes spatial OLAP, association rules, classification, trend analysis and spatial clustering methods.

· Web mining includes web structure mining, web content mining and web usage mining.

· There is no single data mining suite which provides all the data mining tasks. Some of the popular tool suites are weka and Microsoft OLE DB.
· Some of the criteria for choosing data mining suites are the ability to handle many data types, ease of use, visualization capability, accuracy and data mining functionalities.

DID YOU KNOW? 
1. What is the difference between ubiquitous data mining and traditional data mining applications?

2. What is meant by privacy data?

3. Guarding the privacy of the data is a difficult task for data mining algorithms. Justify.

Short Questions. 

1. Enumerate some of the applications of data mining.
2. What is the role of “Fair Information Report”?
3. What are the measures of text retrieval?

4. What is meant by vector-space model?

5. Enumerate some of the spatial queries?

6. Enumerate some of the text mining tasks?

7. What are the kinds of the web mining?

8. What are the salient features of a data mining suite? 

9. What are the social implications of data mining?

10. Enumerate some of the issues of data mining.

LONG QUESTIONS

1. What are the major issues that confront data mining? Explain in detail.

2. Explain in detail spatial data mining.

3. Explain the differences between text mining and text retrieval.

4. Explain in detail text mining tasks.

5. Explain in detail the HITS algorithm of page ranking.

6. Explain the criteria for selecting a data mining suite.
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