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UNIT ONE

Descriptive Statistics; Probability Concepts;

Discrete and Continuous Probability Distributions

INTRODUCTIONPRIVATE 

Applied statistics is concerned with obtaining, representing/summarizing, and analyzing data to address real-world information needs.  Descriptive statistics refers to that branch of applied statistics focusing on organizing, summarizing, and presenting data.  Inferential statistics refers to that branch of applied statistics focusing on making inferences about a body of data (a population) when only a part of the data (a sample) is examined.

Real-world information need/question (  obtain relevant data (  represent/summarize data (  analyze data (  articulate practical implications.


TYPES OF DATA

A characteristic (e.g., age) that exhibits variation across a group of entities (e.g., the airplanes in Federal Express’s fleet) is termed a variable.  When the value of a variable is assessed for multiple entities, data (observations) are obtained. 

Quantitative data convey numerical quantity (how much of something? how many of something?).  Examples of sets of quantitative data include: the weights of the trucks weighed at a weighing station on a particular day; the current numbers of dependents of the employees of a company; the amounts of time spent in a grocery store by customers on a particular weekend; and the annual GDP of the U.S. for each of the past 80 years.

Qualitative data convey type (what kind?), and comprise specifications as to which of a number of possible categories is manifested.  Examples of sets of qualitative data include: the job positions of the employees of a company; the status (good versus defective) of the modems in a batch upon final inspection; and the states of residence of the headquarters of the Fortune 500 companies.

Data on multiple entities at one point in time or over one interval of time is cross-sectional data, whereas data across multiple points in time or multiple intervals of time is time-series data.  Of the aforementioned data sets, only "the annual GDP of the U.S. for each of the past 80 years" is time-series data.


POPULATIONS VERSUS SAMPLES
In statistics, a population refers to an entire set of data or entities of interest, whereas a sample refers to a portion of a population.  It is customary to let N stand for the size of (number of  observations or entities comprising) a finite population, and n stand for the size of a sample.  A parameter is a number describing a population; we shall soon encounter several parameters denoted by the symbols (, (², (, and p.  A statistic is a number describing a sample; we shall

soon encounter several statistics denoted by the symbols 
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SUMMARIZING A SET OF QUALITATIVE DATA
A frequency distribution for a qualitative data set is a list of the relevant categories along with the number of observations falling in each category.   A relative frequency distribution for a qualitative data set is a list of the relevant categories along with the proportion (e.g., .20) or fraction (e.g., 1/5) of observations falling in each category.  A percent frequency distribution for a qualitative data set is a list of the relevant categories along with the percentage of observations falling in each category.

The frequency, relative frequency, or percent frequency distribution may be graphed in the form of a bar chart, in which the categories are labeled on one axis (whether the x-axis or y-axis), the frequencies or relative frequencies or percent frequencies are scaled on the other axis, and from each category label a bar is extended to the respective frequency, relative frequency, or percent frequency.  All the bars are of the same thickness.  A Pareto diagram is a bar chart with the categories sequenced from most common to least common.

The frequency, relative frequency, or percent frequency distribution may be graphed in the form of a pie chart, in which the size of the "slice of the pie"--measured in angle degrees--associated with a given category is proportionate to the number of observations falling in that category.  For example, a category to which 40% of the data set belongs would warrant a "pie slice" spanning 40% of 360 degrees, that is, .40(360 degrees) = 144 degrees. 

We will use the symbol p to denote the proportion of a population falling in a certain category, and the symbol 
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 to denote the proportion of a sample falling in a certain category.

SUMMARIZING A SET OF QUANTITATIVE DATA
A frequency distribution for a quantitative data set is a list of class intervals (non-overlapping intervals of numbers or individual numbers) along with the number of observations falling in each class interval.  A relative frequency distribution for a quantitative data set is a list of class intervals along with the proportion or fraction of observations falling in each class interval.  A percent frequency distribution for a quantitative data set is a list of class intervals along with the percentage of observations falling in each class interval.  A rule of thumb is to use anywhere from 5 to 20 class intervals of equal width for a frequency, relative frequency, or percent frequency distribution for quantitative data.

The frequency, relative frequency, or percent frequency distribution may be graphed in the form of a histogram, in which the class intervals are marked off on the x-axis, the frequencies, relative frequencies, or percent frequencies are scaled on the y-axis, and from each class interval a vertical bar is extended to the respective frequency, relative frequency, or percent frequency. There are no gaps between the bars of a histogram.

A measure of central tendency is a value that is representative of an entire data set.  Three such measures for quantitative data sets include:


(1) the mean: the numerical average of the observations in the collection.

The Greek letter ( (mu) denotes the mean of a population, while the symbol 
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 (x-bar) denotes the mean of a sample.


(2) the median: the observation lying in the middle when all the observations are arranged from smallest to largest.  (If there are two observations lying in the middle, the median is the average of the two.)


(3) the mode: the observation occurring the most frequently.  (There may be no mode or more than one mode.)

With respect to the shape of a frequency or percentage distribution:


(a) A distribution is symmetric about the mean if its graph on the right side of the mean is a mirror image of its graph on the left side of the mean (from which it follows that mean = median).


(b) A distribution is said to be skewed to the right (or positively skewed) if it tapers off at the right end more so than at the left end.


(c) A distribution is said to be skewed to the left (or negatively skewed) if it tapers off at the left end more so than at the right end.

A measure of dispersion or variability is a number representing the degree to which the observations in a data set are dispersed or spread out.  Four such measures for quantitative data sets include:


(1) the range: the difference between the largest and smallest observations.


(2) the variance: the average squared distance (or almost so) of the observations from their mean.

The symbol (² (sigma squared) denotes the variance of a population, which is determined (when the population is finite) by:  subtracting the mean from each observation; squaring each of those differences; adding those squares; and dividing that sum by the number of observations (i.e., N). 

The symbol s² denotes the variance of a sample, which is determined by:  subtracting the mean from each observation; squaring each of those differences; adding those squares; and dividing that sum by the number of observations less 1 (i.e., n -1).

Thus 
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, where xi denotes the ith observation in the population and sample, respectively.

Why is the variance of a sample determined differently than the variance of a population?  By dividing by n‑l instead of n, s² becomes a better (specifically, an unbiased) estimator of (² in the sense that if you were to look at every possible sample of observations of a particular size, the average of all the sample variances (using the divisor of n – 1 instead of n) would be (².

(3) the standard deviation: the square root of the variance.

The symbol ( (sigma) denotes the standard deviation of a population, whereas the symbol s denotes the standard deviation of a sample.  To determine a standard deviation, you must determine the variance first and then take the square root.


(4) the coefficient of variation: the standard deviation expressed as a percentage of the mean, i.e., 
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  To measure the "true" amount of variation in a quantitative data set, one should place the standard deviation "in context" by comparing it to the mean via the coefficient of variation.  When comparing the amount of variability in two collections of observations that have different means or are measured in different units, it is inappropriate to compare their variances or standard deviations; rather one should compare their coefficients of variation.

Using the mean and standard deviation to further describe a set of quantitative data:
The meaning of a z-score.  Consider an observation x from a set of quantitative data having a particular mean and standard deviation.  The z-score for the observation x is 
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.  The z-score communicates how many standard deviations above (if the z-score is positive) or below (if the z-score is negative) the mean the observation lies.  Typically, observations whose z-scores are ( -3 or ( 3 (i.e., observations that lie 3 or more standard deviations below or above the mean) are termed outliers.

Chebyshev's Theorem:  For ANY set of quantitative data, at least 
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 of the observations lie within c standard deviations of the mean (that is, are between

mean - c((standard deviation) and mean + c((standard deviation), provided that c > 1.

It follows from Chebyshev's Theorem (setting c = 2, then 3, then 4) that, for ANY set of quantitative data:

at least 75% of the observations lie within 2 standard deviations of the mean

at least 89% of the observations lie within 3 standard deviations of the mean

at least 94% of the observations lie within 4 standard deviations of the mean

Empirical Rule:  For a BELL-SHAPED set of quantitative data:

( 68% of the observations lie within 1 standard deviation of the mean

( 95% of the observations lie within 2 standard deviations of the mean

( 99.7% of the observations lie within 3 standard deviations of the mean

If you know a set of quantitative data is bell-shaped, apply the Empirical Rule rather than Chebyshev's Theorem as the former will be more informative.

PROBABILITY CONCEPTSPRIVATE 

Probability is a branch of mathematics concerned with the concept and measurement of uncertainty.  The probability of an event is a number between 0 and 1, inclusive, which represents the likelihood or chance that the event will occur.  P(A) denotes the probability of event A.

Probability provides a foundation for inferential statistics, as illustrated in the following examples of inferential statistics procedures (which we will learn to do at a later date).

example:  A brank branch manager wished to estimate the mean service time of customers obtaining service from the branch's tellers last week.  For a random sample of 81 customers obtaining service from the tellers over the past week, the mean service time was 2.0 minutes with a standard deviation of .4 minutes.  Based on this sample data we conclude (we will learn how to do this later) with 99% confidence that the mean service time of ALL customers who obtained service from the bank tellers last week is in the interval
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 = 2.0 ± .1 = (1.9, 2.1),

that is, was between 1.9 and 2.1 minutes.  The interval estimation process used has a probability of .99 of resulting in an interval containing the true mean service time.

example:  An engineer in the R&D department of a wire manufacturing company wondered if a certain revision in its production process would result in wire with a mean breaking strength greater than 150 pounds.  50 strips of wire made with this revised process were found to have a mean breaking strength of 153.5 pounds with a standard deviation of 7 pounds.  Based on this sample it was determined (we will learn how to do this later) that if the mean breaking strength using this revised process were 150 pounds or less, the probability of obtaining a sample of 50 wires with a mean breaking strength of 153.5 pounds or more would be at most .0002.  Therefore, the engineer concluded that the revised process WOULD result in wire with a mean breaking strength greater than 150 pounds.


Three methods of assigning probabilities to events
1.  The classical method pertains to situations where all the possible experimental outcomes are equally likely, in which case the probability of an event = (number of all possible experimental outcomes for which the event in question occurs)/(total number of possible experimental outcomes).

2.  With the relative frequency method, the probability of an event is estimated by looking at many (say, 500 or more) similar situations in the past and seeing what proportion of those times the event in question occurred.

3.  With the subjective method, an individual's subjective assessment of the likelihood that the event in question will occur is used.

SOME OF THE MANY PROBABILITY IDENTITIES OR RULES


TRUE FOR ALL EVENTS A AND B
P(NOT A) = 1 - P(A)

P(A OR B), which is the same as P(AT LEAST ONE OF A OR B), = P(A) + P(B) ‑ P(A AND B)

P((NOT A) AND (NOT B)), which is the same as P(NEITHER A NOR B), = 1 - P(A OR B)

P((NOT A) OR (NOT B)) = 1 - P(A AND B)

P(A GIVEN B) = P(A AND B)/P(B),  provided that P(B) is not 0

P(A AND B) = P(A)(P(B GIVEN A)

P(A AND (NOT B)) = P(A) - P(A AND B)

note: P(A GIVEN B) is referred to as a conditional probability because it is the probability of A occurring conditional upon the fact that B has occurred or will occur.


INDEPENDENT EVENTS
Independent events are, by definition, events such that, for each pair of them, the probability of the first (in the pair) occurring is unaffected by the second (in the pair) occurring.  The following statements are some of the various equivalent ways of saying that A and B are independent events:


P(A GIVEN B) = P(A)


P(B GIVEN A) = P(B)







P(A AND B) = P(A)(P(B)

P((NOT A) AND (NOT B)) = P(NOT A)(P(NOT B)


P(A AND (NOT B)) = P(A)(P(NOT B)


P((NOT A) AND B) = P(NOT A)(P(B)

 The last four rules above extend to more than two independent events.  For example, if A1, A2, and A3 are independent events, then 

P(A1 AND A2 AND A3) = P(A1)(P(A2 )(P(A3);

P((NOT A1) AND (NOT A2) AND (NOT A3)) = P(NOT A1)(P(NOT A2)(P(NOT A3);  and

P(A1 AND (NOT A2) AND A3) = P(A1)(P(NOT A2)(P(A3).


MUTUALLY EXCLUSIVE EVENTS
Mutually exclusive events are, by definition, events that cannot occur at the same time.  The following statements are some of the various equivalent ways of saying that A and B are mutually exclusive events:


P(A AND B) = 0

P(A GIVEN B) = 0


P(B GIVEN A) = 0


P(A OR B) = P(A) + P(B)

DISCRETE DISTRIBUTIONSPRIVATE 

A discrete random variable is a numerical quantity whose value varies by chance, and whose possible values can be listed.  The probability distribution of a discrete random variable X comprises a specification of all the possible values of X along with their probabilities of occurrence. It has the following properties, with x denoting a possible value of X and f(x) denoting P(X = x):


(1) 0 ( f(x) ( 1 for any x


(2) ( f(x) = 1, where the sum is taken over all possible x

(3)
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(x, the mean value of X over repeated observations, is also referred to as the expected value of X, denoted E(X).  Thus the designations E(X) and (x may be used interchangeably. 

 
(4) VAR(X) or 
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The binomial distribution is a particular type of discrete distribution.  Consider a situation where you have n independent trials, and where:


(1) for each trial, either of two mutually exclusive outcomes is possible (by convention, to be designated a "success" and "failure", respectively); and


(2)  the probability of a success, which we will denote as p, and the probability of a failure, which we will denote as 1 - p, remain the same from trial to trial.

Let X = "the number of successes in the n trials".  X is said to have a binomial distribution with parameters n and p, and the probability of exactly x successes in the n trials is:
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      for x = 0, 1, 2, 3, ..., n

where the symbol ! is read "factorial," with:  
0! = 1







1! = 1







2! = 2( 1 = 2







3! = 3( 2(1 = 6







4! = 4(3(2(1 = 24







etc.

It can be shown that for a binomial random variable X, E(X) or (x = n(p and VAR(X) or (2x =  n(p((1-p). 

You will typically encounter a binomial distribution in situations where you draw a simple random sample of size n from a dichotomous (two-valued) population, with each selection of a single element from the population comprising a trial.  If the population is infinite or if you sample with replacement from a finite population, X = "the number of successes in a random sample of size n" will have a binomial distribution exactly.  If the population is finite (of size N) and you sample without replacement: if n < .05N, then X = "the number of successes in a random sample of size n" will have approximately a binomial distribution (because p and 1-p would remain approximately the same from trial to trial); however, if n ( .05N, X would not even approximately have a binomial distribution because p and 1-p would vary widely from trial to trial.

CONTINUOUS DISTRIBUTIONS
A continuous random variable is a numerical quantity whose value varies by chance, and whose possible values comprise all the numbers in one or more intervals.  The probability distribution of a continuous random variable X is given by a probability density function f having the following properties:


(1) f(x) ( 0  for all values x of X


(2) the area under the graph of f is 1


(3) P(a < X < b) = the area under the graph of f between x = a and x = b, from which it follows that P(c) = 0 for any constant c.

The normal distribution is a particular type of continuous distribution.  X is said to have the normal distribution with mean ( and standard deviation ( if its probability density function is given by the function
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Every normal distribution has the following properties:

(1) it is a bell-shaped curve with inflection points at x = ( - ( and x = ( + (
(2) mean = median = mode

(3) approximately 68% of all the observations lie within 1 standard deviation of the mean, that is, are between ( - ( and ( + (
(4) approximately 95% of all the observations lie within 2 standard deviations of the mean, that is, are between ( - 2( and ( + 2(
(5) approximately 99.7% of all the observations lie within 3 standard deviations of the mean, that is, are between ( - 3( and ( + 3(
The standard normal distribution is the normal distribution with a mean of 0 and a standard deviation of 1.  It is customary to let Z stand for a variable having the standard normal distribution.

Theorem:  Any normally distributed variable X can be transformed into the standard normal variable Z as follows:
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The value z (called a z-score) of Z for a particular observation x of X would tell you how many standard deviations above the mean (if z is positive) or how many standard deviations below the mean (if z is negative) that particular observation lies.


Practice Problems for Test #1

1. For each of the scenarios below, specify the branch of statistics (descriptive or inferential) being illustrated:

(a) a college employee prepared a frequency distribution of the ages of the college's 11,000 students

(b) based on a survey of 1000 consumers, it was determined with 99% confidence that between 80 and 85 per cent of all U.S. consumers reduced their poultry consumption last year

(c) in a particular country, the median family income for those families responding to the 1990 census was equivalent to $9000

(d) an analysis of the weights of a sample of 10 crates of oranges in a large shipment received from a supplier caused a grocery store manager to conclude the mean weight of all the crates in the shipment was below the required minimum

2.  Identify what each of the following symbols represents:    n, 
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, s,  (,  (
3.  An inventory control employee selected a random sample of 10 items stored in a warehouse containing hundreds of items.  If 98% of all the items in the warehouse have an actual count that matches the recorded count:

(a) What is the probability that all 10 of the items selected have actual counts which match the recorded counts?

(b) What is the probability that 8 or more of the items selected have actual counts which match the recorded counts?

4.  Below is the frequency distribution of the number of days of sick leave taken last year by the 200 employees of a company.

        days of

number of
% of             

        sick leave

employees
employees
        0 to under 5
110 

        5 to under 10
  63

        10 to under 15
  14

        15 to under 20
    9

        20 to under 25
    3

        25 to under 30
    1

(a) Construct the percent frequency distribution by completing the above table.

(b) Graph the frequency distribution in the form of a histogram.  (Remember to label your axes.)

(c) In which of the 6 class intervals listed above does the median number of days of sick leave taken by the employees lie? (Note that you are not being asked to specify the median.)

5.  Below are the fiber contents (in grams) of eight‑ounce servings for a sample of cereals sold in a grocery store:

                            0, 1, 4, 2, 0, 1, 0, 0, 1

Determine for this sample:

(a) the mean fiber content

(b) the median fiber content

(c) the variance in the fiber content

6.  In a large state agency, 70% of the employees favor job-sharing (having two individuals share a single full-time position), 65% of the employees are female, and 52% of the employees both favor job-sharing and are female.  Assume one employee is selected at random. 

(a) Determine the probability the employee favors job-sharing or is female.

(b) Determine the probability the employee neither favors job-sharing nor is female.

(c) Determine the probability the employee favors job-sharing given that the employee is female.

(d) Are the events "favors job-sharing" and "is female" independent?  (Show what identity you focussed on in arriving at your answer.)

7.  Assume that the widths of the metal fasteners manufactured by a company are normally distributed with a mean of 6 cm and a standard deviation of .05 cm.

(a) What percentage of the metal fasteners have a width less than 5.88 cm? 

(b) What percentage of the metal fasteners have widths between 5.94 and 6.06 cm?         

8.(a) Which of the following data sets comprises qualitative data?


(1) weights of trucks weighed in at a particular weighing station yesterday


(2) numbers of employees in U.S. software development companies

(3) favorite TV programs of senior citizens in the U.S.

   (b) Which of the following random variables is continuous?


(1) price charged for a gallon of unleaded gasoline by a randomly selected gas station


(2) (true) weight of a randomly selected newborn

9. Assume that the shatter strengths of cellular phone handsets manufactured by a company are approximately normally distributed with a mean of 4700 psi and a standard deviation of 60 psi.  Apply the Empirical Rule to describe the shatter strengths.

10. At the right is the (hypothetical)


x
f(x)
    probability distribution of 



0
.20

    X = "the number of microcomputers

1
.58

    in a randomly selected metro Atlanta

2
.18

    residence"





3
.04

(a) What percentage of the residences contain at least one microcomputer?

(b) What is the mean number of microcomputers in the residences in metro Atlanta?

(c) What is the standard deviation in the number of microcomputers in the residences?

Answers:

1. (a) descriptive  (b) inferential  (c) descriptive  (d) inferential.

2. size of sample; mean of sample; standard deviation of sample; mean of population; standard deviation of population

3. use binomial probability formula (a) f(10) = .8171 (b) f(8) + f(9) + f(10) =  .9991

4. (a) 55.0%, 31.5%, 7.0%, 4.5%, 1.5%, .5%

(b)
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      (c) 0 to under 5 (explanation: the median or middle value of all the sick leave amounts would be the average of the 100th and 101st in the ordered list; these 100th and 101st amounts are somewhere in the first interval--which contains the first 110 amounts in the list--thus their average is somewhere in the first interval)

5. (a) 1 g.  (b) 1 g.  (c) 1.75 sq.g.

6. (a) .83  (b) .17  (c) .80  (d) no, because P(favors AND female) ( P(favors)(P(female)

7. (a) .0082 or .8%   (b) .7698 or 77% 

8. (a) (3)    (b) (2) 

9. approximately 68% of the shatter strengths are between 4640 and 4760 psi; approximately 95% of the shatter strengths are between 4580 and 4820 psi; approximately 99.7% of the shatter strengths are between 4520 and 4880 psi

10.(a) .80 or 80%   (b) (x = (x(f(x) = 1.06 micros   (c) get (²x = ( (x - ()²(f(x); then take square root to get standard deviation of  .73 micros

More Practice Problems for Test #1PRIVATE 

1.
A process for making metal sheets generates sheets whose thicknesses are approximately normally distributed with a mean of 5 mm and a standard deviation of .1 mm.  Apply the Empirical Rule to describe the thicknesses of the sheets.

2.
A sample of 10 "AA" batteries of a particular brand had the following lifetimes (in hours): 6.0, 5.7, 6.2, 6.0, 5.8, 6.0, 6.1, 5.9, 5.9, 6.4.  Determine: (a) the mean lifetime; (b) the median lifetime; (c) the range in the lifetimes; (d) the standard deviation in the lifetimes.

3.
You intend to play a gambling game at a casino 25 times.  Each time you play the game, you have a probability of .40 of winning the game.  (a) What is the probability you will win 5 or 6 times?  (b) What is the expected number of games you will win?  (That is, over repeated visits to the casino during which you play 25 games, what would be the mean number of games you would win?)

4.
For each of the following events, state the method that would be employed to assign a probability to the event:  (a) Event: There will be a female President of the U.S. by the year 2012.  (b) Event: A randomly selected KSU student is a senior.  (c) Event: The next customer returning a product to a retail department store does so because the product was defective.

5.
Assume that the probability distribution of X = “the number of grocery store visits made last week by a randomly selected household in metro Atlanta” is as follows:


x
0
1
2
3
4
5
6
7
8


f(x)
.05
.08
.12
.17
.21
.15
.09
.09
.04


(a) Determine the expected value of X (which is the same as the mean number of grocery store visits made last week by households in metro Atlanta).  (b) Determine the standard deviation of X.  (c) What percentage of the households made at least 4 visits last week?

6.
Indicate what each of the following symbols represents:  (,
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7.
Below is the frequency distribution of the scores on a test on a particular network operating system taken by 150 persons who completed an intensive short course on that network operating system last month.




score

    no. of persons     % of persons




65 to under 70

 4




70 to under 75

 7




75 to under 80

21




80 to under 85

38




85 to under 90

53




90 to under 95

27


(a) Is the raw data being summarized in the above table qualitative or quantitative (pick one)?  (b) Determine the percent frequency distribution by completing the above table.  (c) Graph the percent frequency distribution in the form of a histogram, being sure to label both your x-axis and y-axis.  (d) Which of the above intervals of scores contains the median score? (Note that you are not being asked to specify the median.)

8. The time it takes a robot arm to perform an assembly task is approximately normally distributed with a mean of 4.30 seconds and a standard deviation of .20 seconds.  What per-centage of the assembly times are: (a) greater than 4.80 sec?  (b) between 3.88 and 4.72 sec?

9. A company sponsors two ventures, that of Smith and Jones, respectively.  Assume that Smith's venture has a 70% chance of succeeding, Jones's venture has a 60% chance of succeeding, and that the success of Smith's venture is independent of that of Jones.



(a) Determine the probability of Smith's venture failing.



(b) Determine the probability of both Smith's and Jones's ventures succeeding.


(c) Determine the probability of Smith's venture succeeding or Jones's venture succeeding.


(d) Determine the probability of Smith's venture succeeding, given that Jones's venture succeeds.
10.
The items returned to a retail department store last month were classified by primary reason for return as follows:
primary reason for return

% of items





defective



11%





wrong size



62%





didn't need/want


25%





other




  2%


(a) Is the raw data being summarized in the above table qualitative or quantitative?  (b) Portray the above distribution in the form of a Pareto diagram, labeling both x and y axes.

answers:

1.
Approximately 68% of the thicknesses are between 4.9 and 5.1 mm.  Approximately 95% of the thicknesses are between 4.8 and 5.2 mm.  Approximately 99.7% of the thicknesses are between 4.7 and 5.3 mm.

2.
(a) 6 hours  (b) 6 hours  (c) .7 hours  (d) .2 hours

3.
(a) use binomial probability formula; f(5) + f(6) = .0641  (b) (x = n(p = 10 games

4.
(a) subjective  (b) classical  (c) relative frequency

5.
(a) (x = (x(f(x) = 3.91 visits (b) first get (²x = ( (x - ()²(f(x) = 4.12; then take square root of 4.12 to get (x = 2.03 visits  (c) 58%

6.
population mean; sample mean; population standard deviation; sample variance; population size

7.
(a) quantitative; (b) the %s are 2.7%, 4.7%, 14.0%, 25.3%, 35.3% and 18.0%; (c) label the x-axis “score” and mark off the class intervals on the x-axis; label the y-axis “% of persons,” scale the y-axis up to, say, 40%, and then draw in your vertical bars (with no gaps between the bars) above each class interval; (d) 85 to under 90 (why?  since there are 150 scores, the median would be the average of the 75th and 76th scores after the scores are arranged from low to high; because the intervals are arranged from low to high, you know the first 4 scores in the "low to high list" would be in the first interval, the first 4+7 = 11 scores would be in the first two intervals; the first 4+7+21=32 scores would be in the first three intervals, the first 4+7+21+38 = 70 scores (we haven't reached the 75th and 76th scores yet!) would be in the first four intervals, and the first 4+7+21+38+53=123 scores would be in the first five intervals; so the 75th and 76th scores would be in the fifth interval, which is 85 to under 90)

8.
(a) .0062 or .62%  (b) .9642 or 96.42%

9.
(a) .30  (b) .42  (c) .88  (d) .70
10.
  (a) qualitative  (b) Label the x-axis (or y-axis) “primary reason for return;” mark off intervals on that axis; label those intervals from left to right (or top to bottom) from most common category to least common category, i.e., first wrong size, then don't need/want, then defective, then other; label the other axis “% of items,” scaling it up to, say, 70%; and draw in a vertical (or horizontal) bar for each category.

Answers to Homework Problems from text (sequenced by date assigned)

Chapter 1

5.   (a) 3  (b) Industry code is qualitative; Revenue and Profit are quantitative  (c) sum/10 = 10652.1/10 = $1065.21 million  (d) 8/10 = .80 = 80%  (e) 1/10 = .10 = 10%

6.   (a), (c), and (d): quantitative             (b) and (e): qualitative

14. (a) 4  (b) quantitative  (c) time series data because each data set shows the value of a  variable for 1 entity (Ameritech Corp) for each of four consecutive time periods (years)

22. (a) all viewers reached by the television station  (b) the viewers contacted in the telephone survey  (c) it would be too costly and time consuming to try to contact all viewers

Chapter 2
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9 (a) (b)
Starting Time
No. of Employees
% of Employees


7:00 a.m.

3


15



7:30 a.m.

4


20



8:00 a.m.

4


20



8:30 a.m.

7


35



9:00 a.m.

2


10
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18e.  
Salary (in $1000s)
Percentage of VPs


90 to under 105

  8


105 to under 120

10


120 to under 135

20


135 to under 150

38


150 to under 165

14


165 to under 180

10
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19a,b.  # Units Produced

No. of Days

Proportion of Days


140 to under 150

2


.10


150 to under 160

7


.35


160 to under 170

3


.15


170 to under 180

6


.30


180 to under 190

1


.05


190 to under 200

1


.05
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20.  (a) 20.0% + 5.7% + 9.6% + 13.6% = 48.9%  (b) 16.3% + 13.5 + 8.7% + 12.6% = 5.1.1% (or 100% - 48.9% = 51.1%)  (c)  13.6% + 16.3% + 13.5% = 43.4%  (d) 35.3% of 275 million = (.353)(275 million) ( 97 million  (e) (4.35% + 12.6%) of 275 million = 16.95% of 275 million = (.1695)(275 million) ( 47 million

21b.  Computer Usage (in hr.)    Proportion of People

        
0.5 to under 3.5

.22

3.5 to under 6.5

.52

6.5 to under 9.5

.10

9.5 to under 12.5

.12

          12.5 to under 15.5

.04
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37.  (a) (b)
Industry
No. of Companies
% of Companies


Beverage

2


10



Chemicals

3


15



Electronics

6


30



Food


7


35



Aerospace

2


10

(c)           

Chapter 3

5a-c.  (a) 
[image: image22.wmf]x

 = sum/30 = $1106.4 thousand/30 = $36.88 thousand = $36,880  (b) median = average of the two middle (after data arranged from low to high) values of $36.6 and $36.7 thousand = $36.65 thousand = $36,650  (c) mode = $36.4 thousand = $36,400

12.  The data is (implicitly) for a sample of automobiles. 

for city driving: mean mpg (
[image: image23.wmf]x

) ( 15.6 mpg, median = 15.9 mpg, mode = 15.3 mpg.

for highway driving: mean mpg (
[image: image24.wmf]x

) ( 18.9 mpg, median = 18.7 mpg, two modes: 18.6 mpg and 19.4 mpg.

On average (comparing the two means) for the automobiles tested, the mpg for highway driving was 3.3 mpg greater than for city driving.

22. The data is (implicitly) for two samples of delivery data. 

for Dawson:  range = 11 – 9 = 2 days, standard deviation (s) ( .7 days [see below to illustrate the calculation of a standard deviation for a sample]  

for Clark:  range =  15 – 7 = 8 days, standard deviation (s) ( 2.6 days  

Because the mean delivery time was the same (10.3 days) for Dawson and Clark, it is meaningful to compare the standard deviations to assess which supplier was more consistent in its delivery times.  Dawson (with a much smaller standard deviation in delivery times) was much more consistent than Clark.  Comparing the ranges (2 for Dawson versus 8 for Clark) also reflects Dawson’s greater consistency.  

Calculation of standard deviation (s) for Dawson delivery data:  To determine s, you must first calculate the variance s2 which (using the conceptual formula) requires you to know that the mean 
[image: image25.wmf]x

 = sum/10 = 103/10 = 10.3 days.  The calculation of s2 follows.

Variance (s2)





x
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  .49

 =  4.1/(10-1)





10
  .09

 =  4.1/9





  9
1.69

 ( .456 square days 




10
  .09








11
  .49

Standard deviation (s)




11
  .49

 = square root of variance



10
  .09

 ( square root of .456




11
  .49

 ( .7 days





10
  .09








10
  .09_
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25. s2 ( .002.  Do not shut down the production line because the variance is not greater than .005.

26.  recall that the coefficient of variation (C.V.) = 
[image: image29.wmf]%)
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standard

.   

for the quarter-mile times:  s ( .056, C.V. ( .056/.966 ( .058 = 5.8%

for the mile times:  s ( .130, C.V. ( .130/4.534 ( .029 = 2.9%

The coach apparently compared the standard deviations, but should have compared the coefficients of variation (because the mean times for the two distances are different).  The C.V.s indicate that the mile times are more consistent (vary less) than the quarter-mile times. 
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10a-d.  P(Calif) = 1434/2374 ( .60  (b) P(not one of mentioned states) = 221/2374 ( .09  (c) P(Not in early stages) = 1 – P(in early stages) = 1-.22 = .78  (d) 22% of 390 = (.22)(390) ( 86

18. (a) P(0) = .05  (b) P(at least 4) = P(4 or more) = P(4) + P(5) = .10 + .10 = .20

(c) P(2 or fewer) = P(0) + P(1) + P(2) = .05 + .15 + .35 = .55

19. (a) yes; each probability is in the interval [0,1] and they sum to 1  (b) P(A) = P(0) + P(1) + P(2) = .08 + .18 + .32 = .58  (c) P(B) = P(4) = .12

25. (a) P(high 1) = .50, P(high 5) = 12/30 = .40, P(high 1 AND high 5) = 6/30 = .20  (b) P(high1 OR high 5) = P(high 1) + P(high 5) – P(high 1 AND high 5) = .50 + .40 - .20 = .70  (c) P(NEITHER high 1 NOR high 5) = 1 – P(high 1 OR high 5) = 1 - .70 = .30

28. Let B denote the event rented a car for business reasons and P denote the event rented a car for personal reasons.  Given information: P(B) = .458, P(P) = .54, and P(B AND P) = .30  (a) P(B OR P) = P(B) + P(P) – P(B AND P) = .458 + .54 - .30 = .698  (b) P(NEITHER B NOR P) = 1 – P(B OR P) = 1 - .698 = .302

32. (a)                                Single      Married


Under 30     .55             .10            .65

            
30 or over    .20             .15            .35

                        
        .75             .25          1.00

 (b) 65% of the customers are under 30  (c) the majority (75%) of the customers are single  (d) .55  (e) P(single GIVEN under 30) = P(single AND under 30)/P(under 30) = .55/.65  ( .85  (f) marital status and age are independent if and only if, for each combination of marital status and age, P(marital status AND age) = P(marital status)(P(age).  But P(single AND under 30) = .55 ( P(single)P(under 30) = (.75)(.65) = .4875.  So the answer is no.

34.  (a) P(O) = .38 + .06 = .44    (b) P(Rh-) = .06+ .02 + .01 + .06 = .15

(c) P(spouse 1 Rh- AND spouse 2 RH-) = P(spouse 1 Rh-)((P(spouse 2 Rh-) = (.15)(.15) =   .0225  (d) P(spouse 1 AB AND spouse 2 AB) = P(spouse 1 AB)((P(spouse 2 AB) = (.05)(.05) = .0025  (e)  P(Rh- GIVEN O) = P(Rh- AND O)/P(O) = .06/.44 ( .14 

(f) P(B GIVEN Rh+) = P(B AND Rh+)/P(Rh+) = .09/.85 ( .11

35. (a) P(up in Jan) = 31/48 ( .646  (b) P(up for year) = 36/48 = .75

  (c) P(up for year GIVEN up in Jan) = P(up for year AND up in Jan)/P(up in Jan) ( .604/.646 ( .93  (d) no, because P(up for year GIVEN up in Jan) ( .93  (  P(up for year) = .75

37. (a) P(A AND B) = P(A)(P(B) = (.55)(.35) = .1925

       (b) P(A OR B) =  P(A) + P(B) – P(A AND B) = .55 + .35 - .1925 = .7075

       (c) P(shutdown) =  P(NEITHER A NOR B) = 1 – P(A OR B) = 1 - .7075 = .2925

Chapter 5

17.  
x
f(x)
xf(x)
(x - ()2f(x)


0
.10
.00
.60025   = (0 – 2.45)2(.10)


1
.15
.15
.315375 = (1 – 2.45)2(.15)


2
.30
.60
.06075   = (2 – 2.45)2(.30)


3
.20
.60
.0605         etc.


4
.15
.60
.360375


5
.10
.50
.65025                                                                                                                  

2.45 2.0475

= (
=(²

(a)  E(X) = ( =  ( xf(x) = 2.45 calls (from table above)

(b)  VAR(X) = (² = ( (x - ()2f(x) = 2.0475 square calls (from table above)

       STDEV(X) = ( = square root of (² = 1.4309 calls

21.  (a) 4.05

  (b) 3.84

  (c) Executives: 1.2475    Middle Managers: 1.1344

  (d) Executives:  1.1169  Middle Managers: 1.0651

  (e) the senior executives have a slightly higher average score and a slightly higher standard deviation than do the middle managers

28.  (Assume that 33% of all students aged 16-22 have their own credit cards.)  n = 6, p = .33  (a) f(2) = [6!/(2!4!)](.33)2(.67)4 ( .3292   (b) long way:  P( at least 2) = f(2) + (3) + f(4) + f(5) + f(6) = etc.  short way: P(at least 2) = P(NOT (0 OR 1)) = 1 – P(0 OR 1) =

      1 – [f(0) + f(1)] ( (using the binomial probability formula twice, once with x = 0 and a second time with x = 1) 1 – [.0905 + .2673] = .6422  (c) n = 10, p = .33,  f(0) =  [10!/(0!10!)](.33)0(.67)10 ( .0182 

31. n = .10, p = .05  (a) approximately so; since the drivers are selected randomly and there are many female and many male drivers, p is approximately the same from trial to trial and the trials are approximately independent  (b) f(2) = [10!/(2!8!)](.05)2(.95)8 ( .0746  (c) f(0) = [10!/(0!10!)](.05)0(.95)10 ( .5987  (d) P(at least 1) = P(NOT 0) = 1 – f(0) (
       1 - .5987 = .4013

34.  n = 15, p = .40  (a) f(3) = [15!/(3!12!)](.40)3(.60)12 ( .0634  (b)  12 out of 15 travelers with neither a cell phone nor a laptop is the same as 3 travelers out of 15 with a cell phone or laptop, so you want f(3) which has already been determined to be ( .0634

(c) short way: P(at least 3) = P(NOT(0 OR 1 OR 2)) = 1 – [f(0) + f(1) + f(2)] ( (using the binomial probability formula three times, for x = 0, x = 1, and x = 2)

1 – [.0005 + .0047 + .0219] = .9729

59.  (a) E(X) =  (  = np = (100)(.041) = 4.1 people

(b) VAR(X) = (² = np(1-p) = (100)(.041)(.959) ( 3.93 squared people,

       STDEV(X) = ( = square root of (² ( 1.98 people.

Chapter 3

32. (a) ( 68%/2 = 34%  (b) between 1 and 3 fall ( 95%/2 = 47.5%, and between 3 and 4 fall ( 68%/2 = 34%, so between 1 and 4 fall ( 47.5% + 34% = 81.5%  (c) ( (100% - 68%)/2 = 16%

33. (a) ( 68%  (b) ( 95%  (c) ( (100% - 95%)/2 = 2.5%

34.  Recall that a z-score for some value x is determined by calculating (x – mean)/st.dev.  (a) for x = 71, z = (71 – 90.06)/20 ( -.95     (b) for x = 168, z = (168 – 90.06)/20 ( 3.90  (c) A repair cost of $71 is ( .95 standard deviations below the mean and a repair cost of $168 is ( 3.90 standard deviations above the mean.  The repair cost of $168 is considered an outlier because it is more than 3 standard deviations away from the mean.

Chapter 6

9b-c.  (b) ( .68  (c) ( .95
12.  (a) ( .2967  (b) ( .4418  (c) ( .5 - .5000 = 0  (d) ( .0910 + .5 = .5910  (e) ( .3849 + .5 = .8849  (f) ( .5 - .2611 = .2389

13.  (a) ( .4761 + .1879 = .6640  (b) ( .3888 - .1985 = .1903  (c) ( .4599 - .3508 = .1091

20.  (a) P(X < 11) = P(Z < -2.00) [note: when x = 11, z = (11 - 27)/8 = -2.00] ( .5 - .4772 = .0238  (b) P(X > 40) ( P(Z > 1.63) [note: when x = 40, z = (40 - 27)/8 = 1.63] ( .5 - .4484 = .0516  (c) first find the z* for which the area to the right is .20, that is, the positive z* for which the area between z = 0 and z = z* is .3000.  z* (from the z-table) is  ( .84.  Now find the x (hours of usage) that is .84 standard deviations above the mean.  So x = 27 + .84(8) = 33.72 hours.

22. (a) P(400 < X < 500) ( P(-.46 < Z < .65) [note: when x = 400, z = (400 – 441.84)/90 =

 -.46 and when x = 500, z = (500 – 441.84)/90 = .65] ( .1772 + .2422 = .4194  (b) first find the z* for which the area to the right is .10, that is, the positive z* for which the area between z = 0 and z = z* is .4000.  z* (from the z-table) is  ( 1.28.  Now find the x (weekly pay) that is 1.28 standard deviations above the mean.  So x = 441.84 + 1.28(90) = $557.04  (c) P(X < 250) ( P(Z < -2.13) [note: when x = 250, z = (250 – 441.84)/90 =

-2.13] ( .5 - .4834 = .0166  

25.  (a) P(X > 400) = P(Z > -.65) [note: when x = 400, z = (400 – 442.54)/65 = -.65] (
 .5 + .2422 = .7422   (b) P(X <  300) = P(Z <  -2.19) [note: when x = 300, z =

 (300 – 442.54)/65 = -2.19] ( .5 - .4857 = .0143  (c) P(400 < X < 500) ( P(-.65 < Z < .88) [note: when x = 400, z = (400 – 442.54)/65 = -.65 and when x = 500, z =

(500 – 442.54)/65 = .88] ( .2422 + .3106 = .5528

37.  (a) P(X > 12000) = P(Z > 1.33) [note: when x = 12000, z = (12000 – 10000)/1500 = 1.33]  ( .5 - .4082 = .0918  (b) first find the z* for which the area to the left is .95, that is, the positive z* for which the area between z = 0 and z = z* is .4500.  z* (from the z-table) is  ( 1.645 (okay to use 1.64 or 1.65).  Now find the x (weekly demand) that is 1.645 standard deviations above the mean.  So x = 10000 + 1.645(1500) ( 12,468 tubes of toothpaste.
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Descriptive StatisticsPRIVATE 

For a finite population:  
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 Coefficient of variation = 
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Probability Rules

True for all events A and B:

P(NOT A) = 1 - P(A)


P(A OR B), which is the same as P(at least one of A OR B), =  P(A) + P(B) - P(A AND B)


P((NOT A) AND (NOT B)), which is the same as P(neither A nor B), = 1 - P(A OR B)


P(A GIVEN B) = P(A AND B)/P(B), provided that P(B) ( 0


P(A AND B) = P(A)(P(B GIVEN A)


P(A AND (NOT B)) = P(A) - P(A AND B)








True only for independent events A and B:

P(A GIVEN B) = P(A)











P(A AND B) = P(A)(P(B)


P((NOT A) AND (NOT B)) = P(NOT A)(P(NOT B)


P(A AND (NOT B)) = P(A)(P(NOT B)


P((NOT A) AND B) = P(NOT A)(P(B)

Probability Distributions


For any discrete random variable X:

      
note:  x denotes a possible value of X; f(x) denotes P(X = x)

   
E(X) or
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For any binomial random variable X:
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[Recall that 0! = 1, 1! = 1, 2! = 2(1 = 2, 3! = 3(2(1 = 6, 4! = 4(3(2(1 = 24, etc.]
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For any normally distributed random variable X:  


X can be transformed into the standard normal variable Z as follows: 
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