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Abstract. At a time of wide availability of communication technologies, language barriers are a serious issue to world communication and to economic and cultural exchanges. More comprehensive tools to overcome such barriers, such as machine translation and cross-lingual information application, are nowadays in strong demand. In this paper, the research problems will be considered within the context of Arabic/English Cross Language Information Retrieval (CLIR). Our proposed method consists of two main steps: First, using an Arabic analyzer, the query terms are analyzed and the senses of the ambiguous query terms are defined. Secondly, the correct senses of the ambiguous query terms are selected, based on co-occurrence statistical data. To compensate for the lack of training data for some test queries, we used the web, in order to get the statistical co-occurrence data needed to disambiguate the ambiguous query terms.
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1   Introduction

The increasing diversity of the internet web sites has created millions of multilingual resources in the World Wide Web. Therefore, at first glance, it seems that more information can be retrieved by non-English speaking people. However, even users that are fluent in different languages face difficulties when they try to retrieve documents that are not written in their mother tongue or if they would like to search for documents in all languages they can speak in order to cover more resources with a single query. The issues of CLIR (Cross Language Information Retrieval) have been discussed for several decades. In the early seventies experiments for retrieving information across languages were first initiated by Salton (Salton, 1973). Currently, CLIR issues are addressed in several evaluation forums such as TREC, CLEF and NTCIR.   While each of them covers different languages: TREC includes Spanish, Chinese, German, French, Italian, and Arabic; CLEF includes French, German, Italian, Swedish, Spanish, Dutch, Finnish, and Russian; and NTCIR includes Japanese, Chinese and Korean. Finding the most effective way to bridge the language barrier between queries and documents is the central challenge in CLIR (Yang & Ma, 2002). CLIR systems allow the user to submit the query in one language and retrieve the results in different languages and thus provide an important capability that can help users to meet this challenge. In addition to the classical IR tasks, CLIR also requires that the query (or the documents) be translated from one language into another. Query translation is the most widely used technique for CLIR due to its low computational cost for translation compared to the effort of translating a large set of documents. However, the query translation approach suffers from translation ambiguity as queries are often short and do not provide rich context for disambiguation. 

In the following, we give a brief description of Cross-Language Information Retrieval (CLIR) approaches, followed by a brief review of problems found with CLIR approaches, hindering better retrieval performance.  
2   Cross-Language Information Retrieval (CLIR) Approaches
 CLIR systems are typically divided into two main approaches: First, systems that exploit explicit representations of translation knowledge such as bilingual dictionaries or machine translation (MT), e.g., (Ballesteros & Croft, 1998; Oard & Diekema, 1998) and second, systems that automatically extract useful translation knowledge from comparable or parallel corpora using statistical/probabilistic models, e.g., (Nie et al., 1999; Brown, 1998). For example, Brown (1996) proposed an approach to construct a thesaurus based on translating the word in the original query then counting its co-occurrence information and storing it with the corresponding word in the target language. A statistical approach to find statistical associations between words in two languages using parallel corpora has been studied, e.g., in (Yang et al., 1998).
MT systems spend a lot of effort on producing syntactically correct sentences, while CLIR systems are based on individual word translations without focusing on producing a syntactically correct translation. For a dictionary based approach, one can use a general-purpose dictionary or a special dictionary for a specific task, e.g., a medical terminology dictionary for translation. A clear drawback to this approach is that one word might have multiple translations (meanings) in the target language and thus it is very difficult to determine the correct meaning that should be chosen for the translation. Furthermore, a dictionary does not contain all words, e.g., technical terms or proper names. On the other hand, MT systems suffer from a clear drawback where user queries are often short and formed usually without any proper syntactic structure (Hull & Grefenstette, 1996). Therefore, the performance of current machine translation systems is low for CLIR (Pirkola, 1998). Using a statistical/probabilistic model, based on parallel text, a dictionary translation can be automatically improved because related cross lingual word pairs appear in similar context in such a collection. However, corpora-based approaches for CLIR suffer usually from a domain specific drawback due to the limited coverage of the used corpora.

For Arabic CLIR, several studies have been done so far. Aljlayl et al. (2002) evaluated the effectiveness of an MT-based Arabic-English CLIR by using the ALKAFI translation system and two standard TREC collections and topics. They pointed out that the experimental results indicate that the less source terms that are needed to form a context, the better the retrieval accuracy and efficiency is. Aljlayl & Frieder (2001) investigated the effectiveness of MT and MRD (Machine Readable Dictionary) approaches to Arabic-English CLIR. They studied three methods of query translation using an Arabic English bilingual dictionary: the Every-Match (EM), the First-Match (FM), and the Two-Phase (TP) methods. In the EM method they included all translations found in the dictionary for the query term. Using this method, the translation ambiguity will be higher and will result in poor effectiveness. In the FM method, they considered only the first translation provided by the bilingual dictionary. They claim that usually the translations provided by dictionaries are presented in an ordered way based on its common use and thus the more common translation is listed first. In the TP method, they selected only the translation that returns the original query term when being re-translated. Based on their experimental results, they point out that the TP approach outperforms EM and FM approaches. Although translation in CLIR and MT seems to have the same concerns, it should be noted that MT and CLIR tackle quite different problems: Machine translation focuses more on providing sentences with correct syntactic information, while CLIR focuses more on providing translations without considering any syntactic information. Furthermore, CLIR systems, in some cases, allow for more than one translation for each of the query terms (translation relevant), while MT focuses on providing a unique translation for each query term, and in CLIR users are often involved in the translation refinement process, while in MT the user plays no role in the translation process. For Arabic/English cross language information retrieval, several studies have been performed using large corpora. For example, Ahmed & Nürnberger (2008a; 2008b) presented a word sense disambiguation method applied in automatic translation of a query from Arabic to English. The developed machine learning approach is based on statistical models that can learn from parallel corpora by analysing the relationship between the items included in these corpora, in order to use them for selecting the most suitable translation of the query term. In the following, we discuss some of the problems that CLIR approaches are currently facing, in more detail.
3   Cross-Language Information Retrieval (CLIR) Issues
Problems found with CLIR approaches, hindering better performance, are translation ambiguity, inflection, translating word compounds, phrases, proper names, spelling variants and special terms (Hedlund et al., 2004).
3.1 Translation Disambiguation
In natural language, there are many words that have multiple meanings and therefore the meaning of such equivocal or ambiguous words may vary significantly according to the context in which they occur. This problem is even more complicated when those words are translated from one language into another due to the ambiguities in both languages. Therefore, there is a need to disambiguate the ambiguous words that occur during the translations. Word translations disambiguation WTD, or more general word sense disambiguation (WSD) is the process of determining the correct sense of an ambiguous word given the context in which the ambiguous word occurs. We can define the WSD problem as the association of an occurrence of an ambiguous word with one of its proper senses. Arabic poses a real translation challenge for many reasons; Arabic sentences are usually long and punctuation has no or little affect on interpretation of the text. Contextual analysis is important, in Arabic, in order to understand the exact meaning of some words. Characters are sometimes stretched for justified text, i.e. a word will be spread over a bigger space than usual, which prevents a (character based) exact match for the same word. Furthermore, in Arabic synonyms are very common, for example, "year" has three synonyms in Arabic سنة ، حول ، عام and all are widely used in everyday communication. Another real issue for the Arabic language is the absence of diacritics (sometimes called voweling). Diacritics can be defined as symbols over and under letters, which are used to indicate the proper pronunciations, hence also define the meaning of a word and therefore have important disambiguating properties. The absence of diacritics in Arabic texts poses a real challenge for Arabic natural language processing as well as for translation, leading to high ambiguity. Though the use of diacritics is extremely important for readability and understanding, diacritics is very rarely used in real life situations. Diacritics don’t appear in most printed media in Arabic regions nor on Arabic internet web sites. They are visible in religious texts such as the Quran, which is fully diacritized, in order to prevent misinterpretation. Furthermore, the diacritics are present in children’s books, in school, for learning purposes. For native speakers, the absence of diacritics is not an issue. They can easily understand the exact meaning of the word from the context, but for inexperienced learners as well as in computer usage, the absence of the diacritics is a real issue. When the texts are unvocalized, it is possible that several words have the same form but different meaning. For example, the Arabic word يعد (yEd) can have the following meanings: "promise", "prepare", "count", "return", "bring back" in English.  The Arabic) word علم (Elm) can have the following meanings: "flag", "science"," he knew", "it was known", "he taught", "he was taught"
. The task of disambiguation therefore involves two processes: First, identifying all senses of the ambiguous word considered. Second, assigning the appropriate sense each time this word occurs. The first step can be tackled, e.g., using a list of senses for each of the ambiguous words existing in everyday dictionaries. The second step can be done by analysing the context in which the ambiguous word occurs, or by using an external knowledge source, such as lexical resources as well as a hand-devised source, which provides data (e.g. grammar rules) useful to assigning the appropriate sense to the ambiguous word. In WSD, it is very important to consider the source of the disambiguation information (e.g. a hand-devised source may provide a better quality than a source derived by statistical processing), the way of constructing the rules using this information and the criteria of selecting the proper sense for the ambiguous word, using these rules. WSD is considered an important research problem and is assumed to be helpful for many applications such as machine translation (MT) and information retrieval.

Approaches for WSD can be classified into three categories: supervised learning, unsupervised learning, and corpora based approaches. In the following, we briefly describe the state-of-the-art of WSD approaches for all three categories. 
3.1.1   Supervised and unsupervised learning approaches

Several methods for word sense disambiguation, using a supervised learning technique, have been proposed. These include approaches based on Naïve Bayesian (Gale el al.,1992), Decision List (Yarowsky, 1994), Nearest Neighbor (Ng & Lee, 1996), Transformation Based Learning (Mangu & Brill, 1997), Winnow (Golding & Roth, 1999), Boosting (Escudero et al., 2000), and Naïve Bayesian Ensemble (Pedersen, 2000).  For all of these methods, the ones using Naïve Bayesian Ensemble are reported to obtain the best performance for word sense disambiguation tasks with respect to the data sets used. The idea behind all these approaches is that it is almost always possible to determine the sense of the ambiguous word by considering its context, and thus all methods attempt to build a classifier, using features that represent the context of the ambiguous word. In addition to supervised approaches for word sense disambiguation, unsupervised approaches and combinations of them have been also proposed for the same purpose. For example, Schütze (1998) proposed an Automatic word sense discrimination which divides the occurrences of a word into a number of classes by determining for any two occurrences whether they belong to the same sense or not, which is then used for the full word sense disambiguation task. Examples of unsupervised approaches were proposed in (Litkowski, 2000; Lin, 2000; Resnik, 1997; Yarowsky, 1992; Bhattacharya & Getoor, 2002; Kaji, 2002). 
3.1.2   Corpora based approaches
Corpora based methods provide an alternative solution for overcoming the lexical acquisition bottleneck, by gathering information directly from textual data e.g. bilingual corpora. Due to the expense of manual acquisition of lexical and disambiguation information, where all necessary information for disambiguation has to be manually provided, supervised approaches suffer from a major limitation in their reliance on a predefined knowledge source, which affects their ability to handle large vocabulary in a wide variety of contexts. In the last few years, the amount of parallel corpora available in electronic format has been increased, which helps to extend the coverage of the existing system or train new systems. For example, in (Brown et al., 1991; Gale et al.,1992) the parallel aligned Hansard Corpus of Canadian Parliamentary debates was used for WSD, and in (Dagan & Itai, 1994) a monolingual corpora of Hebrew and German was used. The use of a bilingual corpus to disambiguate words was proposed in e.g. (Ide, 1999). All of the previous studies are based on the assumption that the mapping between words and word senses is widely different from one language to another. Unlike machine translation dictionaries, parallel corpora usually provide high quality translation equivalents that have been produced by experienced translators. However, in order to increase the efficiency of exploiting existing parallel corpora, aligned at sentence level, explicit word-level alignments should be added, where possible, between sentence pairs in the training corpora. An integration of WSD, in translation tasks, for several languages, was studied and improved by many researches. Resolving translation ambiguity, based on text corpora of source and target languages, was studied and evaluated, e.g., for English and Japanese (Doi & Muraki, 1992) French and English (Vickrey et al., 2005), Spanish and English (Cabezas & Resnik, 2005), Arabic and English (Ahmed & Nürnberger, 2008a; 2009b), Portuguese and English (Specia et al., 2007) and Chinese and English (Chan & Ng, 2007). Dictionary-Based Disambiguation Methods have also been studied, e.g., in (Hull, 1997) a structured query was used for CLIR. In (Davis, 1996) a dictionary based query translation was proposed. For disambiguation, the system uses a speech tagger to tag query terms with parts of speech information. Based on this information, the system selects the relevant terms from the dictionary, which have the same part of speech. A similarity measure is then used to compare the source language query terms and the equivalent translated terms of the aligned sentences in the parallel corpora. Only the sentences whose ranking is most similar to the source language terms will be selected. Lesk (1986) proposed a method for counting the overlap between the words in the target context and the dictionary definitions of the senses. Later this algorithm was applied to Japanese data in (Baldwin et al., 2008); the authors showed that definition expansion via ontology produced a significant performance gain. 
3.2 Word Inflection

Word inflection causes a real problem for translations as well as for CLIR systems, whereas languages exhibiting a rich inflectional morphology face a challenge for machine translation systems. In the following, we give a brief description of the Arabic language, clarifying some of its properties, followed by a brief discussion of approaches that try to overcome the word inflection issues, with respect to the Arabic language. Arabic is a Semitic language that is based on the Arabic alphabet, containing 28 letters. Its basic feature is that most of its words are built up from, and can be analyzed down to common roots. The exceptions to this rule are common nouns and particles. Arabic is a highly inflectional language with 85% of words derived from triliteral roots. Nouns and verbs are derived from a closed set of around 10,000 roots (Al-Fedaghi & Al-Anzi, 1989). Arabic has three genders, feminine, masculine, and neuter; and three numbers, singular, dual, and plural. The specific characteristics of Arabic morphology make the Arabic language particularly difficult for developing natural language processing methods for information retrieval. One of the main problems in retrieving Arabic language text is the variation in word forms. For example, the Arabic word “kateb” (author) is built up from the root “ktb” (write). Prefixes and suffixes can be added to the words that have been built up from roots to add number or gender, for example adding the Arabic suffix ”ان “ (an) to the word “kateb“ (author) will lead to the word “kateban” (authors) which represents dual masculine. What makes Arabic complicated to process is that Arabic nouns and verbs are heavily prefixed. The definite article”ال “ (al) is always attached to nouns, and many conjunctions and prepositions are also attached as prefixes to nouns and verbs, hindering the retrieval of morphological variants of words (Moukdad, 2004).

Arabic is different from English and other Indo-European languages with respect to a number of important aspects: words are written from right to left; it is mainly a consonantal language in its written forms, i.e. it excludes vowels; its two main parts of speech are the verb and the noun, in that word order, and these consist, for the main part, of triliteral roots (three consonants forming the basis of noun forms that are derived from them); it is a morphologically complex language, in that it provides flexibility in word formation: as briefly mentioned above, complex rules govern the creation of morphological variations, making it possible to form hundreds of words from one root (Moukdad & large, 2001). Furthermore, the letter shapes are changeable in form, depending on the location of the letter at the beginning, middle or at the end of the word.

One major issue, in order to tackle this problem, is to find the stem of the word. There are two, widely used, stemming approaches: First, approaches that are language dependent and designed to handle morphological variants. In stemming, morphological variants are reduced to a common basic form called a root.  Second, string-similarity approaches i.e. (n-gram), which are (usually) language independent and designed to handle all types of word variants. Using stemming led to a clear benefit with respect to the CLIR task. The user does not need to pay any attention to word form inflection issues, as different forms of his query terms are automatically conflated into the basic form. Furthermore, stemming provides many other benefits such as improved retrieval performance and storage saving. Ahmed & Andreas described in detail, these two approaches, with respect to the advantages and disadvantages for each approach. Furthermore they proposed a "revised" n-gram algorithm that makes it possible to handle one-character infixes, prefixes, and suffixes, which are frequent in Arabic. The proposed method obtained superior results on a large newspaper corpus (Ahmed & Nürnberger, 2009).
3.3 Out of vocabulary words (OOV)

In CLIR systems the translation of out of vocabulary words (technical terms, named entities and acronyms) is a very important point for an effective CLIR system (Pirkola et al., 2003). For some language pairs, that use almost the same alphabets, this issue presents no great challenge. However, this issue is more complicated for language pairs that employ totally different alphabets and sound systems such as Arabic and English or Arabic and Japanese. Bilingual dictionaries usually avoid including OOV words like named entities, numbers, technical terms and acronyms. Davis & Ogden (1998) and Al-Fedaghi & Al-Anzi (1989) find around 50% of OOV words to be named entities. If no translation exists for these words, they have to be "converted". The process of converting a word from one orthography into another is called transliteration. Arbabi et al. (1994) developed an algorithm, at IBM, using automatic transliteration of Arabic personal names into the Roman alphabet. Their approach was based on using a hybrid neural network and knowledge-based system approach. In (Stalls & Knight, 1998) an algorithm based on probabilistic models for Translating Names and Technical Terms from Arabic to English translation is proposed. This work was based on (Knight & Graehl, 1997) that describes a back transliteration system for Japanese. Al-Onaizan & Knight (2002) presented a transliteration algorithm based on sound and spelling mappings using nite state machines. Larkey et al. (2003) conducted experiments for Arabic/English CLIR using TREC2001 and TREC2002 to evaluate the effectiveness of the translation of proper names in information retrieval using different sources of name translation for Arabic. N-gram based approaches were widely proposed to deal with this issue. Aqeel et al. (2006) addressed the name search for Arabic transliterated names using n-gram and soundex techniques to improve precision and recall of name matching against well-known techniques. Furthermore, they investigated the performance of n-grams of varying length. They used, in their test, approximately 7,939 Arabic first names translated into English.

From their experiments, they pointed out that using the n-gram techniques improves precision and recall of the Arabic name matching search. Gispert & Marino (2006) studied the performance of n-gram-based statistical machine translation (including OOV words) in two independent tasks: English-Spanish European Parliament Proceedings large-vocabulary task and Arabic-English Basic Travel Expressions small-data task. They pointed out that the results obtained, outperform all previous techniques.  Bilingual and monolingual resources were also used to deal with this issue. Al-Onaizan & Knight (2002) presented a Name Entity translation algorithm for translating Arabic name entities to English without using any dictionary. They compared their results with results obtained from human translator and commercial systems. They claim that the translations obtained by their algorithm showed significant improvement over the commercial system and in some cases it outperforms the human translator. In the context of Name Entity (NE) recognition, Samy et al. (2005) used parallel corpora of 1200 sentence pairs in Spanish and Arabic with a Name Entity tagger for Spanish. For their experiments, they randomly selected 300 sentences from the Spanish corpus with their equivalent Arabic sentences. For each sentence pair the output of the NE tagger was compared to the manually annotated gold standard set. They reported that, using their approach, they gained higher recall and precision.
4   Proposed algorithm 
 This method consists of two main steps: First, using an Arabic analyzer, the query terms are analyzed and the senses (possible translations) of the ambiguous query terms are defined. Secondly, the correct senses of the ambiguous query terms are selected, based on co-occurrence statistical data. In this paper, we used co-occurrence statistical data to resolve the translation ambiguity, by measuring the coherence between possible translation-candidate pairs (translation set) of the user query terms.
4.1 Pre-Processing
As explained in section 3, languages exhibiting a rich inflectional morphology face a challenge for machine translation systems, as it is not possible to include all word form variants in the dictionaries. The inflectional morphology difference between high inflectional language and poor inflectional language presents a number of issues for the translation system, as well as for disambiguation algorithms. This inflection gap causes a matching challenge when translating between rich inflectional morphology and relatively poor inflectional morphology language. It is possible to have the word in one form in the source language, while having the same word in only a few forms in the target language. To deal with this issue, the user query has to be pre-processed. The aim of this pre-processing step is to alleviate the Arabic language morphology issues.  This has to be done before translating the user query and thus the user doesn’t need to take into account writing the query in the basic form. In order to deal with Arabic morphology issues, we used the araMorph package (Buckwalter, 2002). araMorph is a well-known Arabic morphological analyzer, that is based on java language. It is used to convert the Arabic word to its basic form and thus provide its translation. 

4.2 General overview of the System

Figure 1 shows the general overview of the system. The system starts by processing the user query. The input is a natural language query
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. The query is then parsed into several words. Each word is then further processed, independent of the other words. Since the dictionary does not contain all word forms of the translated word, only the root form, for each term in our query, we find its morphological root using the araMorph tool. After finding the morphological root of each term in the query, using the bilingual dictionary, the query term is translated into English; the result of this step is having a set of possible translations of each of the user query terms. Having all possible translations of each of the query terms, the translation combinations between terms in the translation sets are generated. Using statistical co-occurrence data extracted from monolingual corpora or search engine results, the best translation combination is selected as the best possible translation of the original user query. This selection process is based on using mutual information, which is explained in detail in the next section.
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Figure 1. General overview of the system
4.3 Mutual Information (MI)

Given a query, the translation set for each query term is retrieved from a bilingual dictionary. Having the translation sets, the translation combinations between terms in the translation sets are generated. Translation combinations that contain words co-occurring frequently, with each other, will have the highest coherence scores and thus will be selected as the translation for the source query.

The coherence between translation sets is computed based on mutual information (MI). Giving a source of data (Corpora) Mutual Information is measure to calculate the correlation between words in a specific space (corpora). Given a query 
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 being the joint probability, which is estimated by the relative frequency of the query terms in the corpora, i.e. it is computed by counting how many times 
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4.4 Illustrative example

Given a user query 
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 (عجز ميزان المدفوعات, “Balance of Payments Deficit”) in the source language, the algorithm for each query term 
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. The translation sets for all query terms are retrieved from the bilingual dictionary as follows:
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After the translation sets are retrieved, the next step is to generate the translation combinations between the translations for each of the query terms.  Starting from the first translation set
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The MI score will be calculated for all possible combinations of the translation-candidate pairs (translation sets). The translation combination that maximizes the MI score will be selected as the best translation for the user query.
5. Evaluation

We evaluated our method, by conducting two experiments, the first using co-occurrence data, which was obtained from the monolingual corpus (English Gigaword Corpus
) and the other was based on the co-occurrence data, which was obtained from the web, using a particular search engine (Google). The English Gigaword Corpus is a comprehensive archive of newswire text data that has been acquired over several years by the Linguistic Data Consortium (LDC) at the University of Pennsylvania. This is the third edition of the English Gigaword Corpus. The dictionary included in the araMorph package was used to define the senses of each query word.  We selected 20 Arabic queries that included at least one ambiguous word that has multiple translations. These test queries were selected from the internet.  A few users were asked to navigate through some Arabic websites and select some words that have different meanings. The senses (different translations) of the queries were supposed to cover different topics: news, geography, sports, politics, weather, vegetables, and economics. The number of senses per test word ranged from 1 to 14, and the average was 4.3. The number of query translation combinations ranged from 4 to 200 with the average being 29.1.

In order to evaluate the performance of the algorithm, we used two measurements: applicability and precision (Dagan & Alon, 1994). The applicability is the proportion of the ambiguous words that the algorithm could disambiguate. The precision is the proportion of the corrected disambiguated senses for the ambiguous word.  Table 1 shows, the applicability and precision of the proposed algorithm, using monolingual corpora, averaged over the 20 test queries. The applicability and precision were 75% and 70%, respectively. The algorithm was unable to disambiguate 25% of the queries due to insufficient statistical co-occurrence data obtained from the monolingual corpora. The applicability and precision of the proposed algorithm, using the web, averaged over the 20 test queries, were 90% and 80%, respectively. The algorithm was unable to disambiguate only 10% of the test queries. 

	Co-occurrence data source
	Applicability
	Precision

	Monolingual corpora
	75%
	70%

	Web
	90%
	80%


Table 1. Overall performance of the proposed algorithm using monolingual corpora and the web

These results show that the performance varies according to the query topics. Using monolingual data, our algorithm is better in the case of topic-specific senses and worse in the case of generic senses. Although the corpora used by the algorithm is rich corpora, which covers a broad range of different topics with a significant number of co-occurrence data, this corpora failed to provide co-occurrence data for 25% of the test queries e.g. (بيت شعر)  (verse poem). In contrast, the algorithm using the co-occurrence data, obtained from the web, could disambiguate 19 queries and failed only to provide co-occurrence data for one query. This is clearly due to the fact that the web provides significant co-occurrence data compared to other resources. Table 2, shows the possible English translations for each of the original query terms (Arabic query). For the first query term, 6 possible English translations were identified. For the second query term 5 English translations were identified. The total number of translation combinations is 30.

Table 3 and 4 show an example of the c-occurrence data obtained from monolingual corpora and the web, respectively.  One can notice the huge difference between the abundance of the co-occurrence data obtained from the web compared with co-occurrence data obtained from corpora. For example, using the monolingual corpora, the highest cohesion co-occurrence was 1460 for the translation combination (payment dept) and 0 was for 10 translation combinations. In contrast, the highest cohesion co-occurrences, using the web, for the same translation combination (payment dept) was 176000000, while the lowest cohesion co-occurrences, using the web, was 10500. 

	Original Query Terms
	Sense Inventory (Possible English Translations)

	سداد
	[payment, appropriateness, obstruction, embolism, plug, stopper]   

	الدين
	[implacable, mortal, religious, debt, religion]  


Table  2. Possible translations for each of the original query terms

	Translation combinations
	Cohesion co-occurrence data

	 payment   debt 
	1460.0

	 plug   debt 
	151.0

	 payment   religious 
	122.0

	 obstruction   religious 
	41.0

	 plug   religious 
	36.0

	 payment   religion 
	31.0

	 obstruction   debt 
	20.0

	 appropriateness   debt 
	8.0

	 plug   religion 
	6.0

	 obstruction   religion 
	4.0

	 embolism   religious 
	4.0

	 payment   implacable 
	3.0

	 obstruction   mortal 
	3.0

	 embolism   debt 
	3.0

	 payment   mortal 
	2.0

	 stopper   religious 
	2.0

	 appropriateness   religious 
	1.0

	 embolism   religion 
	1.0

	 plug   mortal 
	1.0

	 stopper   debt 
	1.0

	 appropriateness   implacable 
	0.0

	 appropriateness   mortal 
	0.0

	 appropriateness   religion 
	0.0

	 obstruction   implacable 
	0.0

	 embolism   implacable 
	0.0

	 embolism   mortal 
	0.0

	 plug   implacable 
	0.0

	 stopper   implacable 
	0.0

	 stopper   mortal 
	0.0

	 stopper   religion 
	0.0


Table  3. Example of the co-occurrence data for the query translation combinations obtained from the monolingual corpora

	Translation combination
	Cohesion co-occurrence data

	 payment   debt 
	176.000.000

	 payment   religious 
	34.400.000

	 payment   religion 
	30.000.000

	 plug   religious 
	4.380.000

	 plug   religion 
	4.100.000

	 appropriateness   mortal 
	3.750.000

	 plug   debt 
	2.680.000

	 payment   mortal 
	1.620.000

	 plug   mortal 
	1.020.000

	 obstruction   religious 
	772.000

	 obstruction   debt 
	676.000

	 obstruction   religion 
	673.000

	 appropriateness   religion 
	663.000

	 appropriateness   religious 
	639.000

	 appropriateness   debt 
	612.000

	 stopper   religion 
	408.000

	 stopper   religious 
	310.000

	 obstruction   mortal 
	197.000

	 appropriateness   implacable 
	141.000

	 stopper   debt 
	132.000

	 payment   implacable 
	78.300

	 stopper   mortal 
	74.700

	 embolism   religious 
	55.100

	 embolism   religion 
	51.500

	 stopper   implacable 
	40.500

	 embolism   debt 
	34.500

	 obstruction   implacable 
	25.800

	 plug   implacable 
	25.800

	 embolism   mortal 
	22.700

	 embolism   implacable 
	10.500


Table  4. Example of the co-occurrence data for the query translation combinations obtained from the web

6. Conclusion and Future work
In this paper, we proposed a method for improving Arabic/English cross language information retrieval, using co-occurrence statistical data, obtained from monolingual corpora. To compensate for the lack of training data for some test queries, we used the web, in order to get the statistical co-occurrence data needed to disambiguate the ambiguous query terms.

Based on the experiments that we performed, using monolingual corpora and the web, results showed that our algorithm achieved certain promising results. The applicability and precision for 20 test queries, using monolingual corpora, were 75% and 70%. To enrich the source of the statistical co-occurrence data needed to enhance the algorithm for better selection of the correct translation, the web was used as a rich source of this statistical co-occurrence data. The applicability and precision for the 20 test queries, using the web, were 90% and 80%.

Although our algorithm achieved promising results, it still needs to be improved. This improvement is currently done as ongoing work. This improvement is twofold: first, extend and enrich the user query by expanding the user query to provide more context needed for disambiguation. Second, the proposed algorithm currently estimates the parameters that the algorithm needs for disambiguation, according to statistical co-occurrence data. However, this is not always suitable for all ambiguous words. Based on the first step, the expansion of the user query, a syntactic feature as an extra parameter that the algorithm can use for disambiguation can be used. Using some kind of syntactic information will improve the algorithm, providing important information to support the disambiguation task. For example, using the POS tagging (part of speech tagging) will help to disambiguate some Arabic words that, due to the absence of the diacritics, can be nouns or verbs e.g. (ذهب) (gold or go).  Detecting this in the user query will limit the translation to be a noun or verb based on the original query word type. 
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� Remark: The transliterations in this paragraph were done based on the Buckwalter  transliteration table which is, for example, available 


at http://www.ldc.upenn.edu/myl/morph/buckwalter.html


� http://www.ldc.upenn.edu/Catalog/CatalogEntry.jsp?catalogId=LDC2007T07
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