UNIT IV 
ASSOCIATION RULE MINING AND CLASSIFICATION
OBJECTIVE:

On the basis of the training data we would like to:

• Accurately predict unseen test cases for which we know X but

do not know Y .

• In the case of classification, predict the probability of an

   outcome.

• Understand which inputs affect the outcome, and how.

• Assess the quality of our predictions and inferences.
INTRODUCTION:

Classification means predicts categorical class labels (discrete or nominal) and classifies data (constructs a model) based on the training set and the values (class labels) in a classifying attribute and uses it in classifying new data.

Prediction means models continuous-valued functions, i.e., predicts unknown or missing values and their Typical applications are Credit approval, Target marketing, Medical diagnosis, Fraud detection. (Numerical) prediction is similar to classification contains construct a model and use model to predict continuous or ordered  value for a given input. Prediction is different from classification contains Classification refers to predict categorical class label; Prediction models continuous-valued functions. Major method for prediction: regression models the relationship between one or more independent or predictor variables and a dependent or response variable.

Regression analysis means Linear and multiple regressions, Non-linear regression

Other regression methods: generalized linear model and Poisson regression, log- linear models, and regression trees.

Cluster is a collection of data objects Similar to one another within the same cluster and Dissimilar to the objects in other clusters. Cluster analysis means Finding similarities between data according to the characteristics found in the data and grouping similar data objects into clusters. It contains unsupervised learning: no predefined classes and typical applications are as a stand-alone tool to get insight into data distribution and 

as a preprocessing step for other algorithms.
CLASSIFICATION AND PREDICTION
Data classification is a two step process.
“In the first step, a model is built describing a predetermined set of data classes or concepts”. The model is constructed by analyzing database tuples described by attributes. Each tuple is assumed to belong to a predefined class, as determined by one of the attributes, called the class label attribute. In the context of classification, data tuples are also referred to as samples, examples, or objects. The data tuples analyzed to build the model collectively form the training data set. The individual tuples making up the training set are referred to as training samples and are randomly selected from the sample population. Since the class label of each training  sample is provided, this step is also known as supervised learning (i.e., the learning of the model is 'supervised' in that it is told to which class each training sample belongs). It contrasts with unsupervised learning (or clustering), in which the class labels of the training samples are not known, and the number or set of classes to be learned may not be known in advance. Typically, 
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Figure 4.1 Data Classification process
the learned model is represented in the form of classification rules, decision trees, or mathematical formulae. For example, given a database of customer credit information, classification rules can be learned to identify customers as having either excellent or fair credit ratings .The rules can be used to categorize future data samples, as well as provide a better understanding of the database contents.

In the second step , the model is used for classification. First, the predictive accuracy of the model (or classifier) is estimated. The holdout method is a simple technique which uses a test set of class-labeled samples. 
ISSUES REGARDING CLASSIFICATION AND PREDICTION: DATA PREPARATION
· Data cleaning
Preprocess data in order to reduce noise and handle missing values
· Relevance analysis (feature selection)

Remove the irrelevant or redundant attributes

· Data transformation

Generalize and/or normalize data
Comparing classification methods. 
Classification and prediction methods can be compared and evaluated according to the following criteria:
· Predictive accuracy 

· Speed and scalability

Time to construct the model

Time to use the model

· Robustness

Handling noise and missing values

· Scalability

Efficiency in disk-resident databases

· Interpretability

Understanding and insight provided by the model

· Goodness of rules

Decision tree size

Compactness of classification rules
Classification by Decision Tree Induction
A decision tree is a flow-chart-like tree structure, where each internal node denotes a test on an attribute, each branch represents an outcome of the test, and leaf nodes represent classes or class distributions. The topmost node in a tree is the root node. A typical 
[image: image2.emf]
Figure 4.2 Sample decision tree
decision tree is shown in Figure 4.2. It represents the concept buys computer, that is, it predicts whether or not a customer at AllElectronics is likely to purchase a computer. Internal nodes are denoted by rectangles, and leaf nodes are denoted by ovals.

In order to classify an unknown sample, the attribute values of the sample are tested against the decision tree. A path is traced from the root to a leaf node which holds the class prediction for that sample. Decision trees can easily be converted to classification rules.

When decision trees are built, many of the branches may reflect noise or outliers in the training data. Tree pruning attempts to identify and remove such branches, with the goal of improving classification accuracy on unseen data. 
Algorithm 1 (Generate decision tree) Generate a decision tree from the given training data.

Input: The training samples, samples, represented by discrete-valued attributes; the set of candidate attributes, attribute-list.

Output: A decision tree.

Method:

1) create a node N;

2) if samples are all of the same class, C then

3) return N as a leaf node labeled with the class C;

4) if attribute-list is empty then

5) return N as a leaf node labeled with the most common class in samples; // majority voting

6) select test-attribute, the attribute among attribute-list with the highest information gain;

7) label node N with test-attribute;

8) for each known value ai of test-attribute // partition the samples

9) grow a branch from node N for the condition test-attribute=ai;

10) let si be the set of samples in samples for which test-attribute=ai; // a partition

11) if si is empty then

12) attach a leaf labeled with the most common class in samples;

13) else attach the node returned by Generate decision tree(si, attribute-list - test-attribute);
OBJECTIVE TYPE QUESTIONS
· A collection of a data objects are called --------------

a) Cluster b) Prediction c) Classification d) None

·  Cluster analysis is 

a) Finding similarities between data according to the characteristics found in the data and grouping similar data objects into clusters

b) Finding dissimilarities between data according to the characteristics found in the data and grouping dissimilar data objects into prediction

c) Finding classification between data according to the characteristics found in the data and grouping dissimilar data objects into classification

d) None

· Unsupervised learning is also called as

a. no predefined classes

b. predefined classes

c. defined classes

d. None

·  The help marketers discover distinct groups in their customer bases, and then use this knowledge to develop targeted marketing programs are called 

1. Marketing

2. Finanace

3. Accounts 

4. None

·  The    Identification of areas of similar land use in an earth observation database is called

1. Land use

2. Water use

3. Air use

4. None
FILL IN THE BLANKS
· The individual tuples making up the training set are referred to as ------------------

Ans: training tuples

· The class label of each training tuple is provided is also called as----------------

Ans: Supervised learning

· --------------- analysis is a statistical methodology that is most often used for numeric prediction.

Ans: Regression Analysis

· A ------------ set made up of database tuples and their associated class labels.

Ans: training

· To remove noise and inconsistent data is called------------

Ans: Data cleaning

DECISION TREE INDUCTION
The basic algorithm for decision tree induction is a greedy algorithm which constructs decision trees in a top-down recursive divide-and-conquer manner.

The basic strategy is as follows:

· The tree starts as a single node representing the training samples (step 1).

· If the samples are all of the same class, then the node becomes a leaf and is labeled with that class (steps 2 and 3).

· Otherwise, the algorithm uses an entropy-based measure known as information gain as a heuristic for selecting the attribute that will best separate the samples into individual classes (step 6). This attribute becomes the “test" or “decision" attribute at the node (step 7). In this version of the algorithm, all attributes are categorical, i.e., discrete-valued. Continuous-valued attributes must be discretized.

· A branch is created for each known value of the test attribute, and the samples are partitioned accordingly (steps 8-10).

· The algorithm uses the same process recursively to form a decision tree for the samples at each partition. Once an attribute has occurred at a node, it need not be considered in any of the node's descendents (step 13).

· The recursive partitioning stops only when any one of the following conditions is true:

1. All samples for a given node belong to the same class (step 2 and 3), or

2. There are no remaining attributes on which the samples may be further partitioned (step 4). In this case, majority voting is employed (step 5). This involves converting the given node into a leaf and labeling it with the class in majority among samples. Alternatively, the class distribution of the node samples may be stored; or

3. There are no samples for the branch test-attribute=ai (step 11). In this case, a leaf is created with the majority class in samples (step 12).
Attribute selection measure. The information gain measure is used to select the test attribute at each node in the tree. Such a measure is referred to as an attribute selection measure or a measure of the goodness of split. The attribute with the highest information gain (or greatest entropy reduction) is chosen as the test attribute for the

current node.
Let S be a set consisting of s data samples. Suppose the class label attribute has m distinct values defining m distinct classes, Ci (for i = 1; : : :;m). Let si be the number of samples of S in class Ci. The expected information needed to classify a given sample is given by:

I(s1; s2; : : :; sm) =  [image: image3.emf]
where pi is the probability than an arbitrary sample belongs to class Ci and is estimated by si/s. Note that a log function to the base 2 is used since the information is encoded in bits.

Let attribute A have v distinct values, fa1; a2; _ _ _; avg. Attribute A can be used to partition S into v subsets, {S1; S2; _ _ _; Sv}, where Sj contains those samples in S that have value aj of A. If A were selected as the test attribute (i.e., best attribute for splitting), then these subsets would correspond to the branches grown from the node containing the set S. Let sij be the number of samples of class Ci in a subset Sj . The entropy, or expected information based on the partitioning into subsets by A is given by:

[image: image4.emf]
s acts as the weight of the jth subset and is the number of samples in the subset (i.e., having value aj of A) divided by the total number of samples in S. The smaller the entropy value is, the greater the purity of the subset partitions. The encoding information that would be gained by branching on A is 

Gain(A) = I(s1; s2; : : :; sm)- E(A)
 In other words, Gain(A) is the expected reduction in entropy caused by knowing the value of attribute A. The algorithm computes the information gain of each attribute. The attribute with the highest information gain is chosen as the test attribute for the given set S. A node is created and labeled with the attribute, branches are created for each value of the attribute, and the samples are partitioned accordingly.
[image: image5.emf]
Table 1 Training data tuples
Example
The class label attribute, buys computer, has two distinct values (namely “yes, no”), therefore, there are two distinct classes (m = 2). Let P correspond to the class yes and class N correspond to no. There are 9 samples of class yes and 5 samples of class no. First step is to compute the information gain of each attribute, 
[image: image6.emf]
Next, we need to compute the entropy of each attribute. Let's start with the attribute age. We need to look at the distribution of yes and no samples for each value of age. We compute the expected information for each of these distributions.

for age = “<30": 
s11 = 2 
s21 = 3 
I(s11; s21) = 0.971

for age = “30-40": 
s12 = 4 
s22 = 0

I(s12; s22) = 0

for age = “>40": 
s13 = 3 
s23 = 2 
I(s13; s23) = 0.971
the expected information needed to classify a given sample if the samples are partitioned

according to age, is:
[image: image7.emf]
Hence, the gain in information from such a partitioning would be:

Gain(age) = I(s1; s2)-E(age) = 0:246

Similarly, we can compute Gain(income) = 0.029, Gain(student) = 0.151, and Gain(credit rating) = 0.048. Since age has the highest information gain among the attributes, it is selected as the test attribute. A node is created and labeled with age, and branches are grown for each of the attribute's values.
Tree Pruning

Discarding one or more sub-trees and replacing them with leaves simplify a decision tree, and that is the main task in decision-tree pruning. In replacing the sub-tree with a leaf, the algorithm expects to lower the predicted error rate and increase the quality of a classification model. But computation of error rate is not simple. An error rate based only on a training data set does not provide a suitable estimate. One possibility to estimate the predicted error rate is to use a new, additional set of test samples if they are available, or to use the cross-validation techniques. This technique divides initially available samples into equal sized blocks and, for each block, the tree is constructed from all samples except this block and tested with a given block of samples. With the available training and testing samples, the basic idea of decision tree-pruning is to remove parts of the tree (subtrees) that do not contribute to the classification accuracy of unseen testing samples, producing a less complex and thus more comprehensible tree. There are two ways in which the recursive-partitioning method can be modified:

1. Deciding not to divide a set of samples any further under some conditions. The stopping criterion is usually based on some statistical tests, such as the χ2 test: If there are no significant differences in classification accuracy before and after division, then represent a current node as a leaf. The decision is made in advance, before splitting, and therefore this approach is called prepruning.

2. Removing restrospectively some of the tree structure using selected accuracy criteria. The decision in this process of postpruning is made after the tree has been built.
BAYESIAN CLASSIFICATION
Bayesian classification is based on Bayes theorem, described below. Studies comparing classification algorithms have found a simple Bayesian classifier known as the naive Bayesian classifier to be comparable in performance with decision tree and neural network classifiers. Bayesian classifiers have also exhibited high accuracy and speed when applied to large databases.

Naive Bayesian classifiers assume that the effect of an attribute value on a given class is independent of the values of the other attributes. This assumption is called class conditional independence. It is made to simplify the computations involved, and in this sense, is considered “naive". Bayesian belief networks are graphical models, which unlike naive Bayesian classifiers, allow the representation of dependencies among subsets of attributes. Bayesian belief networks can also be used for classification.
Let X be a data sample whose class label is unknown. Let H be some hypothesis, such as that the data sample X belongs to a specified class C. For classification problems, we want to determine P(HjX), the probability that the hypothesis H holds given the observed data sample X. 

P(HjX) is the posterior probability, or a posteriori probability, of H conditioned on X. For example, suppose the world of data samples consists of fruits, described by their color and shape. Suppose that X is red and round, and that H is the hypothesis that X is an apple. Then P(HjX) respects our confidence that X is an apple given that we have seen that X is red and round. In contrast, P(H) is the prior probability, or a priori probability of H. For our example, this is the probability that any given data sample is an apple, regardless of how the data sample looks. The posterior probability, P(HjX) is based on more information (such as background knowledge) than the prior probability, P(H), which is independent of X. 

Similarly, P(XjH) is the posterior probability of X conditioned on H. That is, it is the probability that X is red and round given that we know that it is true that X is an apple. P(X) is the prior probability of X. Using our example, it is the probability that a data sample from our set of fruits is red and round. “How are these probabilities estimated?" P(X), P(H), and P(XjH) may be estimated from the given data, as we shall see below. Bayes theorem is useful in that it provides a way of calculating the posterior probability, P(HjX) from P(H), P(X), and P(XjH). Bayes theorem is:
[image: image8.emf]
Naive Bayesian classification

The naive Bayesian classifier, or simple Bayesian classifier, works as follows:

1. Each data sample is represented by an n-dimensional feature vector, X = (x1; x2; : : :; xn), depicting n measurements made on the sample from n attributes, respectively A1;A2; ::;An.

2. Suppose that there are m classes, C1; C2; : : :; Cm. Given an unknown data sample, X (i.e., having no class label), the classifier will predict that X belongs to the class having the highest posterior probability, conditioned on X. That is, the naive Bayesian classifier assigns an unknown sample X to the class Ci if and only if :

[image: image9.emf]
Thus we maximize P(CijX). The class Ci for which P(CijX) is maximized is called the maximum posteriori hypothesis. By Bayes theorem,
[image: image10.emf]
3. As P(X) is constant for all classes, only P(XjCi)P(Ci) need be maximized. If the class prior probabilities are not known, then it is commonly assumed that the classes are equally likely, i.e. P(C1) = P(C2) = : : : = P(Cm), and we would therefore maximize P(XjCi). Otherwise, we maximize P(XjCi)P(Ci). Note that the class prior probabilities may be estimated by P(Ci) = si s , where si is the number of training samples of class Ci, and s is the total number of training samples.

4. Given data sets with many attributes, it would be extremely computationally expensive to compute P(XjCi). In order to reduce computation in evaluating P(XjCi), the naive assumption of class conditional independence is made. This presumes that the values of the attributes are conditionally independent of one another, given the class label of the sample, i.e., that there are no dependence relationships among the attributes. Thus,

[image: image11.emf]
5. In order to classify an unknown sample X, P(XjCi)P(Ci) is evaluated for each class Ci. Sample X is then assigned to the class Ci if and only if :
[image: image12.emf]
Example:
We wish to predict the class label of an unknown sample using naive Bayesian classification, given the same training data as in for decision tree induction. The data samples are described by the attributes age, income, student, and credit rating. The class label attribute, buys computer, has two distinct values (namely “yes, No”). Let C1 correspond to the class buys computer = yes and C2 correspond to buys computer = no. The unknown sample we wish to classify is

X = (age = “<30", income = medium, student = yes, credit rating = fair).

We need to maximize P(XjCi)P(Ci), for i = 1, 2. P(Ci), the prior probability of each class, can be computed based on the training samples:

P(buys computer = yes) = 9=14 = 0:643

P(buys computer = no) = 5=14 = 0:357

To compute P(XjCi), for i = 1, 2, we compute the following conditional probabilities:

P(age = “<30" j buys computer = yes) = 2=9 = 0:222

P(age = “<30" j buys computer = no) = 3=5 = 0:600

P(income = medium j buys computer = yes) = 4=9 = 0:444

P(income = medium j buys computer = no) = 2=5 = 0:400

P(student = yes j buys computer = yes) = 6=9 = 0:667

P(student = yes j buys computer = no) = 1=5 = 0:200

P(credit rating = fair j buys computer = yes) = 6=9 = 0:667

P(credit rating = fair j buys computer = no) = 2=5 = 0:400

Using the above probabilities, we obtain

P(Xjbuys computer = yes) = 0:222_ 0:444_ 0:667_ 0:667 = 0:044

P(Xjbuys computer = no) = 0:600_ 0:400_ 0:200_ 0:400 = 0:019

P(Xjbuys computer = yes)P(buys computer = yes) = 0:044_ 0:643 = 0:028

P(Xjbuys computer = no)P(buys computer = no) = 0:019_ 0:357 = 0:007

Therefore, the naive Bayesian classiier predicts “buys computer = yes" for sample X.
ASSOCIATION-BASED CLASSIFICATION:
One method of association-based classification, called associative classification, consists of two steps. In the first step, association rules are generated using a modified version of the standard association rule mining algorithm known as Apriori. The second step constructs a classifier based on the association rules discovered. Let D be the training data, and Y be the set of all classes in D. The algorithm maps categorical attributes to consecutive positive integers.  Continuous attributes are discretized and mapped accordingly. Each data sample d in D then is represented by a set of (attribute, integer-value) pairs called items, and a class label y. Let I be the set of all items in D. A class association rule (CAR) is of the form condset ) y, where condset is a set of items (condset _ I) and y 2 Y . Such rules can be represented by ruleitems of the form <condset, y>.

A CAR has con_dence c if c% of the samples in D that contain condset belong to class y. A CAR has support s if s% of the samples in D contain condset and belong to class y. The support count of a condset (condsupCount) is the number of samples in D that contain the condset. The rule count of a ruleitem (rulesupCount) is the number

of samples in D that contain the condset and are labeled with class y. Ruleitems that satisfy minimum support are frequent ruleitems. If a set of ruleitems has the same condset, then the rule with the highest confidence is selected as the possible rule (PR) to represent the set. A rule satisfying minimum confidence is called accurate.

“How does associative classification work?"

The first step of the associative classification method finds the set of all PRs that are both frequent and accurate.

These are the class association rules (CARs). A ruleitem whose condset contains k items is a k-ruleitem. The algorithm employs an iterative approach, similar to that described for Apriori, where ruleitems are processed rather than itemsets. The algorithm scans the database, searching for the frequent k- ruleitems, for k = 1;2; ::, until all frequent k-ruleitems have been found. One scan is made for each value of k. The k-ruleitems are used to explore (k+1)-ruleitems. In the first scan of the database, the count support of 1-ruleitems is determined, and the frequent 1-ruleitems are retained. The frequent 1-ruleitems, referred to as the set F1, are used to generate candidate 2-ruleitems, C2. Knowledge of frequent ruleitem properties is used to prune candidate ruleitems that cannot be frequent. This knowledge states that all non-empty subsets of a frequent ruleitem must also be frequent. The database is scanned a second time to compute the support counts of each candidate, so that the frequent 2- ruleitems (F2) can be determined. This process repeats, where Fk is used to generate Ck+1, until no more frequent ruleitems are found. The frequent ruleitems that satisfy minimum confidence form the set of  CARs. Pruning may be applied to this rule set.
OTHER CLASSIFICATION METHODS
The k-Nearest Neighbor Algorithm

· All instances correspond to points in the n-D space.

· The nearest neighbors are defined in terms of Euclidean distance.

· The target function could be discrete- or real- valued.

· For discrete-valued, the k-NN returns the most common value among the k training examples nearest to xq. 

· Vonoroi diagram: the decision surface induced by 1-NN for a typical set of training examples.
· The k-NN algorithm for continuous-valued target functions

· Calculate the mean values of the k nearest neighbors

· Distance-weighted nearest neighbor algorithm

· Weight the contribution of each of the k neighbors according to their distance to the query point xq
· giving greater weight to closer neighbors

· Similarly, for real-valued target functions

· Robust to noisy data by averaging k-nearest neighbors

· Curse of dimensionality: distance between neighbors could be dominated by irrelevant attributes.   

· To overcome it, axes stretch or elimination of the least relevant attributes.
Case-Based Reasoning

Case-based reasoning (CBR) classifiers are instanced-based. Unlike nearest neighbor classifiers, which store training samples as points in Euclidean space, the samples or “cases" stored by CBR are complex symbolic descriptions. Business applications of CBR include problem resolution for customer service help desks, for example, where cases describe product-related diagnostic problems.
· Also uses: lazy evaluation + analyze similar instances

· Difference: Instances are not “points in a Euclidean space”

· Example: Water faucet problem in CADET (Sycara et al’92)

· Methodology

· Instances represented by rich symbolic descriptions (e.g., function graphs)

· Multiple retrieved cases may be combined

· Tight coupling between case retrieval, knowledge-based reasoning, and problem solving

· Research issues
· Indexing based on syntactic similarity measure,  and when failure, backtracking, and adapting to additional cases
Genetic Algorithms

· GA: based on an analogy to biological evolution

· Each rule is represented by a string of bits

· An initial population is created consisting of randomly generated rules

· e.g., IF A1 and Not A2 then C2 can be encoded as 100 

· Based on the notion of survival of the fittest, a new population is formed to consists of the fittest rules and their offsprings  

· The fitness of a rule is represented by its classification accuracy on a set of training examples

· Offsprings are generated by crossover and mutation
Rough Set Approach

· Rough sets are used to approximately or “roughly” define equivalent classes 

· A rough set for a given class C is approximated by two sets: a lower approximation (certain to be in C) and an upper approximation (cannot be described as not belonging to C) 

· Finding the minimal subsets (reducts) of attributes (for feature reduction) is NP-hard but a discernibility matrix is used to reduce the computation intensity 

Fuzzy Set Approaches

· Fuzzy logic uses truth values between 0.0 and 1.0 to represent the degree of membership (such as using fuzzy membership graph)

· Attribute values are converted to fuzzy values

· e.g., income is mapped into the discrete categories {low, medium, high} with fuzzy values calculated

· For a given new sample, more than one fuzzy value may apply

· Each applicable rule contributes a vote for membership in the categories

· Typically, the truth values for each predicted category are summed

PREDICTION
The prediction of continuous values can be modeled by statistical techniques of regression. For example, we may like to develop a model to predict the salary of college graduates with 10 years of work experience, or the potential sales of a new product given its price. Many problems can be solved by linear regression, and even more can be tackled by applying transformations to the variables so that a nonlinear problem can be converted to a linear one. For reasons of space, we cannot give a fully detailed treatment of regression. Instead, this section provides an intuitive introduction to the topic. By the end of this section, you will be familiar with the ideas of linear, multiple, and nonlinear regression, as well as generalized linear models.

Linear and multiple regressions
In linear regression, data are modeled using a straight line. Linear regression is the  simplest form of regression. Bivariate linear regression models a random variable, Y (called a response variable), as a linear function of another random variable, X (called a predictor variable), i.e., Y = α + βX;

where the variance of Y is assumed to be constant, and _ and _ are regression coefficients specifying the Yintercept and slope of the line, respectively. These coefficients can be solved for by the method of least squares, which minimizes the error between the actual line separating the data and the estimate of the line. Given s samples or data points of the form (x1; y1), (x2; y2), .., (xs; ys), then the regression coefficients can be estimated using this method with Equations
[image: image13.emf]
Nonlinear Regression

“How can we model data that does not show a linear dependence? For example, what if a given response variable and predictor variable have a relationship that may be modeled by a polynomial function?” Think back to the straight-line linear regression case above where dependent response variable, y, is modeled as a linear function of a single independent predictor variable, x.What if we can get a more accurate model using a nonlinear model, such as a parabola or some other higher-order polynomial? Polynomial regression is often of interest when there is just one predictor variable. It can be modeled by adding polynomial terms to the basic linear model. By applying transformations to the variables, we can convert the nonlinear model into a linear one that can then be solved by the method of least squares.

Transformation of a polynomial regression model to a linear regression model. Consider a cubic polynomial relationship given by

y = w0+w1x+w2x2+w3x3:
To convert this equation to linear form, we define new variables:

x1 = x x2 = x2 x3 = x3 

Equation (6.53) can then be converted to linear form by applying the above assignments,

resulting in the equation y = w0 +w1x1 +w2x2 +w3x3, which is easily solved by the method of least squares using software for regression analysis. Note that polynomial regression is a special case of multiple regression. That is, the addition of high-order  terms like x2, x3, and so on, which are simple functions of the single variable, x, can be considered equivalent to adding new independent variables.
OBJECTIVE TYPE QUESTIONS

· Identifying groups of houses according to their house type, value, and geographical location



1. City-planning
            
2.  Customer planning



3. Insurance planning



4. None

·  A good clustering method will produce high quality clusters with

1. high intra-class similarity

2.low intra-class similarity 

3.high inter-class similarity

4.None
·  The-----------  of a clustering result depends on both the similarity measure used by the method and its implementation

1. quality

2. Quantity

3. Measures

4. None

· The quality of a clustering method is also measured by its ability to discover some or all of the  -------------patterns

1. hidden

2. Normal

3. Open

4. None

·   The definitions of ------------functions are usually very different for interval-scaled, boolean, categorical, ordinal ratio, and vector variables.

1. Distance

2. Cluster

3. Classification

4. None

·  Requirements of Clustering in Data Mining is

1. Scalability

2. Maintainability

3. Perform

4. None

·  Data Structure type is 

1. Dissimilarity matrix

2. Direct matrix

3. Indirect matrix

4. None

FILL IN THE BLANKS

·  ----------------- selection can be used in these cases to find a reduced set of attributes such that the resulting probability distribution obtained using all attributes.

Ans: Attribute subset

· ------------------- analysis can be used to identify whether any two given attributes are statistically related.

Ans: Correlation analysis

· The computational costs involved in generating and using the given classifier or predictor is called--------------

Ans: Speed

· The ability of the classifier to make correct predictions given noisy data is called------------

Ans: Robustness

· The abilty to construct the classifier efficiently given large amounts of data is called -------------------

Ans: Scalability

· The level of understanding and insight that is provided by the classifier is called -------------------------

Ans: Interpretability

CLASSIFIER ACCURACY MEASURES
Using training data to derive a classifier or predictor and then to estimate the accuracy of the resulting learned model can result in misleading overoptimistic estimates due to overspecialization of the learning algorithm to the data. (We’ll say more on this in a moment!) Instead, accuracy is better measured on a test set consisting of class-labeled tuples that were not used to train the model. The accuracy of a classifier on a given test set is the percentage of test set tuples that are correctly classified by the classifier. In the pattern recognition literature, this is also referred to as the overall recognition rate of the classifier, that is, it reflects how well the classifier recognizes tuples of the various classes.

We can also speak of the error rate or misclassification rate of a classifier,M, which is simply 1􀀀Acc(M), where Acc(M) is the accuracy ofM. If we were to use the training set to estimate the error rate of a model, this quantity is known as the resubstitution error. This error estimate is optimistic of the true error rate (and similarly, the corresponding accuracy estimate is optimistic) because the model is not tested on any samples that it has not already seen.

The confusion matrix is a useful tool for analyzing how well your classifier can recognize

tuples of different classes. A confusion matrix for two classes is shown in Figure. Given m classes, a confusion matrix is a table of at least size m by m. An entry, CMi, j in the first m rows and m columns indicates the number of tuples of class i that were labeled by the classifier as class j. For a classifier to have good accuracy, ideally most of the tuples would be represented along the diagonal of the confusion matrix, from entry CM1, 1 to entry CMm, m, with the rest of the entries being close to zero. The table may have additional rows or columns to provide totals or recognition rates per class. Given two classes, we can talk in terms of positive tuples (tuples of the main class of interest, e.g., buys computer = yes) versus negative tuples (e.g., buys computer = no).13 True positives refer to the positive tuples that were correctly labeled by the classifier, while true negatives are the negative tuples that were correctly labeled by the classifier. False positives are the negative tuples that were incorrectly labeled (e.g., tuples of class buys computer = no for which the classifier predicted buys computer = yes). Similarly, 

CLUSTER ANALYSIS
What is Cluster Analysis?

· Cluster: a collection of data objects

· Similar to one another within the same cluster

· Dissimilar to the objects in other clusters

· Cluster analysis

· Grouping a set of data objects into clusters

· Clustering is unsupervised classification: no predefined classes

· Typical applications

· As a stand-alone tool to get insight into data distribution 

· As a preprocessing step for other algorithms
TYPE OF DATA IN CLUSTERING ANALYSIS
· Interval-scaled variables:

· Binary variables:

· Nominal, ordinal, and ratio variables:

· Variables of mixed types:
Interval-valued variables

Interval-scaled variables are continuous measurements of a roughly linear scale. Typical examples include weight and height, latitude and longitude coordinates (e.g., when  clustering houses), and weather temperature.
1. Standardize data

a. Calculate the mean absolute deviation:
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Where
b. Calculate the standardized measurement (z-score)
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· Using mean absolute deviation is more robust than using standard deviation 

After standardization, or without standardization in certain applications, the dissimilarity

(or similarity) between the objects described by interval-scaled variables is typically computed based on the distance between each pair of objects. The most popular distance measure is Euclidean distance, which is defined as
[image: image14.emf]
where i=(xi1, xi2, : : : , xin) and j =(x j1, x j2, : : : , x jn) are two n-dimensional data objects.

Another well-known metric is Manhattan (or city block) distance, defined as
[image: image15.emf]
Both the Euclidean distance and Manhattan distance satisfy the following mathematic requirements of a distance function:
1. d(i, j) _ 0: Distance is a nonnegative number.

2. d(i, i) = 0: The distance of an object to itself is 0.

3. d(i, j) = d( j, i): Distance is a symmetric function.

4. d(i, j) _ d(i, h)+d(h, j): Going directly fromobject i to object j in space is no more

than making a detour over any other object h (triangular inequality).
Binary Variables

A binary variable has only two states: 0 or 1, where 0 means that the variable is absent, and 1 means that it is present. Given the variable smoker describing a patient, for instance, 1 indicates that the patient smokes, while 0 indicates that the patient does not. Treating binary variables as if they are interval-scaled can lead to misleading clustering results. Therefore, methods specific to binary data are necessary for computing dissimilarities.

“So, howcanwe compute the dissimilarity between two binary variables?” One approach involves computing a dissimilarity matrix from the given binary data. If all binary  variables are thought of as having the same weight, we have the 2-by-2 contingency table of , where q is the number of variables that equal 1 for both objects i and j, r is the number of variables that equal 1 for object i but that are 0 for object j, s is the number of variables that equal 0 for object i but equal 1 for object j, and t is the number of variables that equal 0 for both objects i and j. The total number of variables is p, where
p = q+r+s+t.

“What is the difference between symmetric and asymmetric binary variables?” A binary variable is symmetric if both of its states are equally valuable and carry the same weight; that is, there is no preference on which outcome should be coded as 0 or 1. One such example could be the attribute gender having the states male and female. Dissimilarity that is based on symmetric binary variables is called symmetric binary dissimilarity. Its dissimilarity (or distance) measure, defined in Equation , can be used to assess the dissimilarity between objects i and j.
[image: image16.emf]
Categorical, Ordinal, and Ratio-Scaled Variables
Categorical Values

A categorical variable is a generalization of the binary variable in that it can take on more than two states. For example, map color is a categorical variable that may have, say, five states: red, yellow, green, pink, and blue. Let the number of states of a categorical variable be M. The states can be denoted by letters, symbols, or a set of integers, such as 1, 2, : : : , M.Notice that such integers are used just for data handling and do not represent 

any specific ordering.

“How is dissimilarity computed between objects described by categorical variables?” The dissimilarity between two objects i and j can be computed based on the ratio of mismatches:
[image: image17.emf]
where m is the number of matches (i.e., the number of variables for which i and j are in the same state), and p is the total number of variables. Weights can be assigned to increase the effect of m or to assign greater weight to the matches in variables having a larger number of states.
Ordinal Variables

A discrete ordinal variable resembles a categorical variable, except that the M states of the ordinal value are ordered in a meaningful sequence. Ordinal variables are very useful for registering subjective assessments of qualities that cannot be measured objectively. For example, professional ranks are often enumerated in a sequential order, such as assistant, associate, and full for professors. A continuous ordinal variable looks like a set of continuous data of an unknown scale; that is, the relative ordering of the values is essential but their actual magnitude is not. For example, the relative ranking in a particular sport (e.g., gold, silver, bronze) is often more essential than the actual values of a particular measure.
The treatment of ordinal variables is quite similar to that of interval-scaled variables when  computing the dissimilarity between objects. Suppose that f is a variable from a set of ordinal variables describing n objects. The dissimilarity computation with respect to f involves the following

steps:

1. The value of f for the ith object is xi f , and f has Mf ordered states, representing the

ranking 1, : : : , Mf . Replace each xi f by its corresponding rank, ri f 2 f1, : : : , Mf g.

2. Since each ordinal variable can have a different number of states, it is often necessary

to map the range of each variable onto [0.0,1.0] so that each variable has equal weight. This can be achieved by replacing the rank ri f of the ith object in the f th variable by
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Ratio-Scaled Variables

A ratio-scaled variable makes a positive measurement on a nonlinear scale, such as an exponential scale, approximately following the formula
AeBt or Ae-Bt 

where A and B are positive constants, and t typically represents time. Common examples

include the growth of a bacteria population or the decay of a radioactive element. “How can I compute the dissimilarity between objects described by ratio-scaled variables?”

There are three methods to handle ratio-scaled variables for computing the dissimilarity between objects. Treat ratio-scaled variables like interval-scaled variables. This, however, is not usually a good choice since it is likely that the scale may be distorted. Apply logarithmic transformation to a ratio-scaled variable f having value xi f for object i by using the formula yi f = log(xi f ). Notice that for some ratio-scaled variables, loglog or other transformations may be applied, depending on the variable’s definition and the application. Treat xi f as continuous ordinal data and treat their ranks as interval-valued. The latter two methods are the most effective, although the choice of method used may depend on the given application.
Variables of Mixed Types
· A database may contain all the six types of variables

· symmetric binary, asymmetric binary, nominal, ordinal, interval and ratio.

· One may use a weighted formula to combine their effects.
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· f  is binary or nominal:

· dij(f) = 0  if xif = xjf , or dij(f) = 1 o.w.

· f  is interval-based: use the normalized distance

· f  is ordinal or ratio-scaled

· compute ranks rif and  

· and treat zif as interval-scaled

CATEGORIZATION OF METHODS
· Partitioning algorithms: Construct various partitions and then evaluate them by some criterion

· Hierarchy algorithms: Create a hierarchical decomposition of the set of data (or objects) using some criterion

· Density-based: based on connectivity and density functions

· Grid-based: based on a multiple-level granularity structure

· Model-based: A model is hypothesized for each of the clusters and the idea is to find the best fit of that model to each other

PARTITIONING METHODS
· Partitioning method: Construct a partition of a database D of n objects into a set of k clusters

· Given a k, find a partition of k clusters that optimizes the chosen partitioning criterion

· Global optimal: exhaustively enumerate all partitions

· Heuristic methods: k-means and k-medoids algorithms

· k-means (MacQueen’67): Each cluster is represented by the center of the cluster

· k-medoids or PAM (Partition around medoids) (Kaufman & Rousseeuw’87): Each cluster is represented by one of the objects in the cluster  

K-Means

· Given k, the k-means algorithm is implemented in 4 steps:

· Partition objects into k nonempty subsets

· Compute seed points as the centroids of the clusters of the current partition.  The centroid is the center (mean point) of the cluster.

· Assign each object to the cluster with the nearest seed point.  

· Go back to Step 2, stop when no more new assignment.
Algorithm: k-means. The k-means algorithm for partitioning, where each cluster’s center is represented by the mean value of the objects in the cluster.

Input: k: the number of clusters, D: a data set containing n objects.

Output: A set of k clusters.

Method:

(1) arbitrarily choose k objects from D as the initial cluster centers;

(2) repeat

(3) (re)assign each object to the cluster to which the object is the most similar, based on the mean value of the objects in the cluster;

(4) update the cluster means, i.e., calculate the mean value of the objects for each cluster;

(5) until no change;
Example:


[image: image18]
Variations of the K-Means Method

· A few variants of the k-means which differ in

· Selection of the initial k means

· Dissimilarity calculations

· Strategies to calculate cluster means

· Handling categorical data: k-modes (Huang’98)

· Replacing means of clusters with modes
· Using new dissimilarity measures to deal with categorical objects

· Using a frequency-based method to update modes of clusters

· A mixture of categorical and numerical data: k-prototype method
Representative Object-Based Technique: The k-Medoids Method

The k-means algorithm is sensitive to outliers because an object with an extremely large value may substantially distort the distribution of data. This effect is particularly exacerbated due to the use of the square-error function.
“How might the algorithm be modified to diminish such sensitivity?” Instead of taking the  mean value of the objects in a cluster as a reference point, we can pick actual objects to represent the clusters, using one representative object per cluster. Each remaining object is clustered with the representative object to which it is the most similar. The partitioning method is then performed based on the principle of minimizing the sum of the dissimilarities between each object and its corresponding reference point. That is, an absolute-error criterion is used, defined as

[image: image19.emf]
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Case 1: p currently belongs to representative object, oj. If oj is replaced by orandom as a representative object and p is closest to one of the other representative objects, oi, i 6= j, then p is reassigned to oi.

Case 2: p currently belongs to representative object, oj. If oj is replaced by orandom as a representative object and p is closest to orandom, then p is reassigned to orandom. 

Case 3: p currently belongs to representative object, oi, i 6= j. If oj is replaced by orandom as a representative object and p is still closest to oi, then the assignment does not change.
Case 4: p currently belongs to representative object, oi, i 6= j. If oj is replaced by orandom as a representative object and p is closest to orandom, then p is reassigned to orandom.

Algorithm: k-medoids. PAM, a k-medoids algorithm for partitioning based on medoid or central objects.

Input: k: the number of clusters, D: a data set containing n objects.

Output: A set of k clusters.

Method:

(1) arbitrarily choose k objects in D as the initial representative objects or seeds;

(2) repeat

(3) assign each remaining object to the cluster with the nearest representative object;

(4) randomly select a nonrepresentative object, orandom;

(5) compute the total cost, S, of swapping representative object, oj, with orandom;

(6) if S < 0 then swap oj with orandom to form the new set of k representative objects;

(7) until no change;
CLARA (Clustering Large Applications) 
Built in statistical analysis packages, such as S+

· It draws multiple samples of the data set, applies PAM on each sample, and gives the best clustering as the output

· Strength: deals with larger data sets than PAM
· Weakness:
· Efficiency depends on the sample size

· A good clustering based on samples will not necessarily represent a good clustering of the whole data set if the sample is biased

· CLARANS (“Randomized” CLARA) (1994)
· CLARANS (A Clustering Algorithm based on Randomized Search)  (Ng and Han’94)

· CLARANS draws sample of neighbors dynamically

· The clustering process can be presented as searching a graph where every node is a potential solution, that is, a set of k medoids

· If the local optimum is found, CLARANS starts with new randomly selected node in search for a new local optimum

· It is more efficient and scalable than both PAM and CLARA
· Focusing techniques and spatial access structures may further improve its performance (Ester et al.’95)

WHAT IS OUTLIER DISCOVERY?
What are outliers?

· The set of objects are considerably dissimilar from the remainder of the data

· Example:  Sports: Michael Jordon, Wayne Gretzky, ...

Problem

· Find top n outlier points 

Applications:

· Credit card fraud detection

· Telecom fraud detection

· Customer segmentation

· Medical analysis

Outlier Discovery: Statistical Approaches

· Assume a model underlying distribution that generates data set (e.g. normal distribution) 

· Use discordancy tests depending on 

· data distribution

· distribution parameter (e.g., mean, variance)

· number of expected outliers

· Drawbacks

· most tests are for single attribute

· In many cases, data distribution may not be known

Outlier Discovery: Distance-Based Approach

· Introduced to counter the main limitations imposed by statistical methods

· We need multi-dimensional analysis without knowing data distribution.

· Distance-based outlier: A DB(p, D)-outlier is an object O in a dataset T such that at least a fraction p of the objects in T lies at a distance greater than D from O

· Algorithms for mining distance-based outliers  

· Index-based algorithm

· Nested-loop algorithm 

· Cell-based algorithm
Outlier Discovery: Deviation-Based Approach

· Identifies outliers by examining the main characteristics of objects in a group

· Objects that “deviate” from this description are considered outliers 
· sequential exception technique 

· simulates the way in which humans can distinguish unusual objects from among a series of supposedly like objects

· OLAP data cube technique

· uses data cubes to identify regions of anomalies in large multidimensional data
SUMMARY
Classification and prediction are two forms of data analysis that can be used to extract models describing important data classes or to predict feature data trends. While classification predicts categorical labels, prediction models continuous-valued functions. Preprocessing of the data in preparation for classification and prediction can involve data cleaning to reduce noise or handle missing values, relevance analysis to remove irrelevant or redundant attributes, and data transformation, such as generalizing the data to higher-level concepts or normalizing the data.


A cluster is a collection of data objects that are similar to one another within the same cluster and are dissimilar to the objects in other clusters. The process of grouping set of physical or abstract objects in to classes of similar objects is called clustering .A cluster analysis has wide applications, including market or customer segmentation, pattern recognition, biological studies, spatial data analysis, web document classification, and many others. Cluster analysis can be used as a standup-alone data mining tool to gain insight into the data distribution or can serve as a preprocessing step for other data mining algorithms operating on the detected clusters.

OBJECTIVE TYPE QUESTIONS
·  Distances are normally used to measure the ------------between two data objects

1. similarity

2. Popular

3. Discrete 

4. None
·  An ordinal variable can be --------------- 


1. Discrete



2. Similar



3. Direct



4. None
·  A positive measurement on a nonlinear scale, approximately at exponential scale,        such as AeBt or Ae-Bt   
              
 1. Ratio-scaled variable


   
2. interval-scaled variables


  
 3. Direct- scaled variable


  
 4. None

·  ----------------- approach is constructing various partitions and then evaluates them by some criterion.

1. Partitioning approach

2. Hierarchical approach

3. Density-based approach

4. None

· Hierarchical approach is creating a -----------------decomposition of the set of data (or objects) using some criterion.
1. Hierarchical

2. Density-based

3. Partitioning

4. None

· Density-based approach is 
1. Based on connectivity and density functions

2. Based on disconnectivity and Partitioning functions

3. Based on disconnectivity and density functions

4. None

·  Grid-based approach is  based on a
1. multiple-level granularity structure

2. Single-level granularity structure

3. Multidimentional granularity structure

4. None

· A model is hypothesized for each of the clusters and tries to find the best fit of that model to each other is called

1. Model-based: 

2. Grid-based

3. Density-based

4. None

· Frequent pattern-based method is based on the analysis of ------------patterns
1. Frequent patterns

2. Infrequent patterns

3. Constraint-based patterns

4. None

· Smallest distance between an element in one cluster and an element in the other is called----------
1. Single Link

2. Multiple Link

3. Complete link

4. None
·  The largest distance between an element in one cluster and an element in the other is called------------

1. Complete link

2.  Single Link

3.   Multiple Links

4.   None

· The set of objects are considerably dissimilar from the remainder of the data is called

1. Outliers

2. cluster

3. Prediction

4. None

· Outlier application is

1. Telecom fraud detection

2. Similar objects

3. Problem solving

4. None

·  Classification belongs to which type of learning? 

1. Supervised 
 
2. Unsupervised
 
3. Rote 
4. Machine


FLL IN THE BLANKS

· ------------------ induction  is the learning of decision trees from class-labeled training tuples.

Ans: Decision tree

· One type of the attribute selection measure is -------------------

Ans: Information gain

· The Gini  index is used in --------------------------

Ans:Classification And Regression Trees(CART)

· Attribute selection measures based on the ------------------- principle

Ans: Mininmum Description Length(MDL)

· The --------------- pruning algorithm used in :Classification And Regression Trees is an example of the post pruning approach.

Ans: Cost Complexity

· A------------ set of class-labeled tuples is used to estimate cost complexity.

Ans: Pruning set

· ------------- is a decision tree algorithm that takes a completely different approach to scalability.

Ans: Bootstrapped Optimistic Algorithm for Tree Constructon

· ------------------ networks specify joint conditional probability distributions.

Ans: Bayesian belief networks.

· Bayesian belief networks are also called as -------------

Ans: Probabilistic networks

· Neural network learning is also referred to as ------------- learning due to the connections between units.

Ans: Connectionist learning

· -------------- machines, a promising new method for the classification of both linear and nonlinear data.

Ans: Support Vector Machines(SVM)

· ------------- classifier use a database of problem solutions to solve new problems.

Ans: Case-based reasoning

· -------------theory can be used for classification to discover structural relationships within imprecise or noisy data. 

Ans: Rough set

·  Rough set theory is based on the establishment of --------------classes within the given training data.
Ans: equivalence

· Fuzzy set theory is also called  as -----------------

Ans: possibility theory.

KEYTERMS:

· ITERATIVE DICHOTOMISER(ID )

· CLASSIFICATION AND REGRESSION TREES(CART)

· CONDIT5IONAL PROBABILITY TABLE(CPT)

· CASE-BASED REASONING(CBR)

· SUPPORT VECTOR MACHINE(SVM)

· AUTOMATIC BANKING MACHINES(ATMs)

· EXPECTATION-MAXIMAZATION(EM)

· PARTITIONING AROUND MEDOIDs(PAM)

· CLUSTERING LARGE  APPLICATIONS BASED UPON RANdomized SEARCH (CLARANS)

· AGglomerative ANAlysis (AGNES)

· DIvisive ANAlysis(DIANA)

· BALANCED ITERATIVE REDUCING AND CLUSTERING USING HIERARCHIES(BIRCH)

· CLUSTERING FEATURE (CF)

· RObust Clustering using linKs (ROCK)

· ORDERING POINTS TO IDENTIFY THE CLUSTERING STRUCTURE(OPTICS)

· DENsity-based CLUstEring(DENCLUE)

· STATISTICAL INFORMATION GRID(STING )

· EXPECTATION-MAXIMIZATION(EM )

· CATEGORY UTILITY(CU)

· SELF-ORGANIZING FEATURE MAPS(SOMs )

· CLustering In QUEst (CLIQUE)

· PROjected CLUStering (PROCLUS)

· LOCAL OUTLIER FACTOR(LOF )

PART-A (2 MARKS)
1. WHAT IS CLUSTERING?
Clustering is the process of grouping the data into classes or clusters so that objects within a cluster have high similarity in comparison to one another, but are very dissimilar to objects in other clusters.

2. WHAT ARE THE REQUIREMENTS OF CLUSTERING?
* Scalability

* Ability to deal with different types of attributes

* Ability to deal with noisy data

* Minimal requirements for domain knowledge to determine input  parameters

3. STATE THE CATEGORIES OF CLUSTERING METHODS?
*Partitioning methods

*Hierarchical methods

*Density based methods

*Grid based methods

*Model based methods

4. DEFINE DATA CLASSIFICATION.
It is a two-step process. In the first step, a model is built describing a pre-determined set of data classes or concepts. The model is constructed by analyzing database tuples described by attributes. In the second step the model is used for classification.

5. WHAT ARE BAYESIAN CLASSIFIERS?
Bayesian Classifiers are statistical classifiers. They can predict class member-ship probabilities, such as the probability that a given sample belongs to a particular class.

6. WHAT IS BOOT STRAP?
An interpretation of the jack knife is that the construction of pseudo value is based on repeatedly and systematically sampling with out replacement from the data at hand. This lead to generalized concept to repeated sampling with replacement called boot strap.

7. DESCRIBE THE TWO COMMON APPROACHES TO TREE PRUNING.
In the prepruning approach, a tree is “pruned” by halting its construction early. The second approach, postpruning, removes branches from a “fully grown” tree. A tree node is pruned by removing its branches.

8. WHAT IS A “DECISION TREE”?
It is a flow-chart like tree structure, where each internal node denotes a test on an attribute, each branch represents an outcome of the test, and leaf nodes represent classes or class distributions.

Decision tree is a predictive model. Each branch of the tree is a classification question and leaves of the tree are partition of the dataset with their classification.

9. WHERE ARE DECISION TREES MAINLY USED?
Used for exploration of dataset and business problems

Data preprocessing for other predictive analysis

Statisticians use decision trees for exploratory analysis

10. HOW WILL YOU SOLVE A CLASSIFICATION PROBLEM USING DECISION TREES?
a. Decision tree induction:

Construct a decision tree using training data

      b. For each ti D apply the decision tree to determine its class

ti - tuple

D – Database

11. WHAT IS DECISION TREE PRUNING?
Once tree is constructed , some modification to the tree might be needed to improve the performance of the tree during classification phase.

The pruning phase might remove redundant comparisons or remove subtrees to achieve better performance.

12. MENTION AT LEAST 3 ADVANTAGES OF BAYESIAN NETWORKS FOR DATA ANALYSIS. EXPLAIN EACH ONE.
a) 
Bayesian Network is a graphical representation of unknown knowledge      that is easy to construct and interpret.

b) 
the representation has formal probabilistic semantics, making it suitable   for statistical manipulation.

c) 
The representation is used for encoding uncertain expert knowledge in    expert systems.

13. WHY DO WE NEED TO PRUNE A DECISION TREE? WHY SHOULD WE USE A SEPARATE PRUNING DATA SET INSTEAD OF PRUNING THE TREE WITH THE TRAINING DATABASE?
When a decision tree is built, many of the branches will reflect animation in the training data due to noise or outliers. Tree pruning methods are needed to address this problem of overfitting the data.

14. WRITE THE PREPROCESSING STEPS THAT MAY BE APPLIED TO THE DATA FOR CLASSIFICATION AND PREDICTION.
a. Data Cleaning

b. Relevance Analysis

c. Data Transformation
15. WHAT DO YOU MEANT BY CONCEPT HIERARCHIES?
A concept hierarchy defines a sequence of mappings from a set of low-level concepts to higer-level, more general concepts. Concept hierarchies allow specialization,or drilling down ,where by concept values are replaced by lower-level concepts.

16. WHAT IS THE DIFFERENCE BETWEEN “SUPERVISED” AND UNSUPERVISED” LEARNING SCHEME.
In data mining during classification the class label of each training sample is provided, this type of training is called supervised learning (i.e) the learning of the model is supervised in that it is told to which class each training sample belongs. Eg.:Classification

In unsupervised learning the class label of each training sample is not known and the member or set of classes to be learned may not be known in advance. Eg.:Clustering

17. WHAT IS LEARNING?
Learning denotes changes in the system that enables the system to do the  same task more efficiently the next time. 

Learning is making useful changes or modifying what is being experienced.

18. WHY MACHINE LEARNING IS DONE?
To understand and improve the efficiency of human learning.

To discover new things or structure that is unknown to human beings.

To fill in skeletal or computer specifications about a domain.

19. GIVE THE COMPONENTS OF A LEARNING SYSTEM.
1   Critic

2   Sensors

3   Learning Element

4   Performance Element

5   Effectors

6   Problem generators.
20. GIVE SOME OF THE FACTORS FOR EVALUATING PERFORMANCE OF A LEARNING ALGORITHM.
1   Predictive accuracy of a classifier.

2   Speed of a learner

3   Speed of a classifier

4   Space requirements

21. EXPLAIN ID3
ID3 is algorithm used to build decision tree. The following steps are followed to built a decision tree.

a. Chooses splitting attribute with highest information gain.

b. Split should reduce the amount of information needed by large amount.

22. WHAT IS THE USE OF PROBABILISTIC GRAPHICAL MODEL?
Probabilistic graphical model are a frame work for structuring, representation and decomposing a problem using the notation of conditional independence.

23. WHAT IS THE IMPORTANCE OF PROBABILISTIC GRAPHICAL MODEL?
· They are a lucid representation for a variety of problems, allowing key   dependencies with in a problem to be expressed and irrelevancies to be ignored

· It performs problem formulation and decomposition

· Helps in designing a learning algorithm

· It identifies valuable knowledge

· It generates explanation

24. DISCUSS THE IMPORTANCE OF SIMILARITY METRIC CLUSTERING? WHY IS IT DIFFICULT TO HANDLE CATEGORICAL DATA FOR CLUSTERING?
The process of grouping a set of physical or abstract objects into classes of similar objects is called clustering. Similarity metric is important because it is used for outlier detection. The clustering algorithm which is main memory based can operate only on the following two data structures namely,

A) Data matrix

B) Dissimilarity matrix

So it is difficult to handle categorical data.

25. WHAT ARE THE TYPES OF PRUNING?

1) Prepruning


2) Postpruning

26. DEFINE THE CONCEPT OF CLASSIFICATION.

Two step process

• A model is built describing a predefined set of data classes or concepts.

The model is constructed by analyzing database tuples described by

attributes.

• The model is used for classification.
27. WHAT IS DECISION TREE?

A decision tree is a flow chart like tree structures, where each internal node denotes a test on an attribute, each branch represents an outcome of the test, and leaf nodes represent classes or class distributions. The top most in a tree is the root node.
28. WHAT IS ATTRIBUTE SELECTION MEASURE?

The information Gain measure is used to select the test attribute at each node

in the decision tree. Such a measure is referred to as an attribute selection measure

or a measure of the goodness of split.
29. DESCRIBE TREE PRUNING METHODS.

When a decision tree is built, many of the branches will reflect anomalies in the training data due to noise or outlier. Tree pruning methods address this problem of over fitting the data.

Approaches:

• Pre pruning

• Post pruning
30. DEFINE PRE PRUNING

A tree is pruned by halting its construction early. Upon halting, the node becomes a leaf. The leaf may hold the most frequent class among the subset samples.
31. DEFINE POST PRUNING.

Post pruning removes branches from a “Fully grown” tree. A tree node is pruned by removing its branches.

Eg: Cost Complexity Algorithm
32. WHAT IS MEANT BY PATTERN?

Pattern represents the knowledge.
33. DEFINE THE CONCEPT OF PREDICTION.

Prediction can be viewed as the construction and use of a model to assess the class of an unlabeled sample or to assess the value or value ranges of an attribute that a given sample is likely to have.
34. DEFINE CLUSTERING?

Clustering is a process of grouping the physical or conceptual data object into

clusters.
35. WHAT DO YOU MEAN BY CLUSTER ANALYSIS?

A cluster analysis is the process of analyzing the various clusters to organize the

different objects into meaningful and descriptive objects.
36. WHAT ARE THE FIELDS IN WHICH CLUSTERING TECHNIQUES ARE USED?

• Clustering is used in biology to develop new plants and animal

taxonomies.

• Clustering is used in business to enable marketers to develop new

distinct groups of their customers and characterize the customer group on basis

of purchasing.

• Clustering is used in the identification of groups of automobiles

Insurance policy customer.

• Clustering is used in the identification of groups of house in a city on

the basis of house type, their cost and geographical location.

• Clustering is used to classify the document on the web for information

discovery.
37. WHAT ARE THE REQUIREMENTS OF CLUSTER ANALYSIS?

The basic requirements of cluster analysis are

• Dealing with different types of attributes.

• Dealing with noisy data.

• Constraints on clustering.

• Dealing with arbitrary shapes.

• High dimensionality

• Ordering of input data

• Interpretability and usability

• Determining input parameter and

• Scalability
38. WHAT ARE THE DIFFERENT TYPES OF DATA USED FOR CLUSTER ANALYSIS?

The different types of data used for cluster analysis are interval scaled, binary,

nominal, ordinal and ratio scaled data.
39. WHAT ARE INTERVAL SCALED VARIABLES?

Interval scaled variables are continuous measurements of linear scale. For example, height and weight, weather temperature or coordinates for any cluster. These measurements can be calculated using Euclidean distance or Minkowski distance.
40. DEFINE BINARY VARIABLES? AND WHAT ARE THE TWO TYPES OF BINARY VARIABLES?

Binary variables are understood by two states 0 and 1, when state is 0, variable is absent and when state is 1, variable is present. There are two types of binary variables, symmetric and asymmetric binary variables. Symmetric variables are those variables that have same state values and weights. Asymmetric variables are those variables that have not same state values and weights.
41. DEFINE NOMINAL, ORDINAL AND RATIO SCALED VARIABLES?

A nominal variable is a generalization of the binary variable. Nominal variable has more than two states, For example, a nominal variable, color consists of four states, red, green, yellow, or black. In Nominal variables the total number of states is N and it is denoted by letters, symbols or integers.

An ordinal variable also has more than two states but all these states are ordered

in a meaningful sequence.

A ratio scaled variable makes positive measurements on a non-linear scale, such

as exponential scale, using the formula

AeBt or Ae-Bt

Where A and B are constants.
42. WHAT DO U MEAN BY PARTITIONING METHOD?

In partitioning method a partitioning algorithm arranges all the objects into various partitions, where the total number of partitions is less than the total number of objects. Here each partition represents a cluster. The two types of partitioning method are k-means and k-medoids.
43. DEFINE CLARA AND CLARANS?

Clustering in LARge Applications is called as CLARA. The efficiency of CLARA depends upon the size of the representative data set. CLARA does not work properly if any representative data set from the selected representative data sets does not find best k-medoids.

To recover this drawback a new algorithm, Clustering Large Applications based upon RANdomized search (CLARANS) is introduced. The CLARANS works like CLARA, the only difference between CLARA and CLARANS is the clustering process that is done after selecting the representative data sets.
44. WHAT IS HIERARCHICAL METHOD?
Hierarchical method groups all the objects into a tree of clusters that are arranged

in a hierarchical order. This method works on bottom-up or top-down approaches.
45. DIFFERENTIATE AGGLOMERATIVE AND DIVISIVE HIERARCHICAL CLUSTERING?
Agglomerative Hierarchical clustering method works on the bottom-up approach. In Agglomerative hierarchical method, each object creates its own clusters. The single Clusters are merged to make larger clusters and the process of merging continues until all  the singular clusters are merged into one big cluster that consists of all the objects. Divisive Hierarchical clustering method works on the top-down approach. In this method all the objects are arranged within a big singular cluster and the large cluster is continuously divided into smaller clusters until each cluster has a single object.
PART-B (16 Mark Questions)

1. EXPLAIN BAYESIAN CLASSIFICATION?
· Bayes Theorem with example and steps.

· Bayesian belief networks

2. EXPLAIN VARIOUS CLASSIFICATION METHODS?
· K-nearest neighbor

· Case-Based reasoning

· Genetics

· Fuzzy logic

3. EXPLAIN CLASSIFIER ACCURACY WITH EXAMPLES?
· Hold out method

· K-fold cross-validation method

· Bagging

· Boosting

· Sensitivity

· Specificity

· Precision

4. EXPLAIN PARTITION METHODS?
Explain

· K-Means Partition

·  K-Medoids Partition

· CLARANS method

With examples.

5. EXPLAIN HIERARCHICAL METHOD OF CLASSIFICATIONS?
  Explain

·  Agglomerative hierarchical clustering

· Divisive hierarchical clustering

·  BIRCH

· Chameleon

· CURE

6. EXPLAIN CLASSIFICATION BY DECISION TREE INDUCTION?
· Explain the steps in decision tree induction

· Generation of decision tree algorithm

·  Example and diagram

·  Tree pruning

7. EXPLAIN THE TYPES OF DATA IN CLUSTER ANALYSIS.
Data matrix—dissimilarity matrix

Interval scaled variables—Binary variables—Nominal, Ordinal and Ratio scaled variables

8. EXPLAIN OUTLIER ANALYSIS?
· Statistical based outlier detection

· Distance based outlier detection

· Deviation based outlier detection
9. EXPLAIN THE ISSUES REGARDING CLASSIFICATION AND PREDICTION?

·  Preparing the data for classification and prediction

o Data cleaning

o Relevance analysis

o Data transformation

· Comparing classification methods

o Predictive accuracy

o Speed

o Robustness

o Scalability

o Interpretability
10. WRITE SHORT NOTES ON PATTERNS?

·  Pattern definition

·  Objective measures

·  Subjective measures

·  Can a data mining system generate all of the interesting patterns?

·  Can a data mining system generate only interesting patterns?

11. DISCUSS THE REQUIREMENTS OF CLUSTERING IN DATA MINING.
·  Scalability

·  Ability to deal with different types of attributes

·  Discovery of clusters with arbitrary shape

·  Minimal requirements for domain knowledge to determine input parameters

·  Ability to deal with noisy data

·  Insensitivity to the order of input records

·  High dimensionality

·  Interpretability and usability

·  Interval scaled variables

·  Binary variables

· Symmetric binary variables

· Asymmetric binary variables

·  Nominal variables

·  Ordinal variables

·  Ratio-scaled variables
12. EXPLAIN THE PARTITIONING METHOD OF CLUSTERING.
· K-means clustering

· K-medoids clustering
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