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CHAPTER 5

5.
SYNCHRONIZATION TECHNIQUES AND METHODS

5.1
INTRODUCTION

Synchronization plays a critical role in modern communications, and the special timing aspects of communication engineering are an important part of the telecommunication engineers’ training. Since pcm was invented and introduced into global communication networks, synchronization has been one of the most essential factors in the communication system design and maintenance. 

In a digital transmission system, synchronization is an essential receiver function. Here binary information is converted by means of a modulator into a continuous-time signal, which is sent over the transmission channel. A digital receiver extracts the information sequence from a discrete-time signal obtained after sampling and quantizing the distorted signal presented to the demodulator. At the receiver, accurate timing recovery is critical to obtain performance close to that of the optimal receiver [1]. Nowadays, synchronization has evolved into an autonomous research area that has been studied in depth over recent decades. 

The goal of communication network synchronization is to provide two necessary conditions for real time digital information exchange between users:

· The continuity, which means that bit rates must be the same for interconnected terminals;

· The integrity, which means that information elements (bits, bytes or blocks) must been received in the sink in the same order as they were sent from the source.

In other words, synchronism signifies a common time reference for transmitter and receiver. Correspondingly, synchronization is a crucial operation in the reception of data signals. Two categories are commonly recognized [2,3]: 

· Signal synchronization, where symbol timing, carrier phase, and carrier frequency of a receiver are aligned with an incoming signal,

· Frame synchronization, where burst, packet, word, code, or frame boundaries are recovered from a received data stream.

Correspondingly, in practical applications synchronization tasks for communications are divided into three levels, such as [4]:

· The carrier synchronization;

· The bit timing;

· The frame (or block) alignment.

The first task deals with the carrier frequency (phase) tracking while in operation. The second task is important for modern digital communications and dealing with digital (bit) sequences. It is known as “Network synchronization” or “synchronization Network”, “bit timing” or “bit synchronization”. This is the main subject of this chapter. Finally, frame (block) alignment is the synchronization task for packetised transmission systems.

Two types of synchronizer structures can be distinguished with this. 

· DA synchronizers use the receiver's decisions (decision-directed) or a training sequence in computing the timing estimates.

· NDA structures operate independent of the transmitted information sequence.

5.2
SYNCHRONIZATION OF THE TRANSMISSION SYSTEMS

At the early stage of PCM development, local synchronization of the point-to-point communication was the problem. As usually, digital signal consists of two elements, such as:

· a stream of binary digits (bits); that is data;

· the instants in time (discrete points of time) at which the bit occur.

In practice, the second element is a timing signal known as a clock. Figure 5.1 shows example of the data signal with associated clock. as may be seen, unit intervals are uniformly distributed in time so that each unit interval contains only one bit. The negative-going edge of the clock pulse is a boundary between bits in a continuous binary stream. 
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Figure 5.1 – Example of data signal and associated clock.

5.2.1
The Clock Signal Extraction from Binary Data stream

Timing (clock) is necessary for data processing in both the transmitter and in the sampling of data bits  in the receiver. There is no need to transmit the clock waveform jointly with the data as the latter contains the clock signal information [5]. Figure 5.2 illustrates this finding in the time domain. Considering this Figure in detail; the modulo two sum {D(t)ÅD(t+tD)} of the data signal D(t) and delayed signal D(t+tD) gives a pulse sequence spaced with random intervals due to random nature of the signal edge time points. In Figure 5.2, as an example the delay time tD is taken as 1/4 part of a unit interval T. Signal d(t) = {D(t)ÅD(t+tD)} may be presented as algebraic sum of deterministic and random parts s(t) and r(t) 
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Note, the deterministic (systematic) part s(t) is the desired periodic clock signal sequence as pulses are separated by an equal time unit distance.

As can be seen from Figure 5.2, both signals s(t) and r(t) are sequences of rectangular pulses. It is known that covariance of the periodic pulse sequence s(t) is also a periodic function 
Rs(t) with the same repetition period T. However the covariance of the random signal r(t) is the non-periodic function Rr(t) which has a triangular shape in the time duration 
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. Total covariance of the signal d(t) is presented as superposition of particular covariances
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Figure 5.2 – Extraction of timing information from data
Power spectrum density Gd(f) of the signal d(t) is defined through covariance RD(t) by Fourier transform (Wiener-Khintchin transform) based on which we realize that 
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 where the power spectral density Gs(f) of the signal s(t) has discrete shape due to its periodic nature, and that Gr(f) of noise r(t) is a continuous function due to its random origin. Figure 5.3 shows, for example, total GD(f) and particular spectrums Gs(f) and Gr(f) of the signal d(t). Here function Gr(f) is considered as envelope of the total spectrum.

Note the key properties of the spectrum (Figure 5.3). The spectral line with n = 1 represents the power of the sine signal with the frequency 1/T and is considered as the clock signal. By extracting this sine signal from the total  d(t) one may form a correspondent clock signal intended for synchronization.
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Figure 5.3 – Power spectral density

Thus, there is no need to send both data and associated clock signals through transmission systems because the timing signal may be recovered from the data stream by means of {D(t)ÅD(t+tD)}sequence generation and the clock frequency component f0=1/T  filtering from the spectrum of this pulse sequence. Two opportunities are realized for this case based on

· Narrow bandpass (BP) filter (may be an optimal filter) with central frequency  f0=1/T,

· Phase lock loop (PLL) with low pass (LP) or optimal filter.

5.2.2

Point-to-point synchronization

Usually, a bi-directional digital line provides transmission for digital communications based on two digital transmission channels which are the means for unidirectional digital transmission of digital signals between two points. For this case, the essence of point-to-point synchronization is illustrated by Figure 5.4 [6].

The simplest synchronization technique usually applied is that used by the Plain Old Telephone Service (POTS) in the early days of PCM transmission. Here independent synchronization of each channel with clock rates f0 and f1 is used in accordance with the following structure (Figure 5.4a). 
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Figure 5.4 a) – Independent Synchronisation

It is known that the performance of communications systems are dramatically improved with implementation of digital methods. At the same time, once digital communication networks are implemented, then master and slave synchronization network nodes require accurate timing of the data. In this case (Figure 5.4b), the transmitter of the main node sends a PCM data stream with a clock rate f0 to the slave node. 









Figure 5.4 b) – Slaved Synchronisation

Here the receiver at the slave node derives the clock signal from the data by using the methods described above. The clock signal extracted is used as a reference for adjusting the clock of a slave node transmitter. Thus, both PCM data streams are transmitted with the same clock rate f0. 

Finally, Figure 5.4c shows a typical structure of a synchronous network or networks synchronized by an external accurate master clock. Here PCM bit sequences are transmitted through the network with a clock rate f0  in both channels (in both directions). With respect to external master clock, both clocks of the first and second transmitters are slaved. In this case, the reference timing signal must be distributed amongst all the telecommunication network nodes that are included in this synchronization network planning. Below we will consider this question in detail.









Figure 5.4 c) - Synchronous Network
5.3
PLL BASED TECHNIQUES
In non-synchronized communication systems, a free-running oscillator determines the sample instants at the receiver, and digital processing of the sample sequence provides time correction. In synchronized systems, in order to realize data synchronization in slave nodes it is necessary to get correspondent circuits embedded into transmitting equipment. Such circuits are of feedback type and based on a digital PLL design intended for phase (time) disciplining of a slave clock via an external reference signal from a master clock. Generally, there are two recognized PLL circuits intended for 1) discrete time correction, 2) continuous time correction.

5.3.1
Slave clock correction in discrete time

Figure 5.5 shows the generalized structure of a PLL feedback circuit intended for discrete time correction of the slave clock using a discrete time reference signal of the master clock.
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Figure 5.5 - PLL feedback circuit with discrete time correction
Essentially, the circuit consists of a Timing Error Detector (TED) and Timing Error Corrector (TEC). Initially, the slave clock provides a timing signal for the transmitter based on the external crystal oscillator (XO) signal. Naturally, the signal formed does not coincide with that of the reference source because of frequency drift and phase shift. To eliminate this timing error, the TED compares the time signals of the reference source and the slave clock, and forms an error signal corresponding to the time difference between the time sources. The error signal passes through the LP (Optimal) filter to the TEC, which makes the correction to the slave clock timing . Because of the relatively low cost of the XO and its low noise jitter, discrete time correction is widely used now for many practical applications.

5.3.2
Oscillator disciplining in continuous time

In the continuous-time domain, timing adjustment can be performed by controlling the sampling phase of oscillator. Figure 5.6 displays a correspondent structure of a PLL based feedback circuit intended for direct tracking of the slave oscillator in continuous time via a reference signal from the master clock.
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Figure 5.6 - PLL feedback circuit with reference signal control

The circuit operates in a similar way to that considered in Figure 5.5. Here the continuous signal of VCXO is compared with the reference one and a filtered error version of the TED output is fed to the device that determines the sampling instants (e.g., a VCXO). In this way, the error signal passes through a LP filter and directly controls the oscillator frequency to eliminate the phase (time) shift between the two signals. Because of its relatively high cost and noise jitter, the use of a VCXO as a discrete component is to be avoided, if possible.

5.4
TIMING CORRECTION 

It follows from the Figure 5.4 analysis that accurate timing recovery at the receiver is critical to obtain performance close to that of the optimal receiver. Receiver synchronization is based on statistical methods of timing signal estimation. A major part of synchronizer algorithms can be related to the Maximum Likelihood (ML) criterion [3] according to which the estimates of timing parameters maximize the likelihood function. Correspondingly, the likelihood function depends on the signal modulation format and the statistical properties of the noise added to the signal. The timing estimates maximize the likelihood function, which is obtained by averaging over the random information variables.

Timing estimation may be done for both multitone modulation and single carrier signals.

According to the ADSL standard [7], a single unmodulated carrier must be received for timing extraction. The frequency of this carrier (called the pilot) is fixed. In comparison with the multitone signal, synchronization by means of a pilot has several disadvantages [1]

· Because the timing estimator exploits only a fraction of the received signal power, the variance of the timing error estimate is larger than the variance obtained when taking the multicarrier approach.

· To achieve the same error variance, the closed loop bandwidth of the feedback PLL synchronizer must be decreased. As a result, the capability of the synchronizer to track frequency offset variations is affected.

· When using an unmodulated tone, the timing error estimate becomes sensitive to a systematic, non-time-varying disturbance such as temperature, aging, etc.

· If the SNR at the pilot frequency happens to be low, the estimator produces unreliable timing estimates or much more time is necessary for timing signal estimation.

We consider below major approaches for timing correction in time and frequency domains based on timing error estimates.

5.4.1
Error correction in discrete time domain 

For many years, many methods have been developed to realize a fractional delay in the discrete time domain [8]. Usually, the timing correction is performed by means of a finite impulse response interpolation filter (Figure 5.7).
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Figure 5.7 – Timing correction in discrete time domain 
The coefficients of the filter depend on the time error tD to be corrected. The input signal 
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 is transformed by the ADC into a digital form 
[image: image10.wmf]k

v

s

-

, where the coefficient k corresponds to time delay tDv . Controlling the signal corresponding to the time error estimate 
[image: image11.wmf]Dv

t

ˆ

 affects on the interpolation filter by changing its coefficients in a way which leads to the corrected signal appearing at the filter output. As a result, the signal spectrum at the output of the FFT receives the desired attenuation of the spectral amplitudes and rotation of the phases. For ADSL [7], this method turns out to be applicable. For very-high-rate systems, such as VDSL, this approach cannot be used because of the high sampling rate and computation complexity involved. In VDSL, however, one can use synchronizer circuits that exploit the delay-rotor property [1].

5.4.2
Error correction in frequency domain

In a case of a non-zero slave clock frequency offset, the time error tD increases linearly in time. Whereas ideally the timing error correction should be different for each signal sample, the TEC will correct the timing for each sample over the same delay. Because of the delay-rotor property, this timing correction can be performed in the frequency domain by rotating the FFT outputs as shown in Figure 5.8 [1].
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Figure 5.7 – Timing correction in frequency domain 


The skipping corrector makes discrete signal control on the integer part 
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 so that, in the simplest case, the error to be corrected is ±1. The fractional part 
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 is corrected by rotation of the spectral components 
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 of the signal which leads to the desired spectral shape 
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 at the output of the rotor. A merit of this method is its low complexity. No oversampling at the receiver input is required, and, for each carrier, correction is performed by a single complex multiplication. This method works well only when a small frequency offset can be guaranteed. This mandates very accurate (and hence more expensive) XOs at both transmitter and receiver sides. Alternatively, a low-cost, less accurate VCXO can be used to reduce the initial sample clock frequency offset. Correction of the residual offset is then performed in the digital domain [1].

5.4.3
Error correction in both time and frequency domains

Figure 5.9 depicts the time error correction based on both interpolation filter in time domain and spectrum rotation in frequency domain [1-3].


[image: image19.wmf]Skip

FFT

ADC

XO

Rotor

Interpolation

Filter


Figure 5.9 – Timing correction in discrete time and frequency domains


An interpolator filter is used to correct the error increment 
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 in a similar manner to Figure 5.7 and skipping corrector realizes step timing error elimination as shown in Figure 5.8. Finally, the rotor provides  spectrum phase rotation to obtain the desired accuracy of the timing error in accordance with Figure 5.8. The main advantage of this method is that the interpolator has to correct only for small timing errors. For example, for the frequency offset of 100ppm and code N = 256, the interpolator has to correct a maximal timing error of 2.56´10-2 samples. A disadvantage of the presented technique is that it exploits the delay-rotor property, which is only valid under specific conditions.

5.5 NETWORK SYNCHRONIZATION
5.5.1
Synchronization of telephone exchanges in the PSTN

Initially PCM digital transmission systems were introduced with their own synchronization subsystems intended for their equipment internal needs (Figure 5.4a). Figure 5.4b pertains to the situation where the digital exchange was appearing in the master network node. As digital centres were deployed, the problem of synchronous working appeared for effective-cost interaction. According to a pragmatic approach, the same clock frequency is required in the output and input tributary channels in the master node. So, the internal clock of the slave node PCM equipment must be locked to the  internal clock frequency f0 of the master node PCM equipment. Moreover, both clocks are to be used as synchronizing signal sources for the cooperating digital equipment in corresponding nodes. As shown in Figure 5.4c, since the digital exchange is introduced into all nodes of existing telephone networks, then a reference clock for all equipment in each switching office is used so that PCM equipment internal clocks are locked to this reference clock also. With this comes the problem with a reference clock frequency being delivered to geographically spaced switching nodes. Synchronization network planning is solving this and we may view the AT&T switched Network synchronization system realized during 1980s as the classical example in this regard.

The heart of AT&T’s synchronization network is a caesium clock ensemble known as BSRF located in the country “heaviness centre”. The reference frequency from BSRF is distributed via analogue radio and coaxial systems to the 4ESS digital switching offices as shown in Figure 5.10 [9]. Such a refined but costly distribution network requires additional expenses for skilled maintenance, so the needs for a synchronization network should be explained.

In a digital switching office, the clock system controls timing of the thousands of message trunks. Intermediate buffers are necessary for absorbing the time “jitter” and “wander” which are arising in transmission systems, and for the frame alignment necessary for error free time-division switching. The network contains a great number of interacting clocks and requires reliable frequency control of all clock sources within a limited range of permitted accuracy for acceptable service quality. Here intermediate buffer memories are being emptied/overflowed if the rate of incoming bit stream runs slowly/quickly with respect to that of the local clock. As a result, stored data is being either read twice or lost. This is the reason why such a bit repetition or delay is called a “slip”. To avoid this effect, buffer control is implemented for 8-bit word slips only in E1 digital signals so that a mean rate of the slips is considered as an important performance characteristic of the network quality. It is obvious that this mean is tended to be as low as possible based on the following effects. 

· the introduction of the more rigid tolerance for the network clock frequency accuracy leads to relatively small buffers memory size,

· reducing requirements for the network clock frequency accuracy leads to a rise in buffers memory size.


Figure 5.10 – AT&T Reference Clock Distribution
Buffer memory size rises result in a proportional increase in the transmission delay through the network, and this important network quality performance factor should be limited. Delay accumulation in various services leads to performance violations, in telephony for instance, a delay of more than 100ms causes problems with echo suppression. Paper [10] addresses the necessary recommendations for works provision with respect to the timing accuracy improvement of the network clocks (Table 5.1).


	The subject be synchronized
	Objectives
	references

	Internal PCM equipment clock

(absolute accuracy)
	50´10-6
	ITU-T G.703 Recommendation

	POTS most critical equipment

(absolute accuracy)
	~1´10-9
	AT&T’s data [9]

	Network international interface

(accuracy with respect to UTC)
	1´10-11
	ITU-T G.811 Recommendation

	BSRF for the transport network

(accuracy with respect to UTC)
	1´10-12
	AT&T’s data [9]

	The transport network 

Primary node (stability)
	7´10-13/day

1´10-13/week
	Bellcore objectives [9]

	The transport network 

Secondary node (stability)
	8´10-13/day

3´10-13/week
	Bellcore objectives [9]


Table 5.1 – Synchronisation Objectives and References

5.5.2
Dynamics of the ITU-T activity in synchronization aspects of communications

In the past, timing aspects of the PSTN have been regarded as a subject for specialists in the field, and have not been normally considered as a part of general telecommunications training. After the introduction of SDH, the basic starting points of time and frequency have been re-considered and reduced into the formulas recommended to avoid problems for network operators.

Extensive network growth (from 1993 to 2000 the number of Central Offices has doubled) and the creation of new correspondent technologies (SDH/SONET, ATM etc.) based on the use of enhanced services (credit cards, 800 services etc.) requires a trouble-free deployment of the new network technologies. Synchronization is a necessary condition for network operation and management with high service quality at low cost. The dynamics of international standardization body activities in the field of network synchronization reflects the network technology development. Note, the AT&T experience (Figure 5.10) was embodied into three CCITT Recommendations of Blue Book (1988):

· G.810 “Timing and synchronization considerations”

· G.811 “Timing requirement at the outputs of primary reference clocks suitable for plesiochronous operation of international digital links“ 

· G.812 “Timing requirements at the outputs of slave clocks suitable for plesiochronous operation of international digital links”.

Plesiochronous operation is a good decision for international interfaces. It helps to avoid the delicate problem of who should synchronize to whom at the level of a border gateway. With plesiochronous operation, we nominally get the same rate in any node but without adjustments. Figure 5.11 depicts a typical synchronization chain corresponding to the Recommendations and requirements for timing characteristics of node clocks (Table 5.2). 


	CCITT Stratum
Levels (1988)
	Hold-in

accuracy
	Holdover accuracy
	Normative
reference

	
	
	Initial frequency offset
	Frequency drift per day
	

	PRC
	1,0´10-11
	-
	-
	G.811 (11/88)

	TNC
	-
	5,0´10-10
	1,0´10-9
	G.812 (11/88)

	LNC
	-
	1,0´10-8
	2,0´10-8
	G.812 (11/88)

	CPE  clock
	5,0´10-5
	-
	-
	I.431 (11/88)


Table 5.2 – Timing Characteristics of Node Clocks
It should be noted that the ITU-T does not determine the accuracy of the TNC. Instead of accuracy, the performance for the holdover operation mode of the slave clock is determined. Holdover operation is started as soon as the reference signal is not available (lost). This means that a slave clock output no longer reflects an external reference. Generally, in the holdover mode of operation, the clock output control is based on stored data acquired while hold-in lock operation. Prediction of a slave clock frequency behaviour in time is most helpful here. It is based mainly on Kalman filter usage in PLLs and gives good results for hours or days. The modern modulation approach for crystal-based clocks [11] obtains good results for days, months, and years, and is now under development 

Correspondent Recommendations characterize the performances of node clocks at each level. In the particular case, the G.811 (11/88) Recommendation sets limits for long term PRC accuracy with respect to UTC at the 1´10-11 level which the USA’s commercial caesium clocks exhibited in 1988.

Note: synchronization distribution facilities (Figure 5.11) have only been treated in isolated ways. Characterization of the links connecting node clocks requires a preliminary analysis of their proportions and correspondent efforts are now under consideration. Finally, to arrive at overall estimates of synchronization network performance, the standard definitions and measures for distribution links are given, which are easily combined with that for the clock.

Synchronization of the PSTN ensures that all digital exchanges were ultimately slaved to the same master clock (see Figure 5.10). Nevertheless, in reality network operation is «stressed» when slave clocks receive a synchronizing signal from a PRC over a facility that has impairments. Accumulation of the facility-caused errors results in an inaccuracy increase of PRC frequency from 10-12 to 10-10 [9, 12]. Therefore, the clock distribution contributes a much larger portion of timing errors in a network than the clocks will, and such performance degradations are not acceptable for advanced transport network based on SONET/SDH technology. 
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Figure 5.11

 

Local exchange to which a populationjf terminals in 

 

a particular geographic area are directly connected 

 

by means of local lines 

 

 

G.812 CCITT TNC Interface

 

G.812 CCITT LNC 

Interface

 

Local Node 

C

lock (LNC)

 

 

G.812 CCITT TNC Interface

 

Transit Node 

C

lock (TNC)

 

 

G.811 CCITT PRC Interface

 

Primary 

R

eference 

C

lock (PRC)

 

 

Synchronization distribution facility

 

Synchronization distribution facility

 

Synchronization distribution 

facility

 

TNC

 

 

Transit exchange acts for a particular call as

 

 international  switching centre; i.e. not the first 

 

exchange in a routing and not the last exchange 

 

 

Local (subscriber) line 

 

Customer premise equipment (CPE) 

 


Figure 5.11 - Typical Synchronization Chain
The new AT&T synchronization plan has been introduced during the 1990s improving accuracy performance by two orders of magnitude to avoid the long distance synchronization distribution deficiency. It is related to the “partly distributed PRC” synchronization network [13] (Figure 5.12).

New clock distribution means are used for new planning. Namely, the best quality PRC signal is accessible worldwide due to GPS/GLONASS, a space-based radio positioning utility [14]. Instead of a single PRC, sixteen PRCs with Rubidium/GPS technology are distributed by an all-digital SONET transport network in which time-division transmission and switching functions are critical. Low cost, simple and reliable clocks to be equipped by the compact GPS receiver that satisfy the PRC requirements providing a frequency accuracy up to 3´10-12 (one day average) and a time accuracy of ±150 ns with respect to GPS time [15]. The network of partly distributed PRC with CPS receivers to provide a long-term timing accuracy to nodes, is richly interconnected and has a good capability of verification at several levels to detect and resolve timing degradation before it impacts service.

This has been taken as the background for modern ITU-T Recommendations such as

· G.803 (06/97)  “Architecture of transport networks based on the synchronous digital  hierarchy (SDH)” - Section 8: “Architecture of synchronization networks”

· G.810 (08/96) “Definitions and terminology for synchronization network“

· G.811 (09/97) “Timing characteristics of primary reference clock“

· G.812 (09/97) “Timing requirements of slave clocks suitable for use in node clocks in synchronization networks“

· G.813 (08/96) “Timing characteristics of SDH equipment slave clocks (SEC) “

· G.871 (02/99) “Synchronization Layer Functions“
























Figure 5.13 - New Network Synchronization
Figure 5.13 shows a chain that pertains to the new network synchronization facility, where node clocks are interconnected via N network elements with G.813 clocks. In contrast with the PSTN, only one type of G.812 slave clock is shown because the difference in holdover performance of the TNC and LNC is not relevant for SDH network synchronization. For simplification, the reference chain in Figure 5.13 does not exhibit the distribution facility of the synchronization signal. Before now, practical measurements have not been done to verify this “ideal” reference model. The influence of time jitter and wander, affected by the transport network, have not been considered yet in this reference connection. Nevertheless, clock noise here is negligible in comparison with that of the transmission line as the length of the reverence chain may be shortened in practice. 

So, the new trends in network synchronization are based on distributed PRCs with shorter synchronization chains. The slave clocks have more than one input for the reference signals received from different PRCs. For reliable and stable operation of such synchronization networks, perfect network management is required. The ITU-T Recommendation G.781 contains a detailed description of synchronization trails’ organization with correspondent Quality Levels of synchronization signals. For example, Option I of SDH synchronization networking (for 2,048 kbit/s hierarchy) has 4 levels of synchronization quality (Table 5.3).
	Quality Level 

[G.781, Option I]
	The clock type generating synchronization signal 

with corresponding QL

	QL-PRC
	G.811 (09/97) Primary Reference Clock

	QL-SSU-A
	G.812 (09/97) Type I (or Type V Slave Clock that equals G.812 (11/88) TNC)

	QL-SSU-B
	G.812 (09/97) Type IV Slave Clock equals G.812 (11/88) TNC

	QL-SEC
	G.813 (08/96) Option I SEC

	QL-DNU
	This signal should not be used for synchronization


Table 5.3 - Synchronization Quality Levels
The ITU-T Recommendation G.812 deals with three main types of SSU:

· Type I is for 2,048 kbit/s networking (the wander generation and bandwith of Type I clocks are limited to the deployment in the reference synchronization chain in Figure 5.13)

· Type II is for distribution hubs - 1,544 kbit/s networking

· Type III is for end offices - 1,544 kbit/s networking

Moreover, the ITU-T Recommendation G.812 includes three additional types of SSU for existing networks:

· Type IV must be complied with G.813, Option II (1,544 kbit/s networking)

· Type V equals TNC of G.812 (11/88)

· Type VI equals LNC of G.812 (11/88)

5.6
SYNCHRONIZATION IN ATM

The main feature of Asynchronous Transfer Mode (ATM) is that data transfer within the network itself is asynchronous but it is not related to the service. An ATM network must handle any traffic type including those which are inherently timing dependent. So the synchronization of the network is one of the most important issues in the design of the ATM network. There are some traffic types that require synchronization between source and destination such as [17]:

· Constant-bit-rate (CBR) services

· Voice (including compressed)

· Video (including compressed)

· Multimedia

Only ATM networks that are not based on these service types (data networks with variable-bit-rate (VBR), for instance) have no need for synchronization.
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5.8
ABBREVIATIONS

	ADC
	Analogue-to-digital Converter

	ADSL
	Asymmetric Digital Subscriber Line

	ANSI
	American National Standards Institute

	ATM
	Asynchronous Transfer Mode

	BP
	Band Pass (Filter)

	BSRF
	Basic Synchronization Reference Frequency

	CCITT
	International Telephone and Telegraph Consultative Committee (predecessor to the ITU-T)

	CBR
	Constant-bit-rate

	CPE
	Customer Premises equipment

	DA
	Data-aided (synchronization)

	NDA
	Non-data-aided (synchronization)

	E1
	European digital telephony format (given to the Conference of European Postal and Telecommunication Administration) that carries data at the rate of 2.048 Mbit/s

	4ESS
	No 4 Electronic Switching System – Bell System’s tool and tandem system based on digital time division switching

	GPS
	Global Positioning System (USA)

	GLONASS
	Global Navigation Satellite System (Russia)

	IEEE
	Institute of Electrical and Electronic Engineers

	ITU-T
	International Telecommunications Union – Telecommunications (formerly CCITT)

	LP
	Low Pass (Filter)

	LNC
	Local Node clock

	ML
	Maximum Likelihood

	PLL
	Phase Locked Loop

	PCM
	Pulse Code Modulation

	POTS
	Plain Old Telephone Service

	PRC
	Primary reference clock

	PSTN
	Public Switching Telephone Network

	SEC
	SDH Equipment Slave Clocks

	SDH
	Synchronous Digital Hierarchy

	SONET 
	Synchronous Optical NETwork

	SSU
	Synchronization Supply Unit

	TEC
	Timing Error Corrector

	TED
	Timing Error Detector

	TNC
	Transit Node clock

	UTC
	Coordinated Universal Time

	VBR
	Variable-bit-rate

	VCXO
	Voltage Controlled Crystal Oscillator

	VDSL
	Very-high-rate Digital Subscriber Line

	XO
	Crystal Oscillator
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