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Welcome to RSC2003

Introduction to RSC2003

The University of Surrey would like to welcome you to the Annual Research Students' Conference in Probability and Statistics. This 4-day event is an annual event designed to allow postgraduate statisticians an opportunity to present their research to other postgraduate students. It also provides an excellent forum for postgraduate statisticians to meet and discuss their work with people in similar fields.

It is organised by postgraduates, for postgraduates, providing a friendly environment for students to meet others with similar interests. The RSC has become rather popular through the years, and now in it's 26th year we are expecting over 130 delegates to attend.

For many students, this conference will provide their first experience of presenting a talk or a poster, and delegates are also given the opportunity to chair a session. Students who are attending the event for the first time often choose not to present their work, however they still benefit from attending the talks and meeting people who are working in a similar field.

If delegates decide to present their work, they can do so in the form of a talk or a poster. The talks will generally be of 15 minutes duration, but some have opted for longer talks. Talks will run in 3 parallel sessions in the Austin Pearce building. Once the timetable has been decided, it must be strictly adhered to. This will be the responsibility of the chairperson who will be given appropriate instructions upon arrival.

The delegates' posters will be situated in Room AP4 of the Austin Pearce building and delegates will have a special opportunity to peruse them over tea and coffee as well as during a special 'poster session'. You will have a chance to vote for the winner until 1pm on Wednesday 9th April and the winner will be announced at the conference dinner.

We would like to take this opportunity to thank all those people who have helped 

An introduction to the University of Surrey

The Annual Research Students’ Conference in Probability and Statistics will be taking place on the campus of the University of Surrey in Guildford, Surrey.

Campus shops include a post office, corner shop, bookshop and bank.

For Art enthusiasts we have the Lewis Elton Art Gallery, behind the Library, open from 10am to 5pm with free admission.

For Sports enthusiasts there’s a sports centre with squash courts, fitness rooms and a climbing wall. About a mile off campus we have the Varsity Centre with an Astroturf football pitch. The nearest swimming pool and ice rink are located in the Spectrum Centre, simply take the no. 100 bus until it stops. (Unfortunately April is considered too cold to open Guildford Lido, a 50m outdoor pool built in an art deco style.)

The nearest supermarket is Tesco, situated about 10 minutes walk off-campus, nearby the Varsity Centre.

There are many bars on campus, including Roots, Chancellors, Wates House and, of course, the Students’ Union. The nearest pubs are located in Guildford town centre; about ten minutes walk from campus. Again the no. 100 bus will take you straight there.

Guildford Town Centre

Guildford's traditional High Street helps to maintain the unique ambience of the town: a relaxed cosy atmosphere in a delightful setting offering some of the best shopping in the South East. Explore the history of the town with a guided walk or take a stroll along the banks of the River Wey. The surrounding countryside is dotted with typical English villages with their traditional pubs and village greens. Places to visit include gardens, historic buildings, National Trust properties, museums theatres and leisure facilities. See www.guildford.gov.uk for more information.

Other Local Attractions
GODALMING, a pleasant little countryside town located about 5 miles from campus, with a large number of historical buildings lining its narrow attractive streets. One of its more interesting restaurants is ‘Bel & the Dragon,’ a converted Methodist church, where we are going to for the Conference dinner.

TONGHAM, simply follow the A31 between Farnham and Guildford and you’ll come across the Hog’s Back brewery, located in an 18th Century converted barn. The award-winning brewers offer guided tours of their brewery, with free samples the whole way. Their off-licence has to be seen to be believed! See www.hogsback.co.uk for more details.

DORKING, home of Denbies Vineyard, one of Britain’s most respected vineyards, and the location of many a departmental trip. Offers a guided tour of the vineyard and the winemaking process, with sampling along the way. See www.denbiesvineyard.co.uk for more details.

For all the big kids out there, CHESSINGTON WORLD OF ADVENTURES reopens on 10th April and is only a short train ride away. Go to Chessington South station and follow the signs.

Useful Contact Numbers

Internal Telephone Numbers

Health Centre






2072

Security






2002

Sports Centre






9201

Takeaway food:
Pizzaman(delivery)


68 3444

External Telephone Numbers

Emergency






999

Organiser Contact





07734 153 156

Local Police (non emergency)



0845 125 22 22
NHS Direct






0845 46 47

Takeaway food:
Pizzaman



01483 57 33 33




Bamboo Gardens (Chinese)

01483 56 03 61

Travel – Bus:

National Express


0121622 4373

Travel – Taxi:

Fives & 6s Ltd


01483 56 56 56

Travel – Train:
Network Rail National Helpline
08457 11 41 41

Timetable of Events

Monday 7th April

13:00 - 16:00

Delegates Arrive




Conference Registration (Austin Pearce concourse)

16:30 – 18:30

Plenary Session (AP3)




16:30
Welcome




16:35
Professor Trevor Sweeting





Priors (see Page 51)




17:30
Professor Neil Shephard





High frequency datasets and analysis in financial econometrics

18:30 -
19:30

Dinner (Seasons Restaurant)

20:00 – 23:00

Pub Quiz (Chancellors Bar)

Tuesday 8th April

07:30 – 09:00

Breakfast (Seasons Restaurant)

09:25 – 11:00

Session 1 (Austin Pearce Building)

11:00 – 11:30

Break for Coffee

11:30 – 13:05

Session 2 (Austin Pearce Building)

13:05 – 14:00

Lunch (Seasons Restaurant)

14:00 – 16:00

Session 3 (Austin Pearce Building)

16:00 – 17:00

Poster Session (AP4)




Tea will also be available

17:00 – 18:30

Free time




Football match (Varsity Centre)

18:30 -
19:30

Dinner (Seasons Restaurant)

20:00 – 23:00

2nd Evening’s entertainment




Hog’s Back Beer tasting (Wates House)




Movie screening (AP3)

Wednesday 9th April

07:30 – 09:00

Breakfast (Seasons Restaurant)

09:25 – 11:00

Session 4 (Austin Pearce Building)

11:00 – 11:30

Break for Coffee

11:30 – 13:05

Session 5 (Austin Pearce Building)

13:05 – 14:00

Lunch (Seasons Restaurant)

14:00 – 15:50

Session 6 (Austin Pearce Building)

16:00 – 18:00

Sponsors’ Wine reception (AP4)

19:00 – 19:15

Coaches depart for Conference Dinner (outside Natwest Bank)

19:30 – 23:00

Conference Dinner (Bel & the Dragon restaurant, Godalming)

Thursday 10th April

07:30 – 09:00

Breakfast (Seasons Restaurant)

10:00


Delegates depart

What about the Evenings?

To make your time here more enjoyable we have organised some entertainment for the evenings.

Monday 7th April

After your long journey to Guildford we know you’ll probably want to sit down and relax, so we’ve organised a pub quiz in Chancellors Bar starting at 8:00pm.

Tuesday 8th April

After 5pm, there’ll be a few hours free for you to do as you please. However for the more energetic amongst you we’ve arranged a football match at the nearby Varsity Centre.

In the evening the award-winning brewers the Hog’s Back have kindly agreed to give us a tasting of some of their beers on Tuesday night. The beer tasting will be held in Wates House and will start at about 8pm.

For those seeking a non-alcoholic option we’ve arranged a movie screening with the Students’ Union to be held in AP3.

Wednesday 9th April

On our final day, we’ll firstly be having a wine reception where you will have a chance to meet our sponsors. Then we will travel to Godalming for our conference meal at Bel & the Dragon, a converted Methodist Church. Coaches depart at 7:00pm and return at 10:30pm.

We hope that you’ll enjoy your time at RSC2003.

Timetable of Talks

Monday 7th April, 16:30 – 18:30

Plenary Session

16:30

Welcome

16:35 – 17:30
Professor Trevor Sweeting



Priors

17:30 – 18:30
Professor Neil Shephard



High frequency datasets and analysis in financial econometrics

Tuesday 8th April

Session 1, 09:25 – 11:00

Time
Room
Presentation

09:25
AP1
Learning to play games - David Leslie

09:25
AP2
Use of simulation techniques to assess the optimal outcome measures for acute stroke trials - Fiona Young

09:25
AP3
A comparison of approaches for valid variogram achievement - Raquel Menezes

09:50
AP1
Game theoretical models of kleptoparasitism – Roger Luther

09:50
AP2
Design Problems in Clinical Trials - Elsa Valdes-Marquez

09:50
AP3
The estimation of former sea levels – Andrew Parnell

10:15
AP1
When did you stop being choosy?- Miguel Marques dos Santos

10:15
AP2
Estimation in sequential clinical trials – Isobel Barnes

10:15
AP3
Quantifying and explaining the relative contribution of individual and group level factors to health – Tri Tat

10:40
AP1
Bayesian model choice for multivariate categorical ordinal data - Emily Webb

10:40
AP2
Some properties of Classes of Variance Remaining Life – Mohammed Alsadi

10:40
AP3
Transformed observations and the Spatial DLM – John Little

Tuesday 8th April

Session 2, 11:30 – 13:05

Time
Room
Presentation

11:30
AP1
Using Levy Process in Stochastic Volatility – Matthew Gander

11:30
AP2
Radiocarbon calibration curve - a MCMC approach – Teresa Barata

11:30
AP3
Inference on the Relative Index of Inequality for Interval-Censored Data – Jamie Sergeant

11:55
AP1
Uncertainty in financial models – Kevin McNally

11:55
AP2
A Dendrochronologist’s Dilemma: One Years Growth? - David Cairns

11:55
AP3
Competing Risks Survival Data with Left Truncated Observations - Judith Anzures-Cabrera

12:20
AP1
Set-Valued Price Processes - Katsiaryna Kaval

12:20
AP2
Bayesian Graphical models for mixed variables - David O'Donnell

12:20
AP3
Meta-Analysis of Indivudual Patient Data in Radiotherapy – Mark Simmonds

12:45
AP1
A continuous time model for Insurance claims delay- Garfield Brown

12:45
AP2
Bayesian inference for partially observed stochastic epidemics with grouped removal times. - Philip Giles

12:45
AP3
Investigation of Dynamic effects in survival data - Denise Brown

Tuesday 8th April

Session 3, 14:00 – 16:00

Time
Room
Presentation

14:00
AP1
Modelling Clustered Populations - Veronica Rapley

14:00
AP2
Some results on Robustness Modelling of scale Parameters using heavy-tailed Distributions - J. Ailton A Andrade

14:00
AP3
Some Optimal Embeddings for Diffusions - Alexander Cox

14:25
AP1
Inference Techniques for Spatio-Temporal Polution Data - Sammy Rashid

14:25
AP2
Bayesian Modelling of Bivariate Extremes in a Region - Elizabeth Smith

14:25
AP3
Simple Principal Component - Linjuan Sun

14:50
AP1
Analytic Appriximations to Nonlinear Stochastic Models in Epidemic Processes - Isthrinayagy Krishnarajah

14:50
AP2
Conditional spatial extremes – Adam Butler

14:50
AP3
Plaid Model Algorithms for Two-way Clustering – Heather Turner

15:15
AP1
Epidemic Modelling and Control – Nathan Green

15:15
AP2
A random effects analysis of extreme wind speeds – Lee Fawcett

15:15
AP3
Meta-analysis of classification methods - Adrien Jamain

15:40
AP1
Water vole meta-population dynamics; inference from present-agbsence data - Stijn Bierman

15:40
AP2
Heterogeneity in meta-analyses - Jo Leonardi-Bee

15:40
AP3
A Wavelet MCMC approach to missing data - Tim Heaton

Tuesday 8th April

Poster Session, 16:00 – 17:00, AP4

Analysis of replicated type II microarray E.coli data – Ben Carter

- Ben Flood

Impact Evaluation – Sara Geneletti

Factors Associated With Iron Status During Pregnancy A Longitudinal Study – Mohdn Hosseini

Elicitation of multidimensional prior distribution – Fernando Moala

Modelling Multivariate extreme value distributions with Applications in Market Risk Management – Eugene Schcetinin

Wednesday 9th April

Session 4, 09:25 – 11:00

Time
Room
Presentation

09:25
AP1
Fractional Factorial Split Plot Designs – Rob Stapleton

09:25
AP2
Statistical Analysis of Human Movement Functional Data - Ali Alshabani

09:25
AP3
Credit scoring with Gaussian spatial processes – Hannah Aldgate

09:50
AP1
Bayesian experimental design – an application of number-theoretic nets – Peter Philipson

09:50
AP2
Applying item response Theory to a Dog Pain Scale – Matthew Burnell

09:50
AP3
Time series analysis of reported cases of advance fee fraud in lagos state, nigeria from 1996-2002 – Justin Iheakanwa

10:15
AP1
Risk-adjusted monitoring in medical contexts – Olivia Grigg

10:15
AP2
A spatial Model for Damage Accumulation in Bone Cement – Eleisa Heron

10:15
AP3
Asymptotic Behaviour of Stochastic Delay Differential Equations – Cónall Kelly

10:40
AP1
One Step Beyond Microarrays – Clare Foyle

10:40
AP2
Statistical Modelling for Robust and Flexible Chronology Building – Angela Howard

10:40
AP3
A functional central limit theorem for the wavelet periodogram (with applications) - Piotr Fryzlewicz

Wednesday 9th April

Session 5, 11:30 – 13:05

Time
Room
Presentation

11:30
AP1
Boosting Algorithms – Ross McDonald

11:30
AP2
Hierarchical point process modelling of forest regeneration areas – Aki Niemi

11:30
AP3
A Bayesian Latent Factor Model – David Morris

11:55
AP1
Two-stage group screening in the presence of noise and unequal probabilities of active effects – Anna-Jane Vine

11:55
AP2
Assessing small scale variation in disease risk: A Bayesian Partition Model (BPM) approach – Debbie Costain

11:55
AP3
Research hypotheses on the latent structure of data in the social sciences through conditional independence models – Fulvia Pennoni

12:20
AP1
Model Choice and small area estimation – Ben Wyllie

12:20
AP2
The Application of Bayesian Model Averaging in Predicting Protein-Ligand Binding Affinity – Jacqueline Civil

12:20
AP3
Further Experiences Modelling a Traffic Network – Benjamin Wright

12:45
AP1
Covariance structure modelling of complex survey data – Marcel Vieira

12:45
AP2
Assessing the Spatial and Temporal dependencies in Spatio Temporal lattice models - Linda Garside

12:45
AP3
Examining the Effects of Daylight on Car Occupant Fatalities – James Dartnall

Wednesday 9th April

Session 6, 14:00 – 15:50

Time
Room
Presentation

14:00
AP1
Importance Resampling MCMC: A methodology for Cross-Validation in Inverse Problems – Sourabh Bhattacharya

14:00
AP2
Exact calculation of likelihoods, and simulation of branching times,in phylogenetics - Loukia Meligkotsidou

14:00
AP3
The Data Analysis Interface – Matt Coates, StatSoft

14:30
AP1
SIC Oranges – Lara Jamieson

14:30
AP2
Bayesian Reliability Demonstration with Multiple Independent – Maha Rahrouh

14:30
AP3
Methodology at the Office for National Statistics – Gareth James, ONSs

15:00
AP1
Small confidence sets for the mean of spherically symmetric distributions - Richard Samworth

15:00
AP2
Multivariate analysis of spatial variation in cancer morality in Greece – Evangelia Tzala

15:00
AP3
Do you want to take on a significant and exciting challenge? – Larry Furlong, Director Statistical Science, AstraZeneca

15:30
AP1
Combining a Latent Class Model with a Proportional Odds Model using the EM algorithm to analyze ordinal data in market segmentation – Liberato Camilleri

15:30
AP2
Are you being blinded by Statistics? – Stuart Gardiner

15:30
AP3
Modelling survival data with longitudinal information - Zarina Mohd Khalid

Instructions for poster displays

Thanks you for volunteering to display a poster. Please read the following information and contact an organiser if you have any other queries.

· The allocated size is 1m x 1m.  Please try to display your poster within this area.

· The boards should be available for you to display your poster from Tuesday morning. Please make sure your poster is up by 11:00 am on Tuesday 8th April.

· If you require any drawing pins, etc., please ask one of the organisers as soon as possible.

· Posters will be displayed throughout the Tuesday and Wednesday morning of the conference and there will be a formal poster session between 16:00 – 17:00 on Tuesday 8th April. You should make yourself available during this time to answer any questions from delegates. Hopefully this will provide an opportunity for you to meet people who are working in similar areas.

There will be a prize for the best poster, and delegates will be able to vote until 13:00 on Wednesday 8th April. The winner will be announced at the conference dinner.

We wish you the best of luck.

Instruction for chairs

Thank you for volunteering to chair a session. In order for things to run smoothly there are a few things you need to remember:

· Look for the chair persons’ pack which will be left in the room. This will contain timing notices, prompting signs and OHP notices.

· Introduce yourself to the speakers to the speakers before the session begins.
· Ensure the OHP displays the relevant slide for your session and is in focus.
· Ensure the session begins on time.
· Introduce each speaker, giving their name and talk title.

· Show the relevant cue cards when there are 5/2/1 minutes remaining.
· Do not let the speaker run over their allocated time. Politely intervene if necessary.
· Thank the speaker and invite questions, ensuring this takes no longer than 5 minutes (there will be ample discussion for further discussion over tea/coffee).
· Encourage applause.
· Do not start the next talk until the allocated time, this allows people time to move between sessions (talks are timetabled simultaneously in all three seminar rooms).
· When all talks are finished thank all the speakers again and display the OHP slide for the next session.
Alphabetical List of Abstracts for Talks

The abstracts for all the talks are given on the following pages, in alphabetical order of surname.

Hannah Aldgate, Imperial College

Credit scoring with Gaussian spatial processes

The credit scoring problem is a topical issue. Typically, a consumer is loaned credit by a financial institution and agrees to pay back the money with interest in regular installments. The statistician's problem is to try to predict a credit applicant's pay-back behaviour given information about them, and therefore to classify them as good or bad from the financial institution's viewpoint. A wide variety of statistical methods have been used to tackle this problem but the aim here is to apply methods analogous to those used in spatial prediction or kriging to the credit scoring problem.

In this talk some preliminary work is discussed leading up to this application. Gaussian spatial process models are examined in a simplified framework with a view to using kriging to investigate the credit scoring problem. An extension is also considered whereby different amounts of covariate information are entered into the mean and covariance parts of the Gaussian spatial process model.

Finally, the concept of an extension of a spatial generalised linear mixed model is introduced to describe variation in credit applicants' classification. Computational difficulties with the model are described and ideas for future work are outlined.



Mohammed Alsadi, University of Newcastle

Some properties of Classes of Variance Remaining Life

In reliability theory and in particular in life testing problem, of special interest is to study the lifetime or the life length of a system (or any of its components) after a specific time $t$, $t>0$. In other words, we know that the system has properly worked until time $t$, and we are interested in the evolution of the system for times after $t$.

The lifetime of the system is described by a continuous non-negative random variable $T$ whose life distribution function is denoted by  $F(t)=P(T\leq t)$, $F(t)=0$, for $t< 0$ and survival function $\bar{F}(t)=P(T>t)$.

The discrete version of the life distribution are used when the lifetime measurement of a system under study are taken in discrete time.

We study the most useful probabilistic characteristics of such a system, namely the mean value  and the variance of the remaining (or residual) lifetime $T-t$ under the condition $\big\{T>t \big\}$. Moreover, the lifetime $T$ of the system after a specific time $t$, $t>0$ is called the remaining life of that system at time $t$ and defined by the quantity or the random variable $X=\Big[T-t|T> t\Big]$.  We define the mean remaining life function of such system at time $t$ by the quantity $\mu_{F}(t)=E\Big[T-t|T> t\Big]$ and the variance remaining life function of the system at time $t$ by $\sigma^{2}_{F}(t)=E\Big[(T-t)^{2}|T> t\Big]$.

Aim: to introduce  new classes of life distributions based on the second moments of the random variable and to study their properties.

Ali Ashabani, University of Nottingham

Statistical Analysis of Human Movement Functional Data

The modelling and  analysing of human motion is considered an important task to many researchers and users in different areas. For instance, physiologists, designers and manufacturers of many kinds of industrial products, as well as researchers who are interested in how disabled patients react to treatment. Many statistical research studies have been carried out on human motion. However, there are still many issues which have not been completely solved, for instance, in physiology there is still a need to improve the modelling and prediction of the spatial path traced by  the hand  when it moves in a workspace. Appropriate  statistical modelling of these problems is needed to help provide practical solutions.

This work is focused upon the modelling and analysis of 3D human movement functional data collected by carrying out physiological experiments.

We consider methods for estimation of the main movement of a curve, and models for the statistical analysis of the curves.



J. Ailton A. Andrade, University of Sheffield

Some results on Robustness Modelling of scale Parameters using heavy-tailed Distributions

Following computational development, non-conjugate Bayesian models have been studied more intensively in recent decades. In particular, the class of Heavy-tailed Models, which mostly involves non-conjugate priors, became more popular in the Bayesian context to solve problems of conflicts between the sources of information. Dawid (1973, Biometrika 60, 664-666) established conditions, on the prior and data distributions, under which it is possible to achieve a kind of automatic resolution of conflict between the prior and data distributions in models with only location parameter structure. In particular, when the conflict is due to an outlier, Dawid's conditions allow the rejection of outliers in favour of the prior distribution.

Under the presence of conflicts, models with scale parameter structure, behave differently from the location parameter case, hence Dawid's conditions cannot be applied. In this work, we provide a theorem which establishes conditions on the data and the prior distributions that can resolve problems of conflict between the sources of information in scale parameters models. However, in scale structures, outliers are not rejected completely as in the location case, they will exert only limited influence over the posterior distribution. In other words, we achieve some kind of partial rejection of outliers.

Judith Anzures-Cabrera, University of Warwick

Competing Risks Survival Data with Left Truncated Observations

Left truncation arises when individuals enter to the study after some known time of the initial time t_0. Therefore individuals that died before time t_0 are not included causing a length biased sample. Different non-parametric approaches tackle this problem, we discuss extensions of these models to the case of competing risks with truncated data. Using a database formed by people that were exposed to the radiation of the A-bomb in Hiroshima, we contrast the results of the non-parametric approaches with models for the lifetimes with a Weibull distribution focusing in the cause of death.



Teresa Barata, University of Cambridge

Radiocarbon calibration curve - a MCMC approach

Radiocarbon Dating is the most commonly used dating technique and it is believed to have been the greatest single contribution to the development of archaeology. However due to the violation of the assumption that the concentration of atmospheric 14^C remains constant through the years (which is one of the original assumptions of the method) a calibration process is needed to transform radiocarbon dates onto the calendar timescale. This is achieved by using dendochrnology to date wood samples for which we also have the radiocarbon age.

We will follow Portugal Aguilar's PhD thesis work, where a Bayesian approach has been used to tackle this problem, and we will use MCMC methods (Gibbs Sampler and Metropolis-Hastings) to get an estimate of the Radiocarbon calibration curve and compare it to Portugal Aguilar's results.

Isobel Barnes, University of Reading

Estimation in sequential clinical trials

The objectives of any clinical trial obviously includes estimation of a primary effect of interest. Unfortunately, naïve estimators, those implemented after a fixed sample trial, are often substantially biased when calculated after a sequential trial. In the last two decades post-trial point estimation has attreacted much interest. A uniformly minimum variance unbiased estimator is presented by Ferebee (1983). Whitehead (1997) shows that it is possible to obtain a median unbiased estimate. Whitehead (1986) also suggests a bias-adjusted estimator, the accuracy of which was investigated by Todd et al (1996) for normal patient responses with known variances.

The research presented here extends the work of Whitehead and Todd. The biases of the naïve and bias-adjusted estimators are examined for several types of patient response often observed in practice. It is demonstrated that, in the case of binary responses and survival data, Whitehead’s estimator behaves poorly for modest values of the primary effect. An alternative form of the estimator is suggested and shown not to exhibit this behaviour.



Sourabh Bhattacharya, Trinity College Dublin

Importance Resampling MCMC: A methodology for Cross-Validation in Inverse Problems

We present a methodology for cross validation in the context of Bayesian modelling of situations we loosely refer to as "inverse regression”. It is motivated by an example from palaeoclimatology in  which scientists reconstruct past climates from fossils in lake sediment. Simply stated, climate drives ecology aspects of which become part of lake sediment. The inverse problem is then to build a model  with which to make statements about climate given sediment. One natural aspect of this is to examine model fit via cross validation. In MCMC studies this can be computationally burdensome (Vasko et al.,2000),and our procedure has attractive properties in this respect.

To motivate discussion on our very general methodology we confine ourselves here to examples  related to the much simpler "Poisson regression”. In other words, we consider

Y¡ | x¡  ~Poisson((x¡) ; i=1,2,...,n

where the suffix "i" denotes the i-th site(say).  The inverse problem is to obtain x0 | X,Y, y0 ), given priors for x0 and (. Cross validation involves the study of the posteriors x¡ | X-i ,Y) for every i. 

We demonstrate that a combination of Importance Resampling and MCMC(hereafter IRMCMC) results in a very efficient methodology for exploration of the "n" posteriors.  It is an improvement of traditional MCMC in the sense that it is many times faster and also exhibits much better mixing properties.

Stijn Bierman, Biomathematics and Statistics Scotland/University of Aberdeen

Water vole meta-population dynamics; inference from present-agbsence data

The Water vole (Arvicola terrestris) was one of the most common mammals in Britain until, during the 1990’s, population numbers declined rapidly due to habitat loss and the invasion of the American mink (Mustela vison). Water voles are now identified by the UK governement as one of 12 British mammals needing urgent help, and could vanish completely in the near future. 

In the Scottish uplands, several Water vole populations persist in landscapes with highly fragmented patches of suitable habitat. Local sub-populations inhabiting these patches are likely to go extinct but empty patches can be (re-) colonised by dispersing individuals. In this study, we used data of long-term surveys of the presence and absence of Water voles in patches of suitable habitat in the Scottish uplands to inform spatially explicit mathematical models describing the observed changes in patch occupancy over time. Colonisation probabilities of empty patches were calculated as functions of distances to occupied patches, and extinction probabilities as functions of patch size or suitability. The aim of informing these models was to identify key components influencing persistence of populations at the landscape level and to predict long-term population persistence.



Denise Brown, University of Glasgow

Investigation of Dynamic effects in survival data

Survival data are often modelled by the popular Cox Proportional Hazards Model, which assumes that covariate effects are constant over time.  Estimation of the regression coefficients in such models is usually based on the partial likelihood function, with the baseline hazard being estimated non-parametrically.  In recent years however, several new approaches have been suggested which allows survival data to be modelled more realistically by allowing for dynamic effects.  Non-proportional hazard models, with covariate effects varying smoothly in time, can be fitted using penalised spline regression (P-splines).  P-spline smoothing is parametric in nature but can cope with complex and smooth structures that are usually hidden in solely parametric models.  A relatively large basis is chosen and a difference penalty is placed on the coefficients of adjacent splines, in order to pursue a smooth fit.  By noting the link between P-spline smoothing and Generalised Linear Mixed Models, the smoothing parameter steering the amount the penalty can be estimated appropriately.

Garfield Brown, University of Cambridge

A continuous time model for Insurance claims delay

Claims delay is important in Insurance. Typically claims occur at some time s and are reported at a later time t.

We explore a Poisson model for claims arrival in which the claims are subject to random delay between occurrence and reporting. By assuming a parametric form for the joint density of the occurrence time and the reporting time we are able to derive a likelihood function and also show that the number of unreported claims also follows a Poisson distribution but with a reduced Poisson parameter.

Using a simulated dataset we illustrate the model using MCMC.

Based on results of W. S. Jewell.





Matthew Burnell, University of Glasgow/ Faculty of Veterinary Medicine

Applying item response Theory to a Dog Pain Scale

Quantifying and managing clinical pain in animals has become increasingly important. In the Pain and Welfare Group of Glasgow University, a method of assessing acute clinical pain in dogs, the Composite Pain Measurement Scale (CMPS) has been created. The CMPS contains 7 categories each describing a number of behaviours (Holton et al, 2001). Originally the weights, that would be used to calculate a global pain score, of each pain behaviour were calculated using a psychometric scaling method based on Thustone’s Law of Comparative Judgement. However in subsequent analysis, the resulting CMPS was found to perform with limited reliability (R=0.50). Further, overall goodness-of-fit (2 test statistics demonstrated that the assumptions of additivity and normality did not hold. (For all sub-scales, p-value<0.05 and for all but two, p-value<0.01).

One explanation is that paired comparisons of factual items, such as those in CMPS, and not attitude-based items were the cause of the assumption violations. The limitations, in this case, of classical test modelling led to the consideration of item response theory for transforming the scale’s item responses into trait score estimates. Item Response Theory is a model based measurement method that scales subjects according to not only the responses of the subject to administered items, but also the estimated properties of the items themselves. This talk will provide results of the fitting of a 1 Parameter Logistic (Rasch) Model and a 2 Parameter Logistic Model. A polytomous model that accommodates the CMPS’s original format, is being fitted and will also be reported at the conference.

Adam Butler, University of Lancaster

Conditional spatial extremes

In this talk, we discuss statistical methods for analysing the external characteristics of spatio-temporal oceanographic data. The discussion in based around the key themes of dependence, non-stationarity, and identification of extreme observations. The methods are illustrated using surge elevation data for the NW Atlantic for the period 1955-1999. The talk will be practical and data-analytic in flavour, and does not require prior knowledge of extreme value theory.



David Cairns, University of Sheffield

A Dendrochronologist’s Dilemma: One Years Growth?

Dendrochronology is the study of climate changes and past events by comparing the successive annual growth rings of trees or old timber. It has applications in areas as diverse as archaeology and climate study.  One important area of Dendrochronology is the construction of master chronologies for particular species of trees in certain geographical areas. These master chronologies are constructed by averaging the ring widths from a number of dated samples in order to obtain a chronology which contains all the general characteristics of that species’ growth over time.  However, in order to produce a master chronology, a dendrochronologist needs to be able to date individual samples accurately. This becomes extremely difficult in the presence of omitted and supernumerary rings. Certain species of tree in extreme climates fail to produce one and one ring only each and every year.  These problems can be overcome, if they occur rarely, by attempting to resynchronise the series by examining it graphically, with reference to another sample that has some presumed overlap with it. These problems are much more difficult to overcome if there is no sample to compare it with or if there are several omitted and supernumerary rings. As the successive ring widths form a time series, this is a problem which can formulate and examined statistically.  The background that motivated the study will be presented briefly as well as a description of the avenues of study which have been pursued.  Initial methods such as the “sliding window” procedure have proved ineffective. A brief explanation of the reasons for this methods failure will be discussed.  Recent work to be presented considers the formulation of the phenomena as an outlier problem in an ARIMA-GARCH model framework. Due to the well documented computational problems involved with direct likelihood approaches to outlier model detection-estimation procedures, recent MCMC methods are being utilised and built upon with the hope of detecting the presence of both individual occurences and patches of omitted and supernumerary values. 

Liberato Camilleri, University of Malta

Combining a Latent Class Model with a Proportional Odds Model using the EM algorithm to analyze ordinal data in market segmentation

One of the goals of market research is to explain and predict buyer preference judgement and choice behaviour.  It is widely accepted that models that take consumer heterogeneity into account outperform aggregate models.  Researchers have developed various models for rating, ranking and choice based data as well as different techniques to estimate parameters.  We present the proportional odds model as a proper statistical model for ordinal categorical data.  Market segmentation is analysed as a Latent Class model combined with the proportional odds model using the EM algorithm.  Two approaches will be discussed.  In the first approach the item attributes and individual characteristics are included in the same linear predictor.  In the second approach the probabilities of class membership in the latent class model are related to individual characteristic covariates through a multinomial logit model.



Jacqueline Civil, Imperial College

The Application of Bayesian Model Averaging in Predicting Protein-Ligand Binding Affinity

We explore the development of predictors designed to estimate the binding affinity in a protein-ligand complex.  This involves transforming the structural data files in a training set into variables which are amenable to statistical analysis.  The resulting small n, large p dataset means that some form of dimensional reduction is required to perform a regression.  This can be achieved using a simple subset selection technique.  However, regressing on a single choice of model leads to information loss and ignores model uncertainty, so a Bayesian model averaging technique is investigated wherein the predictions of a selection of models are averaged with a weighting of the posterior model probability of the selected models.  Averaging over all possible models is not practical or computationally efficient, so we try two approaches to the problem.  The first is a Markov Chain Monte Carlo approach which approximates the averaged prediction over all models.  The second is a procedure called “Occam’s Window” which selects a small set of models with high posterior model probability to use.  Results are presented which demonstrate that model averaging techniques perform predictions better than a single model choice.

Keywords: protein-ligand binding affinity, predictor, model uncertainty, Bayesian model averaging, MCMC model composition, Occam’s window

Matt Coates, StatSoft

The Data Analysis Interface

Historically, statistical data analysis packages have involved the use of - first general and then specifically statistical - programming languages. The effect of this is that anyone needing to perform any serious statistical analysis has had to become a computer programmer first.

With the appearance of the graphical user interface, statistical data analysis software has moved steadily away from command-based syntax towards a more 'intuitive' interface.  One effect of this has been to make powerful statistical methods available to a much wider user base.  While most users are comfortable with the classic Windows-style 'menus and dialogs', there is still a demand for alternative ways of interacting with the software.

In response to these emerging needs, StatSoft have developed a range of new interface styles designed to meet the needs of (generally non-expert) users in research, business and industry, across a wide variety of application areas.  A number of examples will be illustrated, including dedicated application interfaces for on-line SPC, business intelligence, data mining and thin-client (browser-based) operation.



Debbie Costain, University of Lancaster

Assessing small scale variation in disease risk: A Bayesian Partition Model (BPM) approach

Modelling and mapping spatial variation in disease risk presents many a challenge for the environmental epidemiologist. Not least how 'best' to deal with the increasing generation of individual-level geo-referenced health and exposure data. Current Bayesian techniques estimate the underlying risk surface on the basis of regional-level data (aggregated into counts) which are prone to ecological bias and are limited in terms of detecting 'small scale' variation. Alternative, non-Bayesian, methods such as the GAM approach (Kelsall and Diggle, 1998) whilst formulated to handle point data (individual level) assume 'smooth' underlying risk a feature which may, or may not, be inherent. In addition, the correlation over space is assumed to be stationary and is induced by a single smoothing parameter. Here we propose to use a 'Bayesian partition model' to account for underlying spatial variation. Quite simply the model formulation considered assumes that the region of interest can be sub-divided into a number of disjoint regions, Rj, j=1,...,k, commonly termed tiles, in which the responses, yi =1 if diseased, yi = 0 if not diseased, are exchangable and derive from the same probability distribution. Voronoi tessellations are utilised as a means of partitioning and the standard (Euclidean) distance metric is used to assign observations to tiles. Due to the intractibility of the posterior, based upon a non-conjugate prior risk specification, and the dimensionality problem, a sampling based approach is adopted by means of reversible jump MCMC (Green, 1995). The posterior risk distribution is then estimated on the basis of the posterior mean.

Alexander Cox, University of Bath

Some Optimal Embeddings for Diffusions

Given a target distribution ( and a process Xt, we say that a stopping time T is an embedding of ( in X if XT has distribution (. Much work exists on the construction of embeddings and their properties in the case where the process is Brownian motion and the target distribution is centred. In this work, we describe an embedding based on one originally proposed by Perkins. This embedding allows us to embed any target distribution - no longer requiring μ even to be integrable, and has the further property that it will simultaneously minimize the distribution of the maximum and maximize the distribution of the minimum of the process among all stopping times embedding the target distribution. We then use scale changes to show that these results extend to the more natural setting of diffusions, and obtain some results on the existence of embeddings for these processes and the moments of the distribution of the maximum of these diffusions.



James Dartnall, University of Southampton

Examining the Effects of Daylight on Car Occupant Fatalities

We examine the difficult question of estimating the effect of daylight on road accidents.  The question cannot be answered easily since daylight varies constantly throughout the year and has much the same appearance as a sine curve when day-length is plotted over time.  However, daylight does vary in different regions of the country such that day-length is longer in the north in the summer than in the south and vice-versa in the winter.  By examining Car Occupant fatalities in a northern region of the UK and comparing with a southern region and accounting for other factors such as weather and traffic it may be possible to establish an effect for daylight.  We shall see that by using log-linear models alone, good-fitting models cannot be found for either region so time series techniques may need to be used.

Lee Fawcett, University of Newcastle

A random effects analysis of extreme wind speeds

A typical extreme value analysis is often carried out on the basis of simplistic inferential procedures, though the data being examined may be structurally complex.  Here, we present a random effects model for extreme wind speeds which identifies site and seasonal effects, as well as invoking multivariate extreme value techniques to incorporate short-term temporal dependence using a Markov chain model.  A Gaussian random effects model is used to identify such meteorological structure, and is estimated via Markov chain Monte Carlo.  The results from this fully Bayesian approach are then compared to the maximum likelihood approach, which fits a generalised Pareto distribution (GPD) to sets of threshold excesses for separate sites and seasons.



Clare Foyle, University of Sheffield

One Step Beyond Microarrays

Microarrays are a tool used in many areas of genetic and genomic research currently, in particular a major pharmaceutical company is using them to analyse cancer tissue. Information about the human genome is placed onto the chip in the form of probesets that represent all the genes in human DNA. Microarrays are used to analyse the expression level of these probesets when they are flushed with messenger RNA from diseased cancer tissue. The expression levels represent the activity of each gene, and so this information can be used to infer which genes are involved in chemical processes in the cancer tumour. 

The statistical problems involved with dealing with this sort of data set include managing the high dimensionality of the dataset – up to 60,000 probesets can be present on a microarray chip, and the small number of patients involved in such experiments. The dataset to be discussed, involving experiments on one particular form of cancer, has only 58 cancer patients participating. There is data available for each patient describing for example the severity of their cancer; the analysis of this descriptive data will be discussed as will the direction of the project including future statistical analysis of the microarray data using clustering techniques and Bayesian methods.

Piotr Fryzlewicz, University of Bristol

A functional central limit theorem for the wavelet periodogram (with applications)

The wavelet periodogram (WP) for non-stationary time series is a wavelet analogue of the classical Fourier periodogram for stationary processes. In this talk, I will first review the theory of locally stationary wavelet (LSW) processes, an elegant asymptotic framework for modelling time series whose second-order structure evolves over time. Next, I will define the WP and state the functional central limit theorem for the centred WP in the Gaussian LSW model. Finally, I will demonstrate an example of the so-called Haar-Fisz variance-stabilising transform for the WP, whose properties can be analysed using the above-mentioned theorem.



Larry Furlong, Director Statistical Science, AstraZeneca

Do you want to take on a significant and exciting challenge?

This talk will describe the substantial challenges facing a statistician within the Discovery part of the Pharmaceutical industry.  It will explain, why if you want to be very successful, you will need excellent problem solving skills, the ability to inflence a wide range of people, and a strong sense of determination and energy to bring about change.

Matthew Gander, Imperial College

Using Levy Process in Stochastic Volatility

The typical Black Scholes model for share movement prediction uses a constant volatility and is not able to describe some of the characteristics that observed financial data often exhibit. Stochastic volatility can be used to produce models which capture these properties. An Ornstein-Uhlenbeck model, which is driven by a Background Driving Levy Process, will be introduced as a model for the volatility. A (highly) brief overview of Levy measures and simulating from Levy processes will be given. All this in 10 mins!



Stuart Gardiner, Nottingham Trent University

Are you being blinded by Statistics?

According to the law of averages (everyone’s favourite non-existent piece of statistics), approximately six and a half people at this conference will, at some stage in their lives, develop glaucoma. Some of you will be permanently blinded by the disease. Others will just see their vision become blurry (similar to the state I’ll probably be in most mornings during this conference…). This has implications from reading ability right through to legal fitness to drive.

One of the problems with glaucoma is that it is hard to tell who has it, and whether their condition is getting worse. As part of our work to improve that situation, we developed an anatomically-correct spatial filter to remove some of the noise produced by the most commonly-used testing procedure. We can then use the statistics to predict whether or not you are going blind. Since then, we have gone on to use our filter to estimate, and hence model, this noise. This model is intended to be used in a simulation of a glaucomatous eye, for improving the testing strategy.

And for those of you who aren’t interested in the slightest, I’ll include lots of pretty pictures to keep you awake until it’s time to go down the pub.

Linda Garside, University of Newcastle

Assessing the Spatial and Temporal dependencies in Spatio Temporal lattice models

Within the spatio temporal framework can the spatial and/or temporal dependencies be identified from the data?  We use generated data and MCMC techniques to investigate the identifiability of spatial and temporal dependencies.  The data is simulated with known mean, precision and dependency parameters then three different prior distributions (two strong priors and one uninformative prior) are applied to each of the dependence parameters. The results of these investigations show how much information about these dependence parameters are contained within the data.



Philip Giles, University of Newcastle

Bayesian inference for partially observed stochastic epidemics with grouped removal times.

Recent advances in MCMC techniques have enabled the analysis of more complex stochastic epidemic models than was previously possible. At best, the only available data from an epidemic are the removal times of infective individuals. MCMC methodology allows “missing” data, such as the infection times of susceptible individuals, to be treated as unknown parameters within the model. Previous analyses make inferences on model parameters when “full” data on removal times is available. Here, a Markovian S.I.R. model is fitted to an epidemic where the removal times are not fully observed. Inferences on parameters in the model, in particular those representing infection and removal rates, are made within a Bayesian framework. An application to a smallpox epidemic is considered.

Nathan Green, University of Liverpool

Epidemic Modelling and Control

Using the general stochastic epidemic model, with homogeneous mixing in a closed population, we will investigate an intervention policy of isolating infectives, with costs assigned to infection and isolation of individuals. This set-up will facilitate the analysis of policy decisions when uncertainty about particular parameter values exists. Public health strategies may assume, for instance, the infection rate parameter to be known in order to implement some ideally optimal control action. By incorporating vague parameter knowledge into the model by way of a (prior) distribution on the parameter of interest, how will policy decisions alter? Under what conditions will we intervene unnecessarily?

In addition, information from past data can be utilised to determine a parameter estimate through the likelihood function. That is, we can combine prior experience of an infectious disease's behaviour with epidemic data. This is the Bayesian paradigm. Some interesting results are show with regard to when optimal intervention should be applied. 





Olivia Grigg, MRC Biostatistics Unit, Cambridge

Risk-adjusted monitoring in medical contexts

Since the 1920's, control charts have been used to monitor the quality of output from industrial processes. They are a key statistical tool of the wider methodology known as `Total Quality Management' that is now being applied in various fields, including medical care.

In contexts such as manufacturing, tested units will often be homogeneous in nature. However, for procedures in medical care, units (patients) will be naturally heterogeneous, often in factors that affect outcome. In order to separate the variability in outcome due to patient factors from the variability due to the process being measured (for example, performance of a surgeon), patient variability needs to be taken into account (adjusted for).

Risk-adjusted control charts will be introduced, particular charts discussed including those derived from the sequential probability ratio test (SPRT-type charts) and also the Sets method, a method based on the number of weighted successes between successive failures.

Bayesian updating of the process parameter distribution (taking patient type into account) will also be mentioned, with especial focus on dynamic generalized linear models (DGLMs) and exponentially weighted moving averages (EWMAs).

Tim Heaton, University of Britstol

A Wavelet MCMC approach to missing data

Missing data are a part of almost all research, and we all have to decide how to deal with it from time to time. In this talk, we utilize the sparsity of wavelet expansions as motivation for an MCMC algorithm to ‘fill in’ these missing values based upon the observed data. We also illustrate the locally adaptive nature of this approach in providing estimates that are both plausible and have variance depending upon the inhomogeneity of the underlying signal in the region of interest.



Eleisa Heron, Trinity College Dublin

A spatial Model for Damage Accumulation in Bone Cement

Over 800,000 hip replacement operations take place worldwide every year. The durability of the artificial joint has an important impact on the quality of life of the recipient.

Data on damage accumulation in hip prostheses, which were stressed under experimental conditions are available. The peak stress at points in the specimen were measured, together with the locations of each of the cracks. Over time, the fatigue cracks cause the implant  to loosen, resulting in failure.

An identity-link Poisson regression model for the number of cracks forming is proposed. This incorporates the physical properties of the cement, together with stress loading, in order to model the initiation rate of cracks.

Angela Howard, University of Sheffield

Statistical Modelling for Robust and Flexible Chronology Building

Chronology building is a well-established tool in archaeological research and is beginning to play an increasing role in related disciplines such as geology and climatology.  In all these disciplines, methods such as radiocarbon dating are now routinely used to aid in chronology construction.  

The convention is to assume that material suitable for dating was deposited between events of unknown calendar date with a uniform deposition rate. It is clear, however, that for many real projects this assumption is unlikely to hold.  As a result researchers who use these models would like to understand more about how this will affect the inferences they make. Therefore we are currently devising and implementing generalisations of, and alternatives to, the uniform prior model.  The proposed family of alternative prior models, which includes the uniform as a special case, allows for more realistic and robust modelling of the deposition process. The proposed family of models has properties that are tailored to particular problems in archaeological research. 



Justin Iheakanwa, University of Lagos, Nigeria

Time series analysis of reported cases of advance fee fraud in lagos state, nigeria from 1996-2002.

The date was collected from the federal investigation and intelligence bureau and central bank of nigeria, lagos where cases of advance fee fraud are recorded in monthly and yearly basis.

The data were arranged into quarters and chronological order, hence time series analysis adequately suits the data.

The data then were decomposed into cyclical, irregular, trend and seasonal components. The aim of this work is to apply appropriate statistical techniques on the data collected to see if there is an established pattern characterizing the occurrence of advance fee fraud in the states, and taking such an established pattern into consideration to make a forecast of future frequency of occurrence of advance fee fraud in Lagos, Nigeria.

Key words: fraud, information

Adrien Jamain, Imperial College

Meta-analysis of classification methods

Much research in the past fifty years has been focused on inventing new classification methods. Paradoxically however little effort has been made to provide a better understanding of the circumstances under which these methods perform well. A quantitative study of the literature (or meta-analysis) may be able to offer such an understanding. In this talk we first outline the difficulties that such an approach encounters, among which the size and diversity of the literature involved plays an important role. We then present a basic method and apply it to a relatively small set of data (1695 results). Despite its simplicity this method shows the interesting fact that on a particular dataset most methods are likely to perform closely to the best known method. Finally, a slightly more elaborate method inspired by psychometry is proposed and applied to analyse the results of a well-known comparative study. 



Lara Jamieson, University of Cambridge

SIC Oranges

For an orchard grower a lethal virus infecting your orange trees is an economic disaster.  We model the spread of Citrus Tristeza Virus (CTV), one of the most destructive of citrus viruses, in such exotic locations as Florida and Valencia.  Using a Bayesian approach we look at the spatial and temporal spread of a CTV epidemic.



Katsiaryna Kaval, University of Glasgow

Set-Valued Price Processes

To describe frictions in financial markets in the model it is common to consider range of prices for each asset from the  ask and bid price. For d assets the price set becomes a parallelepiped in Rd with sides defined by prices of each particular asset, see Jouini [Jouini, E. 2000. Price functionals with bid-ask spreads: an axiomatic approach. Mathematical Finance 34, 547-558]. It was shown that existence of a martingale lying inside the price range ensures no-arbitrage condition.

It is possible to assume that the prices of several assets may be linked, so that transactions containing several assets have prices that are not necessarily equal to the sums of the individual bid or ask prices of the involved assets. The family of possible price combinations forms a convex (random) set, which changes in time and is called the set-valued price process. It is shown that the necessary and sufficient condition for no-arbitrage is the existence of a martingale, which takes values from the set-valued price process, named a martingale selection. Some applications of the theory and examples are considered.



Cónall Kelly, Dublin City University

Asymptotic Behaviour of Stochastic Delay Differential Equations

We will consider stochastic delay differential equations of Ito type with bounded delay feedback in the drift coefficient and instantaneous multiplicative noise. Once the existence and uniqueness of strong solutions have been established, conditions imposing a sublinear nature on the drift coefficient are sufficient to induce an almost sure oscillation in these solutions. A generalisation of this problem to one with many delays in the drift will be examined and we will also consider the asymptotic behaviour of such an equation with a nonlinear noise perturbation.

Isthrinayagy Krishnarajah, Biomathematics and Statistics Scotland/Heriot-Watt University

Analytic Appriximations to Nonlinear Stochastic Models in Epidemic Processes

Models in epidemiology and ecology are often nonlinear and the resultant stochastic processes are mostly analytically intractable to direct solutions. Moment-closure approximation is used to provide analytic insights into model behavior and as a means to validate simulation results. In this study, it is shown how moment-closure approximations can be used to study both ephemeral and meta-stable aspects of an epidemic process for a range of infection rates. For this reason, a simple stochastic model, the SIS (susceptible-infected-susceptible) model is considered. In particular, a novel closure approximation is developed in order to capture the behavior of the model at the critical point of persistence or extinction of the process. This mixture approximation comprises a probability distribution designed to capture the behavior of the system conditioned on non-extinction (quasi equilibrium) and a probability mass at 0 which represents the probability of extinction. The log-Normal and the Beta-Binomial are used to model the quasi equilibrium distribution. Comparison with simulation results show that a mixture approximation based on the Beta-Binomial distribution is better than that with the log-Normal distribution in predicting transient and extinction behavior of the process for the finite time scale considered. The validity of both approximations to the model is discussed.



Jo Leonardi-Bee, University of Nottingham

Heterogeneity in meta-analyses

Within a research area, many primary clinical trials or studies may have been performed. These can often yield inconclusive and conflicting estimates of the intervention effect.

A method known as meta-analysis is often used to statistically combine the results to yield an overall conclusion. This should give a more precise estimate of an intervention effect than would be calculated from a single study.

Traditionally, many published meta-analyses have assumed that the variation between the estimates for an intervention effect is due to sampling error alone, and have used a fixed effects model. However, often there will be an extra component of variation that has caused the difference between the estimates, known as heterogeneity. Heterogeneity between study estimates may be attributed to a variation in the characteristics of the patients included in each study. These characteristics may have an impact on the efficacy of the intervention and hence should be investigated thoroughly. Such heterogeneity may be accommodated using a random effects model.

Several methods will be presented which include traditional methods, and more recent methods which quantify heterogeneity. The methods will be exemplified using data from a meta-analysis of randomised controlled trials of community occupational therapy in stroke patients.

David Leslie, University of Bristol

Learning to play games

We will consider learning how to act in unknown situations.  In particular, we will focus on an adversarial scenario, where the learners  are  competing while they learn.  Theoretical results will be complemented by examples, which will include the classic rock-scissors-paper game, and also football (machine-learning style).



John Little, University of Durham

Transformed observations and the Spatial DLM

Optimal inspection and maintenance of complex systems in modern industry is important for safety and economic reasons. With appropriate statistical modelling, the utilisation of  inspection resources and quality of inferences can be greatly improved. We shall consider modelling and inspection of a full-scale industrial furnace subject to corrosion. We develop a suitable Bayesian spatio-temporal dynamic linear model for wall thickness by eliciting the beliefs of experts and incorporating other relevant data for related systems. We then describe how the model may be used to derive efficient inspection schedules for corrosion detection and demonstrate the considerable reduction in the inspection burden which our model allows.

Keywords:

Spatio-temporal, DLM, corrosion, inspection, correlation, simulation

Roger Luther, University of Sussex

Game theoretical models of kleptoparasitism

Kleptoparasitism occurs when one predator steals food from another predator, rather than catching its own. It is particularly common in birds. Recent work by Broom, Moody and Ruxton has analyzed this behaviour, by splitting the population into three categories - those searching for food, those handling it and those involved in a contest over some food (such a contest occurring, with a certain probability, when a searcher encounters a handler). There is particular interest in the proportion of the population who are handlers, which is directly related to the food uptake rate of the population.

We have investigated populations in which there are two groups: one simply foraging, the other stealing and foraging. Various strategies are possible in this situation, for example, whether or not the stealers attack the foragers, or each other. We have used game theoretical techniques to find which environmental parameters are important in deciding optimal behaviour, in particular Evolutionarily Stable Strategies.

We have considered this in two contexts: firstly, where the two groups are identical, so that stealers may choose to become just foragers, and vice-versa; and secondly, where the two groups are distinct (possibly two species), so that there is no possibility of interchanging roles.



Miguel Marques dos Santos, University of Bristol

When did you stop being choosy?

Consider a model of sexual selection where females are the choosy sex. There are two different male types in the population (with one being preferred). Males are chosen according to a mate choice rule . This is the point in the breeding season where a female stop being choosy. (This model can also be used in situations where animals forage for food and accept certain food items up to a point after which they’ll accept any item of food.)

If the choice rule is known we can find the probabilities of mating with both types. However, in reality the rule is likely to be unknown. Here we propose to estimate  from the behaviour of a sample of females taken the population.

Ross McDonald, Imperial College

Boosting Algorithms

This talk will give a brief overview of boosting algorithms and Adaboost in particular.

Boosting is a machine learning method that transforms a weak learning algorithm with training error only marginally better than random guessing into a strong learner with arbitrarily low training error by combining output hypotheses on progressively reweighted versions of the training data.

The notions of weak and strong learnability were first introduced by Valiant in 1984, and these were shown to be equivalent when Freund (1990) proposed the first boosting algorithm. 

Early algorithms were not adaptive, and were disadvantaged by their reliance on knowing the minimum training error of the base learner in advance. Adaboost was the first adaptive boosting algorithm, and remains the most popular. It is a true boosting algorithm because it is possible to derive a diminishing upper bound on the training error rate. It is also possible to derive a likely upper bound on the test error rate. The only restriction that Adaboost places on its base learner is that it must consistently outperform random guessing on any weighted version of the training data. This means that most classification methods are candidate base learners, from simple binary stumps through full regression trees to logistic regression and neural networks.



Kevin McNally, University of Sheffield

Uncertainty in financial models

Complex Financial models are frequently used by the British Government in order to forecast the cost of large scale projects. The single output from these models is the Net Present Value (NPV) - the total cost of the project discounted back to current rates. Such projects often involve hundreds of millions (even billions) of pounds and are run over a period of many years. The nature of these projects means they are a vector of uncertain variables, x that need to be taken into consideration. These uncertainties relate to quantities such as budget overruns and forecasts of future financial data like interest and inflation rates. Due to these uncertainties it is not possible to obtain a single figure answer for the NPV. The scalar output denoted by, η{x} is an unknown quantity.

If we assume that our uncertainty about quantities in the model can be represented via a joint probability distribution G(x), we can obtain summaries of interest about the output such as the expectation, variance, pdf and cdf of η{x} using simulation techniques. We can look deeper than these measures of uncertainty analysis and attempt to establish which of the uncertain inputs drive the uncertainty by employing a sensitivity analysis. However, the better measures of sensitivity analysis, which are able to produce quantitative results are computationally expensive and as a result have been unfeasible in the past for models containing many uncertain inputs. 

A recent development in sensitivity analysis, involves modelling the output η{x} as an unknown function with a Gaussian Process prior to produce uncertainty and sensitivity measures with a small number of model evaluations. We apply the Gaussian process method on the MOD Main Building Redevelopment financial model and calculate some of these uncertainty and sensitivity measures. We also examine how robust our measures of sensitivity are to small changes in the form of G(x).

Loukia Meligkotsidou, University of Lancaster

Exact calculation of likelihoods, and simulation of branching times, in phylogenetics

Phylogenetics is the field of biology which deals with identifying and understanding relationships between different species. These relationships can be depicted by a tree. Each tip of the tree represents a different species, with branching events representing speciation events (events when an ancestral species evolved into a new species). The topology of the tree describes which species are most closely related, and the length of the branches represent the times (before the present) when speciation events occurred.

We demonstrate how efficient methods from filtering (based on the Forward-Backward algorithm) can be used to calculate likelihoods of phylogenetic trees, and to simulate from the joint posterior distribution of the branching times of these trees. These methods condition on the number of mutations upon each branch in the tree, and are complementary to peeling algorithms, which calculate likelihoods, and can simulate the mutations along each branch, conditional on the branching times.

This work is part of Fearnhead and Meligkotsidou (2003), Exact filtering for partially-observed, continuous-time models. In preparation.



Raquel Menezes, University of Lancaster

A comparison of approaches for valid variogram achievement

Variogram estimation is a major issue for statistical inference within the context of spatially distributed variables, under the hypothesis of intrinsic stationarity. Unfortunately, the more natural empirical estimators cannot be used for this purpose, as they do not achieve the conditional negative-definite property and, thus, they are not valid. 

Typically, this problem's resolution is split into three stages: empirical variogram estimation; valid model selection; and model fitting. To accomplish these tasks, there are several different approaches strongly vindicated by different  authors. Our work's main purpose was to identify these approaches and compare them based on a numerical study, covering different kinds of spatial dependence situations. The comparison was based on the integrated squared errors of the resulting valid estimators. The non-parametric approaches proved to be more robust than the parametric ones to the bad-specification of the theoretical model.

Zarina Mohd Khalid, University of Kent at Canterbury

Modelling survival data with longitudinal information

The work of this talk is motivated by studies of the incidence of retinopathy experienced by individuals suffering from diabetes mellitus. A cross sectional mixture model developed by P. Young et al. (1995) will be described and extended to include longitudinal information obtained from follow-up examinations. Utilizing the method of maximum likelihood, we fit the models to real and simulated data and make comparisons in terms of the relative precision of parameter estimators. The real data are supplied by St. Thomas’ Hospital Diabetic Clinic.  

Reference

P. Young, B.J.T. Morgan, P. Sonksen, S. Till, C. Williams (1995). Using a mixture model to predict the occurrence of diabetic retinopathy. Statistics in Medicine, 14, 2599-2608. 





David Morris, University of Kent at Canterbury

A Bayesian Latent Factor Model

We study microarray data from 6 individuals with a known skin disease. Each candidate gave tissue samples from a healthy cell and a diseased cell. So we have two n x p matrixes of gene expression levels with n=6 observations and p=7129 genes.

In this work we look at the data as `before treatment' (X) and `after treatment' (Y) samples where the treatment in this case is the disease. We are interested in which genes show evidence of a treatment effect so we can assess which genes are important for distinguishing between the healthy and diseased samples. A regression model is fitted where, for each gene, we regress the difference between the samples (Z) on X.

The model is extended to multiple regression where we now regress each genes difference (Z) on all gene expression levels for the healthy cell. To cope with the large number of regressors we use a latent factor model on X which leads to a factor model for Z with the same latent factors.

Fitting this model leads to some challenging computational issues.

Aki Niemi, University of Lancaster

Hierarchical point process modelling of forest regeneration areas

The talk presents a unified approach to the modelling of location of saplings on a forest regeneration area. The models can be utilised in various statistical problems in forest regeneration monitoring.

Site-preparation (soil treatment) and regeneration are the two main silvicultural stages in establishing a seedling stand. In the early-stage spatial pattern of saplings, the effect of site-preparation is predominant. First, planting and sowing take place in the treated tracks. Second, the density of naturally regenerated saplings is higher within the tracks than outside.

The RACS driven Cox process, a new class of spatial point processes, enables one to model the spatial pattern of site-preparation tracks and to incorporate a higher sapling density inside the tracks than outside. In this hierarchical model, the distribution of site-preparation tracks is modelled by a random closed set (RACS).

Two specific RACS driven Cox process models corresponding to two different site-preparation methods are presented. The models are compared to empirical data from Finland.

KEYWORDS

spatial point process, random closed set, RACS driven Cox process, forest regeneration



David O'Donnell, University of Southampton

Bayesian Graphical models for mixed variables

Graphical Models are used to model association structures between variables by means of conditional independence relationships, which may be represented by a graph. In general, there three cases: All variables are discrete (or categorical) and we use a graphical log-linear model; All variables are continuous and we use a graphical Gaussian model; or there are some variables of each type and we usually use a conditional-Gaussian (CG) model, where the continuous (Gaussian) distribution depends on the discrete. 

After an overview of each of the "pure" cases (the first two), focussing only on undirected graphs, approaches to a Bayesian treatment of the third will be outlined with emphasis on parameterization, choice of prior distributions and use of Markov chain Monte Carlo (MCMC).

Andrew Parnell, University of Sheffield

The estimation of former sea levels

Past levels of the sea and the changing extent of past wetlands are of much current environmental and archaeological interest, both in relation to climate change and also for the light they throw on the spatial and temporal relationships between past humans and their environment. These questions have been at the forefront of two substantial research projects in the Humber Wetlands aimed at understanding the past environment and archaeology of the area. However, existing research in the area has failed to produce robust results fully consistent with archaeological evidence. Current reconstructions, for example, suggest that some archaeological sites were under water at times when they are known to have been occupied. The aim of the project is to quantify uncertainty in palaeoenvironmental reconstruction and palaeotidal modelling, and to build methodology to integrate model results with relevant archaeological evidence. This talk will concentrate on the statistical tools that can be used to refine and improve the sea-level model estimates.



Fulvia Pennoni, University of Lancaster

Research hypotheses on the latent structure of data in the social sciences through conditional independence models

The statistical modelling and the analysis of  multivariate data typically deal with complex association structures  due to various direct and indirect relations among variables. The idea of graphical models is to represent the independence structure of a multivariate random vector by a graph where the vertices correspond to the variables and the absence of an edge between vertices stands for conditional or marginal independences. In many applications some dependency structure between observed variables can be explained by supposing that their distribution arises after marginalising over, and/or conditioning on, hidden or latent variables. This approach is reasonable if something is known about the generating process.

In this work  is shown the mathematical structure of a directed acyclic graph with one latent variable for Gaussian systems or quasi linear systems with continuous variables. Such models can be interpreted as a set of recursive univariate regressions and, for identifiable models, it is shown how the likelihood can be maximised using  the EM  algorithm.

Key words: Conditional independence graph models; latent variables; directed acyclic graph models with one latent variable; identifiability; EM algorithm.

Peter Philipson, University of Newcastle

Bayesian experimental design – an application of number-theoretic nets

Limiting dilution assays (LDAs) are a useful method for obtaining quantitative information when the underlying assay is able only to detect the presence or absence of a particular agent.

Work has been done on finding designs for LDA experiments and, indeed, optimal Bayesian designs have been obtained for suitably defined utility functions. We consider utility functions which have been used in previous work but seek solutions, and a greater understanding of the machinations involved, via an alternative method. By using number-theoretic nets we can locate not just these optimal designs but also explore the design space in an appealing way. In doing so we are able to investigate if there is any relationship between optimal and near-optimal designs whilst also seeking to ascertain whether there is any evidence of clustering of good designs. We also look at a different utility function, namely one whereby costs are incurred under various scenarios.



Maha Rahrouh, University of Durham

Bayesian Reliability Demonstration with Multiple Independent

It is a well known fact that the more we test a system the more confident we become about its reliability. However, testing is limited due to time and money constraints. Moreover, as many new products are evolutionary, previous knowledge and beliefs can play a considerable role in predicting their reliability.

We consider a system for which k independent types of tasks arrive as Poisson processes with known arrival rates. We consider how much testing, before the process starts, is required to reach a certain process reliability, assuming that there are no failures found in the performed test. In other words, if a fault occurs, the fault will be fixed and testing will be started again from scratch. Such a situation is often of interest for reliability demonstration of safety-critical systems. We derive the optimal number of tasks of any type that should be tested, using the expected number of failures and the expected total costs (costs of testing and failures in the process) criterion, under testing costs and time constraints.

Veronica Rapley, University of Southampton

Modelling Clustered Populations

In ecological situations data on the number of organisms in a particular area is often collected by placing a grid over the required area and sampling squares within that grid.  This method works well when the organisms are evenly spread over an area but less well if the organisms are clustered together and the clusters are reasonably scarce.  Several methods have been introduced to cope with this in a design-based situation.  However, there are currently few methods that use model-based analysis to examine the problem.

This talk will give an outline of how the methods I have developed will enable structures like this to be analysed in a model-based way.  In general the method is constructed to model clusters.  We fit the model by a method developed for analysis of oil finds which uses Gibbs sampling, adapted to take into account the grid structure.



Sammy Rashid, University of Sheffield

Inference Techniques for Spatio-Temporal Polution Data

There are many types of atmospheric pollutant. One is Ozone, which is produced by sunlight reacting to chemicals emitted from industrial processes or car exhausts. Ozone can cause damage to plants, trees and both animal and human health. 

A problem is that detailed ozone measurements have only been made at a small number of locations around the country. However, at these locations hourly time series over a number of years are available.

An aim of the project is to investigate inference techniques for data where spatial coverage is sparse but temporal coverage is dense, using the available ozone data. 

The focus of my project is to study the problem of assessing ozone exposure of forest trees. The current measure used is known as AOT40 (Annual Accumulated 

Excess Ozone Concentration Over A Threshold Of 40 parts per billion). Regular exposure to concentrations over 40 ppb, during the daylight hours of the growing season, reduce the growth of forest trees. 

A Bayesian model has been developed to find predictive distributions for AOT40, for areas where no monitoring stations exist, using data from UK rural monitoring stations from 1987 to 2002. This will allow us to examine questions like; what is the probability of an area being exposed to dangerous levels of ozone?

Richard Samworth, University of Cambridge

Small confidence sets for the mean of spherically symmetric distributions

Stein's paradox has traditionally been associated with improved point estimation of the mean vector theta of a multivariate normal distribution. I shall show how to exploit Stein estimation to construct better confidence sets for theta, as well as extending the results to spherically symmetric distributions.  This gives an interesting insight into what makes the Stein effect tick.



Jamie Sergeant, University of Oxford

Inference on the Relative Index of Inequality for Interval-Censored Data

The relative index of inequality (RII) is widely used in health and social research fields to compare rates of incidence, usually of death or disease, between individuals with the lowest and highest socio-economic status in a population.  However, despite its widespread use the RII is often poorly estimated.  This talk is concerned with developing a more theoretically sound methodology for estimating the RII of a population in the realistic scenario where the data available is interval-censored.  The approach taken is to model the death rate in the population by using maximum penalized likelihood to fit natural cubic splines.  An integrated treatment of standardizing variables such as age is provided, and methods for smoothing parameter selection and standard error estimation are developed.

Mark Simmonds, MRC Biostatistics Unit, Cambridge

Meta-Analysis of Individual Patient Data in Radiotherapy

The use of individual patient data [IPD] has been described as the “gold standard” for meta-analysis. It permits a greater flexibility in the analyses that can be undertaken when compared with data taken from published results, but is also more expensive and time consuming to undertake.

This talk will give a brief overview of standard concepts in meta-analysis before considering IPD methods in detail. The focus will be on multilevel modelling techniques, initially treating mortality as a binary outcome; then moving on to survival data.

Multilevel modelling of survival data requires some special assumptions, particularly that the baseline hazard is piecewise constant. Given this assumption Poisson regression can be used to analyse the data.

The methods and models used in the talk will be illustrated using data from a set of clinical trials for the treatment of lung cancer by radiotherapy.

Keywords: Meta-analysis, Individual Patient Data, Multilevel modelling, Clinical trials



Elizabeth Smith, University of Newcastle

Bayesian Modelling of Bivariate Extremes in a Region

Due to the scarcity of data in extreme value problems a Bayesian approach to modelling can be advantageous. Coles and Tawn (1996) used expert knowledge to formulate a prior distribution for daily rainfall measurements at a site in South West England. We extend this model to the bivariate case to model rainfall at pairs of sites from a network of 11 sites. The prior distributions on the margins make use of the information provided by a hydrologist in Coles and Tawn's study. A relationship between dependence and distance between sites is used in the prior for the dependence parameter.

Rob Stapleton, University of Southampton

Fractional Factorial Split Plot Designs

Often in experiments in science a large number of factors affect the response resulting in the need for fractional factorial designs with factors at two-levels. For various reasons factorial experiments may also include factors which are difficult to change. Designs with this structure are known as 2-level fractional factorial split-plot designs. Within each whole-plot it may also be desirable to arrange the treatment combinations using two blocking structures resulting in a row-column design nested within each whole-plot. We consider the construction of such fractional factorial split-plot row-column (FFSPRC) designs in which each factorial contrast is a member of an alias string which is (i) estimable in the design (ii) totally confounded with row effects, column effects or whole-plot effects or (iii) a member of the defining contrast subgroup for the fraction. Designs from the FFSPRC class that satisfy appropriate criteria will be presented.



Linjuan Sun, Open University

Simple Principal Component

We introduce an algorithm of simple components (SCA) for simplifying      principal components analysis(PCA). The algorithm seeks integer-valued loadings vectors that have properties close to the loading vectors obtained from PCA. The algorithm consists of a series of linear transformations. Each transformation seeks a direction within a two-dimensional subspace in which the data has maximum variance or maximum improvement in variance. The exact implementation of the algorithm is not clear out. For example at each step we could just transformation one pair of direction or more than one pair. We use simulation to compare the different implementations and show that SCA is better than PCA in some cases.

Professor Trevor Sweeting, University College London

Priors

I will review the various approaches to specification of prior distributions in Bayesian statistics.  These approaches range from elicitation of informative priors to specification of diffuse or noninformative priors.  Some pitfalls associated with the different approaches will be discussed and illustrated with examples.  It is also useful to consider the extent to which a given Bayesian analysis really is exclusively 'Bayesian'.  I will end by outlining some recent work on predictive performance based on either coverage probabilities or predictive risk.



Tri Tat, Imperial College

Quantifying and explaining the relative contribution of individual and group level factors to health

There is much literature on the identification and healthiness of ‘deprived areas’. Socio-economic deprivation indices are derived from combining census variables such as percent unemployment, car access and housing in an area. Trends in increasing deprivation consistently parallel trends in worsening health. Consequently, these indicators are often regarded as representing poverty and are routinely included in social research as a confounder common between individuals within the same community. However, the interpretation and quantification of what aspects of poverty which deprivation is explaining, is still a tentative topic in the literature.

The project explores whether deprivation is a proxy for major determinants of disease such as smoking, alcohol and blood pressure, or whether it also reflects a social component of disease over and above the effect of established biological risk factors.

A Bayesian hierarchical modelling framework will be used to combine individual and group level data. Two geographically-defined health data sets, the Health Survey for England and a Chronic Disease Register, affords opportunity to combine an analysis of individual patient characteristics with small area data.

Heather Turner, University of Exeter

Plaid Model Algorithms for Two-way Clustering

Although methods for two-way clustering were introduced in the 1970’s, the concept has received greater attention in recent years due to the development of microarray technology. Microarrays are used to get a snapshot of the utilisation of genes in a biological sample (e.g. tumour tissue, blood sample, yeast cells, etc) in order to infer the function of genes, or to classify a set of samples. Data arising from microarray experiments have several features that make two-way clustering more desirable than conventional one-way methods.

This talk describes the plaid model, a two-way clustering method specifically designed for microarray data by Lazzeroni and Owen (2002). An alternative optimisation algorithm will be proposed to improve efficiency and accuracy of the method. Both methods will be illustrated in an example and further extensions will be discussed as time permits.



Evangelia Tzala, Imperial College

Multivariate analysis of spatial variation in cancer morality in Greece

Disease mapping is a classical epidemiological approach for studying spatial, and to a lesser degree, spatiotemporal variations in the underlying disease-specific risk surfaces (Elliott et al. (2000); Bernardinelli et al. (1995); Knorr-Held and Besag (1998)). The purpose is both to describe such variations and to generate hypotheses about the possible ‘causes’ which could explain them.

In recent years there has been particular interest in the joint analysis of area-specific rates of several potentially related diseases with a view to detecting common patterns of geographical or temporal variation in the underlying disease rates. This may provide more convincing evidence of real clustering than would be available from the analysis of a single disease. It may also be possible to use existing knowledge about the aetiology of one disease to generate hypotheses regarding the aetiology of others that exhibit the same pattern of risk. However, most of the developed models have considered identification of a single pattern of risk shared by all diseases. Most diseases are multi-factorial and so it may be more plausible that there will be various different patterns of risk common to different subsets of diseases.

Following an earlier attempt by Yanai et al. (1978), we use the factor analysis model with one or more common latent factors to study multiple potentially related diseases simultaneously, in space and over time. We present results of simulation studies and real data based on age-standardised mortality rates of 19 male and 22 female cancer sites across the 51 administrative districts in Greece during the period from 1980 to 1999. Preliminary results indicate strong temporal trends for lung and colorectal neoplasms in both males and females, prostatic and pancreatic neoplasms in males and breast and ovarian neoplasms in females. Furthermore, substantial differences within the country exist and marked north to south geographical trends (north: high; south: low) are observed for specific cancer sites, namely stomach and colorectal cancers for both sexes and lung cancer in males. Findings based on the simulation studies indicate that the method can reliably identify two or more major factors which correlate with underlying risk factors and are shared by a number of diseases. 

In summary and on the basis of our findings, factor analysis approach may be a useful exploratory tool for studying multiple related diseases simultaneously.

Else Valdes-Marquez, University of Sheffield

Design Problems in Clinical Trials

If balance of prognostic factors is an objective in the design of a large clinical trial then randomization is an excellent tool. This helps avoid selection bias, accidental bias and can be used as a basis for inference. However, if the trial is small and the number of prognostic factors is relatively large, Complete Randomization is likely to result in imbalance. In the light of this, some alternative methods have been proposed which allocate patients to treatment groups as they arrive sequentially, taking into account their prognostic factors. These methods include Minimization and Optimal Design Based on Linear Models (Begg & Iglewicz, 1980; Atkinson, 1982 and Ball et. al., 1993). These sequential methods can of course be used in situations where all of the patients are available simultaneously and their prognostic factor information is available just by taking the patients in some arbitrary order. This presentation investigates how the order in which the patients are allocated affects the balance (as reflected by a variety of measures) of the prognostic factors between the treatments. This reveals some surprising effects that might need to be taken into account when designing the trial. A simulated example is discussed.



Marcel Vieira, University of Southampton

Covariance structure modelling of complex survey data

Longitudinal survey data allow us to distinguish the degree of variation in the response variable across time for one person from the variation among subjects and also to make stronger causal interpretations. Specific statistical techniques are required when analyzing longitudinal data, as we should consider the inter correlation among observations on one subject.

On the other hand, the sample structure of social surveys is invariably complex. However, the users of this data usually assume that the data were collected by a simple random sample design, i.e. assuming that the observations are independent and identically distributed. This practice could lead to underestimation of the true standard errors and thus, the confidence intervals could become very tight and fail to achieve the desired nominal coverage level pre-specified.

In this paper we consider the application of GEE models using a longitudinal survey data set derived by complex sampling designs (British Household Panel Survey). Model fitting results allowing for both (i) the longitudinal structure and (ii) survey weights, clustering, and stratification are produced via SUDAAN. Taylor linearization and Jackknife are adopted for variance estimation. Our results show that variance effects of clustering may be stronger for longitudinal studies than for cross-sectional ones.

Anna-Jane Vine, University of Southampton

Two-stage group screening in the presence of noise and unequal probabilities of active effects

The response in an experiment can depend on the levels of a number of different factors. Factorial experiments assess the different factors simultaneously, providing valuable information on possible interactions between the factors. As the number of factors to be investigated increases, the number of observations needed can rapidly become economically infeasible. One approach in trying to achieve a practical number of runs in an experiment is to group factors together. New grouped factors are defined to represent each group and these factors are investigated in a first stage experiment. Classical group screening estimates only grouped main effects at the first stage, whereas interaction group screening also estimates grouped interactions at the first stage. In a second stage experiment the individual factors within the important groups are investigated.

Theory and examples will be described for the situation where the group sizes are unequal and different factorial effects are assumed to be active with different probabilities. Software will be presented which allows the investigation of different grouping strategies and group sizes through their impact on the distribution of the predicted number of effects to be estimated in the two-stage experiment.



Emily Webb, University of Southampton

Bayesian model choice for multivariate categorical ordinal data

Ordinal data is characterised by the response, which may be multivariate, taking the form of discrete ordered categories.

We describe a method for modelling such data using a Bayesian data augmentation approach. This approach is motivated by the assumption that the ordinal data are a discrete version of underlying continuous data, divided by cut points into the categories.  Unknown parameters in the model are then estimated using a Gibbs sampler and the fit of the model assessed using a simulation approach.

We investigate model selection using reversible jump MCMC methods to distinguish between competing graphical models. The results are then compared with those given by alternative approaches.

Benjamin Wright, Open University

Further Experiences Modelling a Traffic Network

Modelling motorway traffic flows present many difficulties; from the multivariate nature of the problem to complications arising from short distances between counting points relative to the time periods used. Multiregression Dynamic Models allow the network to be decomposed into univariate Dynamic Linear Models and provides a hierarchical structure for updating the network within one time period. The methodology allows new data to be processed quickly and allows intervention when necessary. The talk examines this method of modelling data from the M25/A2/A282 motorway junction with emphasis on practical problems encountered and interesting consequences of this modelling technique. The talk is an extension of a talk given at RSC2002 covering new material.



Ben Wyllie, University of Oxford

Model Choice and small area estimation

The point of small-area estimation is that it is desirable to obtain estimates which are intermediate between the ``direct estimates'' (no bias, high variance) and the pooled estimate (high bias , low variance). The term ``small'' refers to the fact that the sample size in the area or domain from the survey is small. To decrease the mean squared error of estimates for small areas are often auxiliary variables are used as covariates in a mixed linear model, and it is assumed that the auxiliary information is available for every small area in the population. This talk is concerned with an appraisal of small area methods including synthetic, sample size dependent and  empirical best linear unbiased prediction.

Fiona Young, University of Glasgow

Use of simulation techniques to assess the optimal outcome measures for acute stroke trials

Sub-optimal choices of primary endpoint for acute stroke trials may have contributed to inconclusive results. The Barthel Index (BI) and Rankin Scale (RS) have been widely used and analysed.

Data from the GAIN International trial were used to simulate 1500 clinical trials using a bootstrap approach.  Using these simulated trials, we aimed to establish the most powerful disability endpoint amongst the usual options with the addition of a ‘patient-specific’ endpoint.

RS endpoints were overall more powerful than BI endpoints (odds ratio:1.9, 95% CI:1.8-2.0). Patient-specific endpoints or those dichotomized towards the favorable extreme of the scale were the most powerful. Improvements in statistical power indicated that using a RS endpoint instead of BI(60 could allow a reduction in the sample size by up to 84% (95% CI:80-87%); or by 73% (95% CI:68-79%) for a patient-specific BI endpoint.

The RS and global endpoints are preferable to BI endpoints; the position of the cut-point is also important. Better choices of endpoint substantially strengthen trial power for a trial size or allow reduced sample sizes without loss of statistical power. 
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Ben Carter, University of Reading

Statistical Approaches for the Modelling of Gene Expression using Microarray Data

In the last few years scientists have been increasingly using microarray experiments to  examine the behaviour of organism genes under different experimental conditions. Microarray experiments have the advantage of looking at many thousand of genes simultaneously rather than examining genes one by one, which is common practice in alternative areas of genetic research.

Many interesting statistical questions arise when considering how to analyse data from such experiments, and in attempting to answer these it is important to be aware of the experimental processes involved in the preparation and production of microarray slides and their subsequent use.

In this poster I will discuss the biological techniques used in the preparation of the cDNA microarray slides. How the array experiments are designed, carried out, collated and then presented to the project statistician. I will then detail a number of the more common problems found and discuss ways that have been suggested to resolve these.

This will be illustrated using data arising from a collaboration between the School of Applied Statistics, the School of Animal and Microbial Sciences and Dr Jay Hinton’s microarray facility at the Institute of Food Research (IFR) based in Norwich.



Ben Flood, Limerick University 





Sara Geneletti, University College London



Impact Evaluation is the evaluation of aid to underprivileged individuals and communities. Its aim is to determine whether an aid program has improved the welfare of the beneficiaries in its area of intervention and to serve as a guide for future aid and policy changes.

The poster describes an approach to impact evaluation based on causal inference and Bayesian decision theory. Whereas standard statistical methods and theory can only state correlation, causal inference enables us to state causal relationships between variables.

Graphical models are used in this approach to explicitly describe assumed causal links.

Using a Bayesian decision theoretic approach we can measure the impact of past interventions by comparing their expected utility to that of the optimal intervention. The method could be extended to create an optimal dynamic decision strategy for aid programs involving multiple interventions at different times. Also, as knowledge can be constantly updated in this approach, the implementation of a project can be changed or discontinued if evidence suggests that it is not having the desired effect. This would lead to a more efficient and cost effective evaluation method.



Mohdn Hosseini, University of Glasgow

Factors Associated With Iron Status During Pregnancy A Longitudinal Study.

Aims-This paper models the development of the mean haemoglobin concentration during pregnancy separately for three groups of mothers, according to their history of iron supplementation. 

These groups comprised mothers who never took iron supplements (Group 1), those who had begun taking iron supplements by 18 weeks (Group 2) and those who had not begun supplements by 18 weeks but were taking iron supplements at 32 weeks (Group 3).

Methods: The Avon Longitudinal Study of Parents and Children (ALSPAC) is a geographically based cohort study investigating factors influencing health and development. All pregnant women resident within a geographically defined area of south-west England with an expected date of delivery between April 1991 and December 1992 inclusive were eligible to take part in this study. Approximately 85% of the eligible population enrolled, resulting in a cohort of 14893 pregnancies.

From the population cohort, haemoglobin levels were obtained during pregnancy from a 10% random sample of mothers whose babies were born within the last six months of the survey  (Children in Focus).

Fernando Moala, University of Sheffield

Elicitation of multidimensional prior distribution

In many practical problems for which complex, high dimensional models are used, there are several major sources of uncertainty, so that it is important to combine analysis of the model with appropriate expert judgements. Such uncertainties may be analyzed using Bayesian methodology considering the uncertainty that arises in an elicitation of an expert's prior distribution for some unknown multivariate quantity. The Elicitation of priors is an important topic from Bayesian Inference but it is still little researched and there are no relevant works in the elicitation of multivariate priors. Then, in this paper, we present an overview of general approaches to multidimensional prior elicitation for these uncertainties and we will propose an approach based on Oakley and O´Hagan (2002) ideas for unidimensional prior distribution for the multidimensional case.



Eugene Schcetinin, Moscow State Technology University

Modelling Multivariate extreme value distributions with Applications in Market Risk Management
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