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1 Opening 
The 107th WG 11 meeting was held at San José, CA on 2014/01/13T09:00-17T20:20
2 Roll call of participants 
The attendance list is given in Annex 1
3 Approval of agenda 
The adopted agenda is given in Annex 2
4 Allocation of contributions
The list of input contributions is given in Annex 3
5 Communications from Convenor
Convenor communicated that a delegation of MPEG represemtatives led by Sandy MacInnis, former Systems Chair in MPEG-2 times, received the 4th Emmy Award on 2014/01/09 in Las Vegas, NV.
6 Report of previous meetings
This was approved
7 Processing of NB Position Papers
The following National Body Position Papers were presented and responses were produced where appropriate.

	#
	Source
	Title

	31815
	USNB
	Scalable Extension of HEVC

	31816
	USNB
	Response to Resolution 13.2.1

	31818
	UKNB
	UKNB comment on type 1 video coding

	31819
	UKNB
	UKNB comment on Resolution 13.2.2

	31820
	UKNB
	UKNB comment on Resolution 13.2.1 and HEVC profiles

	31821
	FRNB
	FRNB Comment on Colour Gamut Scalability 

	31822
	FRNB
	FRNB Comment on HDR and XYZ colour space video content coding

	32219
	JPNB
	JPNB comment on HEVC defect report

	32220
	JPNB
	JPNB comments on HEVC RExt profiles

	32394
	KRNB
	KNB Comments on Resolution 13.2.1

	32415
	CANB
	CANB comments

	32576
	CNNB
	Comments on Screen Content Coding and HEVC Profiles in Response to Resolution 13.2.1 and Resolution 13.2.2


8 Workplan management

8.1 Media coding
8.1.1 3D-AVC

The following documents were approved
	14239
	3D-AVC Test Model 9

	14218
	Report of 3D-AVC Subjective Quality Assessment


8.1.2 Pattern Based 3D Mesh Compression
The following documents were approved

	14196
	Study text on ISO/IEC 14496-16/PDAM4 Pattern based 3D mesh compression

	14195
	Core Experiments Description for 3DG

	14197
	Tele-immersion use case and associated draft requirements


8.1.3 Open Font Format
The following documents were approved

	14181
	Evaluation report of the responses to the “Call for Proposals for color fonts and MATH layout technology”

	14124
	WD of ISO/IEC 14496-22 3rd edition


8.1.4 Video Coding for Browsers
The following documents were approved

	14256
	Request for subdivision: ISO/IEC 14496-31 Video Coding for Browsers

	14257
	Working Draft 3 of Video Coding for Browsers

	14258
	Common Test Conditions for Proposals on VCB Enhancements


8.1.5 Codec Configuration Representation
The following document was approved

	14223
	WD of ISO/IEC 23001-4:201X/Amd.1 Parser Instantiation from BSD


8.1.6 Media Tool Library
The following documents were approved

	14224
	Core Experiments in RVC

	14292
	Test methodology at FU level for RGC 


8.1.7 Audio Dynamic Range Control

The following documents were approved

	14259
	WD1 Text of AMD 5, Support for Dynamic Range Control

	14261
	WD1 Text of Dynamic Range Control

	14262
	RM1 Software for Dynamic Range Control


8.1.8 HEVC 

The following documents were approved

	14226
	HEVC Verification Test Plan

	14231
	High Efficiency Video Coding (HEVC) Encoder Description v 14 – (HM14)


8.1.9 HEVC Range Extensions
The following documents were approved

	14227
	Draft DoC on ISO/IEC 23008-2:2013/DAM1

	14228
	Preliminary Draft of ISO/IEC 23008-2:2013/FDAM1 HEVC Range Extensions

	14232
	HEVC RExt Test Model 6


8.1.10 HEVC Multiview Extensions
The following documents were approved

	14234
	Draft DoC on ISO/IEC 23008-2:2013/DAM2 

	14235
	Preliminary Draft of ISO/IEC 23008-2:2013/FDAM2 HEVC Multiview Extensions

	14238
	Test Model 7 of 3D-HEVC and MV-HEVC


8.1.11 HEVC scalable extensions
The following documents were approved

	14229
	Disposition of Comments on 23008-2:2013/PDAM3

	14230
	Text of ISO/IEC 23008-2:2013/DAM3 HEVC Scalable Extensions

	14233
	Scalable HEVC (SHVC) Test Model 5 (SHM 5)


8.1.12 HEVC Interlace
The following documents were approved

	14176
	Requirements and use cases on interlace video

	14177
	Draft Call for Proposals for Interlaced Video Coding


8.1.13 HEVC Coding of screen content
The following documents were approved

	14174
	Requirements for an extension of HEVC for coding of screen content

	14175
	Joint Call for Proposals for coding of screen content


8.1.14 HEVC Coding of medical visual content
The following document was approved

	14173
	Requirements for an extension of HEVC for the coding of medical visual content


8.1.15 3D HEVC
The following documents were approved

	14236
	Request for ISO/IEC 23008-2:2013/Amd.4

	14237
	Text of ISO/IEC 23008-2:2013/PDAM4 3D Extensions

	14238
	Test Model 7 of 3D-HEVC and MV-HEVC


8.1.16 3D Audio
The following documents were approved

	14263
	WD1-CO Text of MPEG-H 3D Audio

	14264
	WD1-HOA Text of MPEG-H 3D Audio

	14265
	Workplan on 3D Audio Integration

	14266
	Workplan on 3D Audio Decoder Interfaces

	14267
	Status and Workplan on 3D Audio CEs


8.1.17 Internet Video Coding
The following documents were approved

	14243
	Working Draft 1 of Internet Video Coding (IVC)

	14244
	Internet Video Coding Test Model (ITM) v 8.0

	14245
	Description of IVC Exploration Experiments

	14246
	Collection of information related to IVC technologies


8.1.18 Type 1 videocoding investigation

The following document was approved

	14240
	Report on Comparison of IVC, VCB and WVC Codecs


8.1.19 Higher Dynamic Range and Full Gamut Content Distribution
The following document was approved

	14278
	Draft requirements for Higher Dynamic Range (HDR) and Wide Color Gamut (WCG) video coding for Broadcasting, OTT, and Storage Media


8.1.20 Free-viewpoint Television
The following documents were approved

	14178
	Use Cases and Requirements on Free-viewpoint Television (FTV)

	14179
	Description of Exploration Experiments on Free-viewpoint Television (FTV)

	14284
	Preliminary plan of FTV seminar at 109th MPEG meeting


8.1.21 Processing and Sharing of Media under User Control
The following document was approved

	14285
	Processing and Sharing of Media under User Control


8.2 Composition coding

8.2.1 Scene description and application engine
The following documents were approved

	14194
	MPEG-4 Requirements, version 19 (San Jose revision)

	14119
	Study of ISO/IEC CD 14496-11 2nd edition


8.3 Description coding

8.3.1 Compact Descriptors for Visual Search
The following documents were approved

	14220
	Study Text of ISO/IEC CD 15938-13 Compact Descriptors for Visual Search

	14221
	Test Model 9: Compact Descriptors for Visual Search

	14222
	Core Experiments in Compact Descriptors for Visual Search


8.3.2 Compact Descriptors for Video Search
The following document was approved

	14283
	Terms and Conditions for the use of audiovisual material in the context of MPEG Compact Descriptors for Video Search provided by RAI


8.3.3 User Description
The following documents were approved

	14287
	Evaluation report of the responses to the CfP on MPEG User Description

	14185
	WD of MPEG User Description

	14186
	Work Plan of MPEG User Description


8.3.4 Coding modes description
The following documents were approved

	14130
	Request for subdivision of ISO/IEC 23001-11 Green Metadata

	14131
	Text of ISO/IEC CD 23001-11 Green Metadata


8.4 Systems support

8.4.1 Audio Synchronization
The following document was approved

	14270
	Workplan for Audio Synchronization


8.4.2 MMT Forward Error Correction Codes
The following document was approved

	14146
	Study of ISO/IEC DIS 23008-10 FEC Codes for MMT


8.4.3 Delivery of Timeline for External Data
The following document was approved

	14117
	Study of ISO/IEC 13818-1:2013/PDAM 6 Delivery of Timeline for External Data


8.4.4 Uniform signalling for timeline alignment
The following document was approved

	14150
	Proposed exploration of Uniform Signalling for Timeline Alignment


8.5 IPMP

8.5.1 Common Encryption Format for ISO Base Media File Format
The following documents were approved

	14127
	Study of ISO/IEC DIS 23001-7 2nd edition

	14182
	Request of ISO/IEC 23001-7 AMD 1 Simple pattern-based encryption mode

	14128
	Text of ISO/IEC 23001-7 PDAM 1 Simple pattern-based encryption mode


8.6 Digital Item

8.7 Transport and File formats

8.7.1 Enhanced audio support and other improvements
The following document was approved

	14121
	WD of ISO/IEC 14496-12:2012 AMD 4 Enhanced audio support


8.7.2 Font streams and other improvements to file format
The following document was approved

	14120
	Study of ISO/IEC 14496-12:2012 DAM 3 Font streams and other improvements to file format


8.7.3 Carriage of HEVC in ISO Base Media File Format
The following document was approved

	14123
	WD of ISO/IEC 14496-15:2013 AMD 1 Enhanced carriage of HEVC and support of MVC with depth information


8.7.4 Image File Format
The following documents were approved

	14147
	Request for subdivision of ISO/IEC 23008-12 Image File Format

	14148
	Text of ISO/IEC CD 23008-12 Image File Format


8.7.5 Carriage of scalable HEVC

	14118
	WD of ISO/IEC 13818-1:2013 AMD 7 Carriage of Scalable HEVC


8.7.6 Timed Metadata Metrics of Media in the ISO Base Media File Format
The following documents were approved

	14277
	Request for subdivision of ISO/IEC 23001-10 Carriage of Timed Metadata Metrics of Media in the ISO Base Media File Format

	14129
	Text of ISO/IEC CD 23001-10 Carriage of Timed Metadata Metrics of Media in the ISO Base Media File Format


8.7.7 Media presentation description and segment formats
The following documents were approved

	14132
	Defects under investigation 

	14133
	Technologies under Consideration

	14134
	Descriptions of Core Experiments on DASH amendment

	14184
	Text of ISO/IEC 23009-1:201x DCOR 1

	14135
	Request for ISO/IEC 23009-1:201x AMD 1 High Profile and Availability Time Synchronization

	14136
	Text of ISO/IEC 23009-1:201x PDAM 1 High Profile and Availability Time Synchronization

	14183
	WD of ISO/IEC 23009-1 AMD 2


8.7.8 MPEG-DASH Implementation Guidelines
The following document was approved

	14139
	WD of ISO/IEC 23009-3/AMD 1 DASH Implementation Guidelines 


8.7.9 MPEG Media Transport
The following documents were approved

	14140
	Study of ISO/IEC 23008-1 DAM 1 Additional technologies for MPEG Media Transport

	14141
	Study of ISO/IEC 23008-1 DAM 2 Header Compression and Cross Layer Interface

	14142
	Description of Core Experiments on MPEG Media Transport

	14143
	Defects under investigation 


8.7.10 MMT Implementation Guidelines
The following document was approved

	14149
	WD of ISO/IEC 23008-13 Implementation Guidelines for MPEG Media Transport


8.8 Multimedia architecture

8.8.1 MPEG-M API
The following document was approved

	14253
	WD 3.0 of MPEG-V Engine API


8.8.2 MPEG-V Architecture
The following document was approved

	14252
	Requirements for MPEG-V Version 4


8.9 Application formats

8.9.1 Augmented Reality AF
The following documents were approved

	14198
	WD 4.0 of ARAF 2nd Edition

	14199
	Use cases for ARAF 2nd Edition


8.9.2 Augmented Reality Reference Model
The following documents were approved

	14250
	Candidate WD 4.0 MAR Reference Model

	14291
	Logistic information for the 4th JAhG MAR meeting


8.9.3 Mixed and Augmented Reality Reference Model
The following documents were approved

	14250
	Candidate WD 4.0 MAR Reference Model

	14291
	Logistic information for the 4th JAhG MAR meeting


8.9.4 Multisensory Effects Application Format
The following document was approved

	14254
	WD 1.0 of Multisensory Effects Application Format


8.9.5 Publish/Subscribe Application Format
The following document was approved

	14180
	Publish/Subscribe Application Format (PSAF)


8.10 Reference implementation

8.10.1 3D extension of AVC Reference Software
The following document was approved

	14217
	Study Text of ISO/IEC 14496-5:2001/PDAM35 Reference Software for the 3D extension of AVC


8.10.2 MPEG-7 Visual Reference Software
The following document was approved

	14219
	WD of ISO/IEC 15938-6:201X (2nd edition)


8.10.3 Media Tool Library Reference Software
The following document was approved

	14251
	Study Text of ISO/IEC 23002-5/DAM1 GTL reference software and conformance


8.10.4 MPEG-DASH Reference Software
The following documents were approved

	14137
	WD of ISO/IEC 23009-2 2nd edition DASH Conformance and reference software 

	14138
	Work plan for development of DASH Conformance and reference software and sample clients


8.10.5 MMT Reference Software

The following document was approved

	14144
	Workplan of MMT Reference Software


8.11 3D Audio Reference Software
The following documents were approved

	14268
	RM1-CO Software for MPEG-H 3D Audio 

	14269
	RM1-HOA Software for MPEG-H 3D Audio


8.12 Conformance

8.12.1 MVC plus Depth Conformance
The following documents were approved

	14214
	Disposition of Comments on ISO/IEC 14496-4:2004/DAM41

	14215
	Text of ISO/IEC 14496-4:2004/FDAM41 Conformance testing of the MVC plus depth extension of AVC


8.12.2 File Format Conformance

The following document was approved

	14276
	Workplan of conformance and reference software for file format standards


8.12.3 3D-AVC Conformance
The following document was approved

	14216
	Study Text of ISO/IEC 14496-4:2004/PDAM43 Conformance testing of the 3D extension of AVC


8.12.4 MPEG-DASH Conformance
The following documents were approved

	14137
	WD of ISO/IEC 23009-2 2nd edition DASH Conformance and reference software 

	14138
	Work plan for development of DASH Conformance and reference software and sample clients


8.12.5 MMT Conformance
The following document was approved

	14145
	Workplan of MMT Conformance


8.12.6 HEVC Conformance
The following documents were approved

	14241
	Draft Disposition of Comments on ISO/IEC CD 23008-8 

	14242
	Preliminary Draft of ISO/IEC DIS 23008-8 HEVC Conformance 


8.13 Maintenance

8.13.1 Systems coding standards
The following documents were approved

	14132
	Defects under investigation 

	14184
	Text of ISO/IEC 23009-1:201x DCOR 1


8.13.2 Video coding standards
The following document was approved

	14225
	Defect Report on ISO/IEC 23008-2:2013 


8.13.3 3DG coding standards
The following documents were approved

	14289
	ISO/IEC 14496-5:2001/AMD27:2011/DCOR1 Correction of SVA Reference Software

	14290
	ISO/IEC 14496-27:2009/AMD2:2011/DCOR1 Correction of SVA conformance


8.13.4 Audio description coding standards
The following document was approved

	14260
	ISO/IEC 23003-2:2010/Cor 2, SAOC


8.13.5 MPEG-A standards
The following documents were approved

	14125
	DoC on ISO/IEC 23000-10:2012/DCOR 1

	14126
	Text of ISO/IEC 23000-10:2012/COR 1


9 Organisation of this meeting

9.1 Tasks for subgroups
The following tasks were assigned
	Group
	Std
	Pt
	E/A
	Title

	Requirements
	7
	14
	
	CDVidS

	
	H
	
	A?
	Interlace

	
	
	
	A?
	Screen

	
	
	
	A?
	Coding in alternative colour spaces, HDR

	
	
	
	
	HEVC intra based on JPEG reqs

	
	?
	
	
	FTV

	Systems
	2
	1
	A5
	Transport of MVC depth

	
	
	
	A6
	Delivery of timeline for external data

	
	4
	5
	?
	SVC FF RS

	
	
	12
	A?
	Storage of image sequences im ISOBMFF

	
	
	22
	3E
	Open Font Format

	
	
	28
	C1
	Composite Font Format

	
	21
	8
	E1
	MCO RS

	
	A
	10
	C1
	Surveillance AF corr.

	
	
	15
	E1
	Preservation

	
	B
	8
	A1
	CICP

	
	
	11
	E1
	Green Metadata

	
	H
	1
	A1
	Additional MMT technologies

	
	
	
	A2
	Cross layer interface

	
	
	4
	E1
	MMT Reference Software 

	
	
	7
	E1
	MMT Conformance

	
	
	10
	E1
	MMT FEC

	
	
	11
	E1
	MMT CI

	
	
	12
	E1
	MMT implementation guidelines

	
	DA
	2
	E2
	DASH C&RS

	
	
	3
	E1
	Implementation guidelines

	
	U
	3
	A1
	Widget extensions C&RS

	
	Exp
	
	
	Uniform Signalling for timeline alignment

	Video
	4
	29
	E1
	Web Video Coding

	
	7
	13
	E1
	Compact Descriptors for Visual Search

	
	C
	4
	A2
	VTL extensions (HEVC)

	
	Exp
	
	
	Internet Video Coding

	
	
	
	
	Video Coding for Browsers

	VC
	H
	2
	E1
	HEVC Verification Tests

	
	
	
	A1
	HEVC Range Extensions

	
	
	
	A3
	SHVC 

	
	
	5
	E1
	HEVC Conformance

	
	
	8
	E1
	HEVC Reference Software

	3V
	4
	4
	A41
	MVC+depth Conformance

	
	
	
	A42
	MFC Conformance

	
	
	
	
	AVC + depth Conformance

	
	
	5
	A33
	MVC+depth RS

	
	
	
	A34
	MFC RS

	
	
	
	
	AVC + depth RS

	
	H
	2
	A2
	MHVC

	
	
	
	A4
	HEVC+depth

	Audio
	D
	2
	A3
	SAOC dialog enhancement

	
	H
	3
	E1
	3D Audio

	
	Exp
	
	
	Synchronisation

	3DG
	4
	11
	E2
	Nodes for AR and collaborative applications

	
	
	16
	A4
	Pattern-based 3DMC

	
	
	16
	A3
	Web 3DG coding

	
	
	27
	A5
	Multiresolution 3DMC C

	
	A
	13
	E2
	ARAF

	
	C
	5
	A1
	GTL RS & C

	
	M
	2
	A1
	MPEG-V engines

	
	MAR
	
	E1
	MAR RM

	
	V
	1
	E3
	Architecture

	
	
	2
	E3
	Control Information

	
	
	3
	E3
	Sensory information

	
	
	4
	E3
	Virtual world object characteristics

	
	
	5
	E3
	Data representation for interaction devices

	
	
	6
	E3
	Common types and tools

	
	
	7
	E2
	Conformance and reference software

	Communication
	A
	13
	
	ARAF White paper

	
	B
	9
	
	Common encryption White paper

	
	H
	1
	
	MMT White paper

	
	V
	
	
	MPEG-V White paper

	
	
	
	
	CAL+MTL White paper

	
	
	
	
	AAC White paper

	
	
	
	
	AVC White paper

	
	
	
	
	MMT video

	
	
	
	
	Timed text video

	
	
	
	
	AAC video

	
	
	
	
	N14003

	
	
	
	
	Press Release


9.2 Joint meetings
The following joint meetings were held
	
	What
	Day
	Time1
	Time2
	Where

	VG, R, Test, VC
	Rext Prof, SEI methodology, Screen Content CfP, SHVC Prof.
	Mon
	16:00
	18:00
	VC

	3, R
	3D Printing
	Tue
	09:00
	09:30
	3

	R, S
	Font Format
	Tue
	14:00
	14:30
	R

	A, S
	MP2 System Descriptors for DRC and 3D Audio
	Wed
	11:30
	12:00
	A

	3, S, R
	Multisensorial AF
	Wed
	11:30
	12:00
	3

	A, S
	Improved audio support in File Format, CICP changes
	Wed
	12:00
	13:00
	A

	3, R
	3D printing reqs
	Wed
	15:30
	16:00
	3

	3, V
	ARAF
	Wed
	16:00
	17:00
	3

	VG, R, Test, VC
	Continuing Monday, interlace, colour gamut, HDR, SCC 
	Wed
	16:00
	17:00
	VC

	VG, R, Test, VC
	3D HEVC, MV HEVC vs 3D HEVC test
	Wed
	17:00
	17:30
	VC

	3, A
	ARAF
	Wed
	17:00
	17:30
	A

	S, V
	Green MPEG
	Thu
	08:00
	09:00
	V

	S, A
	Green metadata for audio
	Thu
	09:00
	09:30
	A

	JP, S
	HEVC still image file format
	Thu
	11:00
	12:00
	S

	All
	MPEG Assets
	Thu
	12:00
	13:00
	3

	R, VC, 3V, VG
	Continuing discussions
	Thu
	14:00
	
	VC

	3, R
	Teleimmersion reqs
	Thu
	15:30
	16:30
	3

	JP, R
	Test material conversion
	Thu
	16:00
	17:00
	R


9.3 Room assignment
The following rooms were assigned
	
	Main room
	Size
	Breakout1
	Size
	Breakout2
	Size

	Plenary
	Bayshore Ballroom
	
	
	
	
	

	Requirements
	Carmel 
	
	
	
	
	

	Systems
	San Jose 
	
	Santa Clara
	
	Board Room
	

	Video
	Cascade
	
	San Carlos
	
	Riesling
	

	VC
	Donner
	
	San Juan
	
	Chardonnay
	

	3V
	Siskiyou
	
	
	
	
	

	Audio
	Sierra
	
	
	
	
	

	3DG
	Monterey
	
	
	
	
	

	Chairs/HoD
	Board Room
	
	
	
	
	


10 WG management

10.1 Terms of reference
The following document was approved

	14200
	Terms of reference


10.2 Liaisons
10.2.1 Input liaisons

The following documents were considered

	#
	Source
	Title

	31800
	ITU-R
	LS from ITU-R SG 6/WP 6C on High dynamic range in XYZ colour space

	31801
	ITU-R
	LS from ITU-R SG 6/WP 6C on MPEG-H 3D-Audio

	31802
	ITU-R
	LS from ITU-R SG 6/WP 6B on Interlace coded video in HEVC

	31803
	ITU-R
	LS from ITU-R SG 6/WP 6B on HEVC extensions development

	31804
	ITU-R
	LS from ITU-R SG 6/WP 6B on Guidelines on potential bit rates for UHDTV

	31805
	ITU-R
	LS from ITU-R SG 6/WP 6B on a METADATA model for audio formats

	31806
	ITU-R
	LS from ITU-R SG 6/WP 6C on the addition of higher frame rates to Recommendation ITU-R BT.2020

	31807
	ITU-T
	LS from ITU-T SG 16 on video coding collaboration

	31808
	EBU
	LS from EBU

	31809
	3GPP
	LS from 3GPP

	31810
	WG 1
	LS from SC WG 1 on Launching JPEG Augmented Reality/JPEG AR

	31811
	WG 1
	LS from SC 29/WG 1 on 13818-1 Amd.3

	31817
	DVB
	13818-1:2013/PDAM 6 - Delivery of Timeline for External Data

	32071
	
	Liaison on HEVC HDR

	32213
	ITU-T SG9
	LS on scalable transmission of video

	32215
	DVB
	LS from DVB to SC 29/WG 11


	32218
	EBU
	LS from EBU to SC 29/WG 11

	32470
	Iraj Sodagar
	Liaison Response on MPEG-DASH

	32520
	DVB
	LS from DVB to SC 29/WG 11


10.2.2 Output liaisons
The following documents were approved

	14172
	Liaison letter to ITU-R SG 6/WP 6C on HDR and WCG 

	14279
	Liaison letter to CEA on HDR and Wide Color Gamut

	14280
	Liaison response to DVB on HDR and Wide Color Gamut

	14281
	Liaison Response to SMPTE on HDR and Wide Color Gamut

	14282
	Liaison letter template on Support of HDR and WCG

	14307
	Liaison statement to ITU-T SG 16 on Video Coding collaboration

	14151
	Liaison Statement to EBU on Timed Text

	14152
	Liaison Statement to 3GPP on DASH

	14153
	Liaison Statement to DVB on DASH

	14154
	Liaison statement to DASH IF on DASH

	14155
	Liaison statement to DECE on DASH and CENC

	14156
	Liaison statement template on DASH

	14157
	Liaison statement template on MMT

	14159
	Liaison Statement to DVB on ISO/IEC 13818-1:2013/AMD 6 "Delivery of Timeline for External Data"

	14160
	Liaison statement to ONVIF on Surveillance AF

	14161
	Liaison statement to JEITA on storage of EXIF 

	14288
	Liaison statement to 3GPP SA4 on ISO/IEC 14496-15 3rd edition

	14247
	Liaison Statement to ITU-R SG 6/WP 6B on bit rates for UHDTV

	14248
	Liaison Statement to ITU-R SG 6/WP 6C on higher frame in ITU-R BT.2020

	14271
	Liaison Response to ITU-R SG 6/WP 6C on MPEG-H 3D-Audio

	14272
	Liaison Response to ITU-R SG 6/WP 6B on a METADATA model for audio formats

	14298
	Liaison Response to WG1 on JPEG Augmented Reality


10.2.3 List of liaison organisations

The following document was approved

	14211
	List of Organisations with which MPEG entertains liaisons 


10.3 Responses to National Bodies
The following documents were approved

	14168
	Response to NB on color gamut scalability

	14169
	Response to NB on RExt Profiles

	14170
	Response to NB on XYZ and HDR

	14249
	Response to UKNB re type-1 video coding


10.4 Ad hoc groups
The following document was approved

	14112
	Ad hoc groups established at San José 


10.5 Asset management
The following documents were approved

	14205
	Schema assets

	14206
	Software assets

	14207
	Conformance assets

	14208
	Content assets

	14209
	URI assets

	14255
	Policy document about MPEG Assets


10.6 IPR management
The following document was approved

	14210
	Standards under development for which a call for patent statements is issued


10.7 Work plan and time line
The following documents were approved

	14201
	MPEG Standards

	14202
	Table of unpublished FDISs

	14203
	Work plan 

	14204
	Time line


11 Administrative matters

11.1 Schedule of future MPEG meetings
The following meeting schedule was approved
	#
	City
	Country
	yy
	mm-mm
	dd-dd

	107
	San José
	US
	14
	01
	13-17

	108
	Valencia
	ES
	14
	03-04
	31-04

	109
	Sapporo
	JP
	14
	07
	07-11

	110
	Strasbourg
	FR
	14
	10
	20-24

	111
	Geneva?
	CH?
	15
	02
	16-20

	112
	Warsaw
	PL
	15
	06
	22-26

	113
	Geneva?
	CH
	15
	10
	19-23

	114
	?
	
	16
	02
	22-26

	115
	Geneva
	CH
	16
	5-6
	30-03


11.2 Promotional activities
The following documents were approved

	14187
	White paper on MPEG-V

	14306
	White paper on File Format

	14188
	Guideline for uploading technical articles in MPEG Home page

	14275
	Draft of “In progress” white paper on Free viewpoint TV

	14114
	San José press release


12 Resolutions of this meeting
These were approved
13 A.O.B.
There was no other business
14 Closing
Meeting closed at 2014/01/17T20:20 
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2. MPEG-4

2.1. General

MPEG-4 Requirements were updated in N14194 MPEG-4 Requirements, version 19 (San Jose revision) in order to accommodate additional material properties related to 3D printing (see update of MPEG-V Requirements).
2.2. Part 16 AFX – Animation Framework eXtension
The EU-project Reverie (according to a google search a synonym for a state of being pleasantly lost in one's thoughts; a daydream) proposes to extend the standard to coding of animated meshes allowing for variable topology of the mesh. At this point, MPEG-4 only supports coding of animated meshes with fixed topology. Given the limited use of MPEG-4 part 16 in industry and the appearance that this work is driven by an ongoing PhD thesis, there are serious concerns related to the need for standardization. 
2.3. Part 22 Open Font Format

In response to N14085 Call for Proposals for ISO/IEC 14496-22 “Open Font Format” Color Font Technology and MATH layout support MPEG received 3 responses that provide solutions for all requirements. They will allow to extend font technology to cope with solid, gradient and opaque fonts as well as with support for math layout. A summary of the responses is available in N14181 Evaluation report of the responses to the “Call for Proposals for color fonts and MATH layout technology”. Work is continued in the Systems subgroup.

3. MPEG-V
3.1. General

3D printers become available to the mass market and require interfaces to scene description. Within MPEG-V, a 3D printer is now part of the set of actuators as seen in N14252 Requirements for MPEG-V Version 4. There is currently indirect support only from one service provider printing 3D objects. 
4. MPEG-H

MPEG-H will be the new umbrella for the High Efficiency Video Coding and the related Systems and Audio standards.  The vision for MPEG-H was defined at the 99th meeting in N12312 Context and Objectives of MPEG-H. 

MPEG foresees the initial standards of MPEG-H to include video coding (HEVC), advanced 3D audio coding and MPEG Media Transport. The Definition of graphics and user interfaces will come later. 

4.1. MPEG-H Part 2: HEVC

Still Picture Coding

HEVC-Intra coding might be used as the Advanced Image Coder that JPEG requires. The capabilities of HEVC-Intra coding were discussed. Evaluation of the HEVC performance will be done jointly with JPEG. Access to the Hannover and Brussels ftp-sites will be exchanged in order to use MPEG and JPEG test material. 16 bit test material is missing at this point. N14086 Test conditions for HEVC still picture coding performance evaluation describes the envisioned evaluation. This evaluation was delayed and now, it is envisioned to take place prior to the 108th meeting. The adhoc group N14167 AHG on still image coding using HEVC will also continue to work on this topic. 

Profiles

Several profiles related to 4:4:4 were discussed based on input from National Bodies and members. The contention is about 8 bit and 10 bit profiles based on the RExt currently under ballot and the impact of the profiles on potential Screen Content profiles. No consensus on profiles for 8 bit and 10 bit was reached at this meeting. However, MPEG proposes NB to consider the specification of a 16 bit 4:4:4 All Intra profile for the RExt as mentioned in N14169 Response to NB on RExt Profiles. VCEG appears to be in favour of specifying an 8bit 4:4:4 profile within RExt. MPEGs position was communicated to VCEG in N14307 Liaison statement to ITU-T SG 16 on video coding collaboration.
5. Explorations

5.1. Media Processing with Privacy
In the actual use of MPEG technologies, there are many contexts that require the processing of the media to be private. Examples of this are searching an encrypted audio visual database with an encrypted query (Figure 1); identify a spoken keyword in a private conversation, e.g. encrypted audio; removal of identification clues from media such as video, audio or speech; sharing multimedia content in a limited context, e.g. make a picture available to a limited list of persons or for a limited time. For details, please see N14285 Processing and Sharing of Media under User Control. The Requirements subgroup and the adhoc group N14286 Adhoc Group on Processing and Sharing of Media under User Control will investigate whether MPEG can provide support for these application scenarios.
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Figure 1
Media Processing with Privacy

5.2. MPEG User Description
A standardized user description may enable customers to have easier access to services. An ontology and schemas need to be standardized. Information for user description includes attributes, activities, interests, status, history, medical data, etc. User Descriptions are used in MPEG-7, MPEG-21, MPEG-M, and MPEG-V. 

MPEG decided at the 105th meeting to issue N13879 Call for Proposals on MPEG User Description (MPEG-UD). At the 106th meeting MPEG received five responses only. These responses provide an uneven coverage of the different requirements. No input from a major service provider was received. The exploration phase ended at the 106th meeting. However, the evaluation report N14287 Evaluation report of the responses to the CfP on MPEG User Description only became available at this meeting. The Systems subgroup may develop a useful standard in the future.
5.3. Additional Support for Coding of Interlaced Video in HEVC

At this point, HEVC is capable of coding interlaced material. SEI-messages allow for signalling of interlaced material. Compared to AVC using sequence adaptive frame/field (SAFF) coding, HEVC saves 30% in bitrate for the same objective video quality. If the same subjective video quality is required, HEVC saves 50% of the bitrate compared to AVC. At this point, the HEVC reference software does not properly implement SAFF. This issue has been raised for several meetings now. Furthermore, rate control for coding interlaced video appears to be broken. Unfortunately, nobody undertook a serious effort to mitigate these short comings of the reference software.
At this point, experiments by one company show that relatively small changes to HEVC (colour motion vector scaling, picture-adaptive frame/field coding named PAFF …) can reduce the bitrate by 8% to 15% as shown using selected interlaced material. At this meeting, video sequence were shown on consumer type displays. Unfortunately, a comparison of HEVC with and without the proposed tools at the same bitrate was not shown. Hence, at this meeting no sufficient evidence for issuing a CfP was provided. 

The group agreed to use eight test sequence. Six were available at this meeting. One of these sequences is contentious because it was derived from a progressive sequence and includes 3:2 pull-down artefacts. The chair of the test subgroup is to provide two additional interlaced sequences. The group agreed to make available new anchors for the evaluation by February 21st, 2014. 

At the 108th meeting, the group with the assistance of the chair of the Test subgroup will make another effort in order to arrive at conclusive results. Given the state of the reference software, this might also involve improving said software. MPEGs position was communicated to VCEG in N14307 Liaison statement to ITU-T SG 16 on video coding collaboration.
Work continues in the N14166 AHG on Study of interlace coding in HEVC. N14176 Requirements and use cases on interlace video and N14175 Draft Call for Proposals for Interlaced Video Coding progress towards a CfP, however subjective evidence has to be shown prior to issuing a CfP.

5.4. Coding of medical visual content

Medical images require typically subjectively or mathematically lossless coding. At this point, the Requirements subgroup recommends to wait for the performance evaluation of the current range extensions. In case these extensions do not fulfil the requirements defined in N14173 Requirements for an extension of HEVC for the coding of medical visual content, this exploration will restart with the currently available test material. VCEG was informed of MPEG’s position in N14307 Liaison statement to ITU-T SG 16 on video coding collaboration.
5.5. Coding of screen content

Several contributions on screen content coding show that bit rate savings of 35% compared to HEVC Rext 4.1 on pure screen content are possible. The group prepared N14174 Requirements for an extension of HEVC for coding of screen content as well as N14175 Call for Proposals for coding of screen content. This call is joint with VCEG. MPEG decided to have a formal subjective test given the focus on a new type of content and potentially new coding artifacts.

At this and the previous meeting, several profiles for screen content coding were proposed. The main focus was on: 

· 4:4:4 8 bit profile defined in  RExt
· New profile HEVC 4:4:4 8 bit screen content coding

National Bodies provided input to profiles related to RExt and Screen Content Coding. Suggestions to create profiles specifically targeted at 4:4:4 screen content with 8 and 10 bits were discussed. Other bit depths are not relevant. There is a relationship to the profiles of the range extensions currently under ballot which allows for intensive discussions. There was no consensus at this meeting to propose a change to the profile specification of the RExt amendment currently under ballot other than adding a 4:4:4 All Intra 16 bit profile. The responses to National Bodies are gathered in N14169 Response to NB on RExt Profiles.

N14165 AHG on coding screen is charged with preparing the evaluation of the CfP.
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Figure 2 Artifacts when coding screen content
5.6. Compact descriptors for video search

CDVS works on describing contents of an image. This activity wants to extend content description to video. Applications are in video retrieval, computer vision, automotive, security and other application where many video streams need to be evaluated (Figure 3). Related technology within MPEG can be found in MPEG-7 and video signatures.
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Fig. 1. Pipelines for the “Analyze-Then-Compress” and “Compress-Then-Analyze” paradigms.



Although several different descriptors have been proposed in recent years, they all share a similar processing pipeline.



That is, a feature vector is computed following three main processing steps, namely pre-smoothing, transformation



and spatial pooling [2]. For example, the state-of-the-art SIFT descriptor [3] is obtained performing Gaussian



smoothing, followed by the computation of local gradients, which are then pooled together to build a histogram.



Several visual analysis applications, such as object recognition, traffic/habitat/environmental monitoring, surveil-



lance, etc., might benefit from the technological evolution of networks towards the “Internet-of-Things”, where



low-power battery-operated nodes are equipped with sensing capabilities and are able to carry out computational



tasks and collaborate over a network. In particular, Visual Wireless Sensor Networks (VWSNs) are a promising



technology for distributed visual analysis tasks [4][5]. The traditional approach to such scenarios, which will be



denoted “Compress-Then-Analyze” (CTA) in the following, is based on a two-step paradigm. First, the signal of



interest (i.e., a still image or a video sequence) is acquired by a sensor node. Then, it is compressed (e.g., resorting to



JPEG or H.264/AVC coding standards) in order to be efficiently transmitted over a network. Finally, visual analysis



is performed at a sink node [6][7][8]. Since the signal is acquired and subsequently compressed, visual analysis is



based on a lossy representation of the visual content, possibly resulting in impaired performance [9][10]. Although



such paradigm has been efficiently employed in a number of applications (e.g., video surveillance, smart cameras,



etc.), several analysis tasks might require streaming high quality visual content. This might be infeasible even with



state-of-the-art VWSN technology [11] due to the severe constraints imposed by the limited network bandwidth. A



possible solution consists in driving the encoding process so as to optimize visual analysis, rather than perceptual



quality, at the receiver side. For example, JPEG coding can be tuned so as to preserve SIFT features in decoded



images [12].



At the same time, an alternative “Analyze-Then-Compress” (ATC) approach, in a sense orthogonal to CTA,



is gaining popularity in the research community. The ATC paradigm relies on the fact that some tasks can



be performed resorting to a succinct representation based on local features, disregarding the actual pixel-level



content. According to ATC, local features are extracted from a signal directly by the sensing node. Then, they are



compressed to be efficiently dispatched over the network. As illustrated in Figure 1, “Analyze-Then-Compress” and



“Compress-Then-Analyze” represent concurrent paradigms that can be employed to address the problem of analyzing



content captured from distributed cameras. Compression of visual features is key to the successful deployoment of



the ATC scheme, since VWSNs typically pose strict constraints regarding the available bandwidth. Several works
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Figure 3: The upper part of the diagram shows the “Analyze-Then-Compress” (ATC) paradigm. That is, sets of video features are extracted from raw frames end encoded before transmission resulting in lwo bandwidth communications. This is opposite to traditional “Compress-Then-Analyze” (CTA) paradigm, in which video features are extracted close to complex visual analysis.
N14093 Compact Descriptors for Video Search summarizes the context and goals of the exploration. N14094 Compact Descriptors for Video Search: Objectives, Applications and Use Cases reflects thoughts towards applications and requirements. Requirements are outlined in N14095 Draft Requirements for compact descriptors for video search. For some new test data, the usage terms are provided in N14283 Terms and Conditions for the use of audiovisual material in the context of MPEG Compact Descriptors for Video Search provided by RAI. The adhoc group N14164 AHG on compact descriptors for video search will refine applications and requirements. Furthermore, a timeline needs to be defined. 
5.7. 3DV Exploration

Free Viewpoint TV was the vision that drove the development of many different 3D video coding extensions. It is now time to take back a step and see where the future of 3D will go. Super-multiview displays and holographic displays are currently under development. They will provide horizontal as well as vertical parallax. Hence, we need further extensions of current multiview technology, which assumes a linear camera arrangement, in order to accommodate for more general camera arrangements for future displays. For interaction and navigation purposes, modern human computer interfaces need to be developed. 

The adhoc group N14163 AHG on FTV (Free-viewpoint Television) will work on this long-term exploration. Initial requirements and use cases are gathered in N14178 Use Cases and Requirements on Free-viewpoint Television (FTV). The group is working on evidence as described in N14179 Description of Exploration Experiments on Free-viewpoint Television (FTV). At the 109th meeting, a seminar is envisioned as outlined in N14284 Preliminary plan of FTV seminar at 109th MPEG meeting.
5.8. Full gamut content distribution

Several film studios currently master movies for digital cinema and DVD separately since the colour space of the cinema is much larger than the colour space of a regular TV set. The industry would like to master just one version of the content using the xyz colour space. In order to adapt to the different displays and projectors, transformation hints are desirable which instruct the terminal how to scale the colours of the content to the capabilities of the display. Deploying video in such a way would also allow consumers to actually benefit from a wider colour gamut of a new TV screen.

At this meeting, it was agreed to extend E

HEVC to allow for specification of additional EOTF and xyz colour space information as well as related metadata. No change to the decoding process was proposed.

At some point in the future, evidence on new coding tools for high quality video may be gathered because some B2C applications like DVD or broadcast are rate sensitive. Colour gamut scalability (BT609 to BT2020) might be another area of work. Off-site visits to labs at Dolby and Technicolor demonstrated the benefit of having extend color gamut and HDR display capabilities. The requirements subgroup hopes to come to a decision on whether to move forward at the 108th meeting. At this point, there is no commitment to provide appropriate test material. Furthermore, any evaluation method is completely undefined. Responses to NB on these topics are provided in N14168 Response to NB on color gamut scalability and N14170 Response to NB on XYZ and HDR. Liaison letters N14172, N14279, N14280, N14281, N14307 and N14282 were sent to numerous organizations.

The adhoc group N14162 AHG on Support of HDR XYZ Color Space and HDR will gather test material and evidence on the coding performance of HEVC. It is also charged with further developing N14278 Draft requirements for Higher Dynamic Range (HDR) and Wider Color Gamut (WCG) video coding for Broadcasting, OTT, and Storage Media.
5.9. Publish/Subscribe Application Format

Publish/Subscribe (PubSub) is an established communication paradigm where senders do not communicate information directly to intended receivers but rely instead on a service that mediates the relationship between senders and receivers. Pubsub is a communication model that is considered for a number of application domains, in particular it is considered for Content Centric Networking (CCN), also called Information Centric Networking (ICN). MPEG appears to have sufficient technology for PubSub available. Requirements and use cases for the proposed MAF are found in N14180 Publish/Subscribe Application Format (PSAF). 
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Figure 4
Schematic representation of entities involved in the use case and information exchanged
Annex F  – Systems report

Source: Young-Kwon Lim, Chair

1. General Input Documents
1.1 AHG reports
	Number
	Session
	Title
	Source
	Dispositions

	m32586
	
	AHG report on MPEG-UD
	Sanghyun Joo
	

	m32595
	
	MMT AhG Report
	Imed Bouazizi
	

	m32612
	
	Report of the AHG on Green MPEG
	Felix C. Fernandes, Xavier Ducloux
	

	m32619
	
	AHG on MPEG-DASH
	Iraj Sodagar
	

	m32621
	
	AHG on file formats
	David Singer
	

	m32625
	
	AHG on Timeline Alignment
	Jean Le Feuvre (TELECOM ParisTech ), Youngkwon Lim (Samsung)
	


AHG reports are accepted.
1.2 General technical contributions
	Number
	Session
	Title
	Source
	Dispositions

	m31788
	Plenary
	Table of Replies on ISO/IEC 13818-1:201X/FDAM 3
	ITTF via SC 29 Secretariat
	Noted

	m31790
	Plenary
	Table of Replies on ISO/IEC 14496-12:2012/FDAM 2 & ISO/IEC 15444-12:2012/FDAM 2
	ITTF via SC 29 Secretariat
	Noted

	m31791
	Plenary
	Table of Replies on ISO/IEC FDIS 14496-30
	ITTF via SC 29 Secretariat
	Noted

	m32183
	Plenary
	Update to Audio part of ISO/IEC 23001-8 (CICP)
	Max Neuendorf, Ingo Hofmann, Nikolaus Rettelbach, Christian Ertel
	Noted

	m32309
	Plenary
	MPEG Software assets
	Christian Tulvan, Marius Preda
	Noted

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


1.3 Summary of discussion
1.4 Demo
1.5 FAQ

.

1.6 AOB

None.
2. MPEG-2 Systems (13818-1)  
2.1 Topics
2.1.1 ISO/IEC 13818-1:201x AMD 5 Transport of MVC depth video sub-bitstream and extensions to support HEVC low delay coding mode
This amendment to MPEG-2 systems specifies 3 functions:

1. It extends the MVC_extension_descriptor to explicitly signal the association between the 2 views of ‘stereoscopic MVC video’ with left or right eye for display on 3DTV devices. This explicit signaling was not available in earlier versions of MVC video standard or transport of MVC in MPEG-2 systems.

2. A ‘transport profile descriptor’ is defined to signal ‘adaptive profile’ such as one used by the DASH specification. The descriptor also defines the ‘complete profile’ which is the current default transport profile. The descriptor is used at a program level to indicate that the program contains a transport stream that may have constraints associated with adaptive streaming applications so that re-purposing systems can properly manage the re-multiplexing of this transport stream.

A new annex T that defines the ‘Mime types’ which are registered and commonly used for various MPEG defined elements has also been added.
2.1.2 ISO/IEC 13818-1:201x AMD 6 Delivery of Timeline for External Data

This amendment defines tools to identify and synchronize external data associated with an MPEG program in MPEG-2 transport streams. The tools allow:

- alignment of media timelines regardless of PCR discontinuities through a variety of possible time codes,

- signaling of URLs of associated data and their types (mime types, ISOBMFF, MPEG-DASH, MMT),

- announcement of upcoming associated data
2.1.3 ISO/IEC 13818-1:201x AMD7 Carriage of Scalable HEVC
2.2 Contributions
	Number
	Session
	Title
	Source
	Dispositions

	m31832
	MPEG-2
	Signalling of additional AAC profiles
	Ingo Hofmann, Stephan Schreiner
	Noted

	m32295
	MPEG-2
	Carriage of HEVC multi-layer extension streams over MPEG-2 Systems
	Y. Chen, Y.-K. Wang, Hendry(Qualcomm)
	Accepted N14118

	m32221
	MPEG-2
	On Transport of MV HEVC or SHVC over MPEG-2 Systems
	Karsten GrÃ¼neberg, Thomas Schierl, Yago Sanchez
	Accepted
N14118

	m31817
	MPEG-2
	13818-1:2013/PDAM 6 - Delivery of Timeline for External Data
	DVB
	Accepted
N14117

	m32287
	MPEG-2
	Update on 13818-1 DAM6
	Jean Le Feuvre, Patrick Gendron on behalf of the H2B2VS project
	Accepted
N14117

	m32329
	MPEG-2
	Comments on 13818-1:2012 AMD8
	Alex Giladi
	Accepted
N14118


2.3 Summary of discussions
2.4 Action Points / Ballots
	ITU-T H.222.0 (06/2012)|ISO/IEC 13818-1:2013/DAM 5
(SC 29 N 13749)
	Systems
AMENDMENT 5: Transport of MVC depth video sub-bitstream and extensions to support HEVC low delay coding mode
	DAM
(2014-01-31)

	ITU-T H.222.0 (06/2012)|ISO/IEC 13818-1:2013/PDAM 6
(SC 29 N 13840)
	Systems
AMENDMENT 6: AMENDMENT 6: Delivery of Timeline for External Data
	PDAM
(2014-02-04)


3. MPEG-4 ISO Base File Format (14496-12) 

3.1 Topics
3.1.1 ISO/IEC 14496-12:201X/AMD  3: Font streams and other improvements to file format
3.1.2 ISO/IEC 14496-12:201X/AMD  4: Enhanced audio support
This amendment enhances the codec-independent support for audio in the file format, adding the ability to declare downmixing and dynamic range control of audio, and describe the loudness of the program, before or after downmix or dynamic range control. It also supports the codec-independent declaration of channel layout, and identifying the carriage of DRC coefficients both in the audio stream, and in a separate track.

3.2 Contributions
	Number
	Session
	Title
	Source
	Dispositions

	m31833
	File Format
	Signalling of SAP types in the ISOBMFF
	Ingo Hofmann
	Accepted
N14121

	m32258
	File Format
	Looped presentation of media in ISOBMFF tracks
	Vinod Kumar Malamal Vadakital, Miska M. Hannuksela
	Accepted
N14148

	m32272
	File Format
	Improved audio support in the ISO base media file format (14496-12)
	David Singer, Frank Baumgarte, 
	Noted

	m32311
	File Format
	Updating the conformance tracking for the file format
	David Singer
	Accepted
N14276

	m32512
	File Format
	Updates for Study text of 14496-12:2012 DAM3
	Mitsuhiro Hirabayashi
	Accepted
N14120


3.3 Summary of discussions
3.3.1 m31833 Signalling of SAP types in the ISOBMFF

Into the WD of AMD.4, but delete the last sentence (sample groups already cover ‘not assigned to a group of this type’). We note it would be good to have a way to define sample groups that work for any track type. We would also like ‘common names’ for the various SAP types. Let’s align the sap type field with the segment index box.

3.3.2 m32258
Looped presentation of media in ISOBMFF tracks

Into the still image draft, but we can simplify a little as tracks with edit lists have defined durations.

3.3.3 m32512
Updates for Study text of 14496-12:2012 DAM3

Into the study but we need a new iso8 brand.

3.3.4 m32272
Improved audio support in the ISO base media file format (14496-12)

The contribution points out that DRC as used in 3D Audio requires quite a rich set of metadata. Furthermore, that metadata could be in the MP4-FF boxes or in the audio Track (i.e. Elementary Stream or ES). The presenter stated that, in principle, the DRC metada should not be stored twice in the MP4-FF (i.e. in the FF boxes and the Elementary Stream). 

The contribution is a proposed amendment to 14496-12, with boxed defined to support DRC. There are a number of issues:

· Define how to carry DRC in FF boxes (which is done)

· Define how to carry DRC in ES (which will be done by Audio)

· If DRC is in ES, define what might need to be duplicated in FF. 

· Consider how to use a FF Hint Track to dynamically move DRC in FF to DRC in ES.

Agreed action items:

· Jointly approve new WD of this document

· Workplan from Audio which contains “study points” for audio experts.

· Investigate tracked-changes comment in WD document

· Address minimum “redundant metadata” that is to be both FF and ES.

· Consider software that could use hint track to automatically take FF level information into ES. 

3.3.5 m32311
Updating the conformance tracking for the file format

We will be asking for (a) updates to the spreadsheet (b) updates to the reference software and (c) volunteers to make files, at the next meeting. Please start working.

We need to consider part 30 (timed text) and also common encryption here as well. Please volunteer files and conformance ‘rows’ for these.

3.4 Action Points / Ballots
	ISO/IEC 14496-12:2012/DCOR 2
(SC 29 N 13881) 
	Part 12: ISO base media file format
TECHNICAL CORRIGENDUM 2 
	DCOR
(2014-02-07)

	ISO/IEC 14496-12:2012/DAM 3
(SC 29 N 13726) 
	Part 12: ISO base media file format
AMENDMENT 3: Enhanced audio support and other improvements 
	DAM
(2014-04-13)


4. MPEG-4 AVC File Format (14496-15)  

4.1 Topics 

4.1.1 ISO/IEC 14496-15:2013 AMD 1 Enhanced carriage of HEVC and support of MVC with depth information
This amendment specifies the storage of video bitstreams consisting of multiple views and the associated depth, encoded based on Annex I of ISO/IEC 14496-10. The design is based on the MVC file format, which is specified in Clause 7 of ISO/IEC 14496-15, in a backwards-compatible manner. In the design, storage of the texture and depth of a particular view in either separate tracks or the same track is supported. The design also includes the signalling of various indications, such as the presence of texture and/or depth for each view, as well as whether the texture or depth component or both of a view is required for the presentation of another view. The amendment also adds the signaling (using HEVC video descriptor) to indicate use of HEVC low-delay coding mode in each access unit where the STD buffer management is performed using the HEVC HRD parameters
4.2 Contributions
	Number
	Session
	Title
	Source
	Dispositions

	m32255
	File Format
	Sync Sample Signalling in Multi-Layered HEVC Extensions
	Vinod Kumar Malamal Vadakital, Miska M. Hannuksela
	Noted

	m32256
	File Format
	Signalling of Region of Interest Enhancement layers in Layered HEVC
	Vinod Kumar Malamal Vadakital, Miska M. Hannuksela
	Rejected

	m32257
	File Format
	Proposal for an unified 14496-15 annex for all multi-layered HEVC extensions
	Vinod Kumar Malamal Vadakital, Miska M. Hannuksela
	Accepted
N14123

	m32260
	File Format
	File format extensions for multi-layered HEVC sequences
	Vinod Kumar Malamal Vadakital, Miska M. Hannuksela
	Noted

	m32284
	File Format
	Clarifications on HEVC Tile Tracks
	Jean Le Feuvre, Cyril Concolato, Franck Denoual, FrÃ©dÃ©ric MazÃ©, Eric Nassor
	Accepted
N14123

	m32285
	File Format
	Multi-Layer HEVC and Tile Tracks
	Jean Le Feuvre, Cyril Concolato, Franck Denoual, FrÃ©dÃ©ric MazÃ©, Eric Nassor
	Accepted
N14123

	m32286
	File Format
	Multi-Layer HEVC Dependencies
	Jean Le Feuvre, Cyril Concolato, Franck Denoual, FrÃ©dÃ©ric MazÃ©, Eric Nassor
	Accepted
N14123

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


4.3 Summary of discussions
4.3.1 m32255
Sync Sample Signalling in Multi-Layered HEVC Extensions

We note that the ‘ras ‘ sample group provides similar functionality, and perhaps we might never have had a sync sample table if we had had sample groups back then.  Rather than re-designing the sync sample box, we would prefer to point people at the mechanism we prefer.  Indeed, we have a historical accumulation of tools here, and we could deprecate some in a scalable HEVC context (e.g. pre-roll sample groups). We note that the sync sample table does enable some codec-unaware operations (e.g. deriving parts of timelines, fragmentation at RAP boundaries). We prefer not to re-design the sync sample table.

We should check that part 12 is clear that a sync sample is both a decoding and presentation clean start. 

We have ‘rap’, ‘sap’ (proposed), ‘ras’, ‘roll’, ‘sync’ sample groups, and the sync sample table; this is too many; we should try to simplify, with perhaps a new part 12 definition and some deprecation.

We want to study both these problems further.

4.3.2 m32256
Signalling of Region of Interest Enhancement layers in Layered HEVC

It seems that the tracks all need to indicate precisely what they provide, within them. Providing a ‘fast hint’ in the track references seems like a dangerous door to open. If we want fast tagging, couldn’t it, or shouldn’t it, be a tag within the track rather than the nature of the reference.

4.3.3 m32257
Proposal for an unified 14496-15 annex for all multi-layered HEVC extensions

This seems to be a question of the structure of the document. We note even given a single annex, we can (a) include material, by reference, from the annexes for SVC and MVC and (b) introduce not only a general sample-entry code e.g. xevc, where you look at the sample entry and sample groups etc. to see what’s enabled and present, and also more specific ones that require certain characteristics (e.g. mevc for multi-view without scalability, or sevc for the reverse).

4.3.4 m32260
File format extensions for multi-layered HEVC sequences

We have terms: tier, layer, operating point, and we have tracks.

Layers – defined by the coding system. Tier – a ‘delta’ that is a group of layers.  Operating point – an accumulation of tiers that represents, something that can be both decoded and output. Track – a convenient grouping of data to make e.g. decoding easier.

Does every tier represent a new operating point, or does an OP aggregate many tiers, or can tiers be used in multiple OPs? Each tier with its dependent tiers does represent a potential operating point, but the writer is not required to declare every OP as being intended or useful. A tier is always contained in exactly one track.

Is it true that we need tiers because we want several layers in one track? Yes. We note that we even have sub-layers.

(We note that HEVC uses the word ‘tier’ now, which is unfortunate.)

Does the ‘tier’ concept buy us anything?  Perhaps sub-layers? We note that the operating point here talks about a set of layers, in any order, and not the ‘top’ of a tier or tiers.

We agree that the design seems to have become complex. Can we take a step back, look at use cases and operations that we want to support, and maybe simplify? We note that extractors give you ‘cookbook’ extraction (do this and get the result you want), whereas the sample groups support ‘table driven’ flexible extraction.

We need a better sample map group which has an explicit mapping-type (the type of the groups mapped to).

We would like to revisit this (or a revision of it) at the next meeting.  Ye-Kui in particular volunteers to help co-author a revision.

4.3.5 m32284
Clarifications on HEVC Tile Tracks

Thank you.  There are a few cases here where we think that one would normally see things the way you suggest, but we don’t think it needs to be mandatory.

On the extractors, we think that maybe we need to leave it as permitted and technically possible, but that an external specification may impose constraints (e.g. that extraction is only done in one direction).

4.3.6 m32285
Multi-Layer HEVC and Tile Tracks

We allow recursive extractors in HEVC (only), and their size is the size directly pointed at.

4.3.7 m32286
Multi-Layer HEVC Dependencies

Thank you for the ‘simplification’ (life is still complex) of the previous proposal.

4.4 Action Points / Ballots
	ISO/IEC 14496-15:2010/DAM 2
(SC 29 N 13120)
	Part 15: Advanced Video Coding (AVC) file format
AMENDMENT 2: Carriage of high-efficiency video coding (HEVC)
	DAM
(2013-04-14)

	ISO/IEC FDIS 14496-15 3rd edition
(SC 29 N 13798)
	Part 15: Carriage of NAL unit structured video in the ISO Base Media File Format
	FDIS
(2013-XX-XX)

	ISO/IEC 14496-15:201x/DCOR 1
(SC 29 N 13882)
	Part 15: Carriage of NAL unit structured video in the ISO Base Media File Format
TECHNICAL CORRIGENDUM 1
	DCOR
(2014-02-10)


5. Font Streaming (14496-18) 

5.1 Topics
5.1.1 ISO/IEC 14496-18:2004/ AMD 1 Updated semantics of decoderSpecificInfo and font data description for ISOBMFF
This amendment clarifies usage of font data streams decoder specific information, and provide tools to carry font data streams in ISO/IEC 14496-12

5.2 Contributions
.
	Number
	Session
	Title
	Source
	Dispositions

	
	
	
	
	


5.3 Summary of discussions
5.4 Action Points / Ballots
	ISO/IEC 14496-18:2004/DAM 1
(SC 29 N 13698)
	Part 18: Font compression and streaming
AMENDMENT 1: Updated semantics of decoderSpecificInfo and font data description for ISOBMFF
	DAM
(2014-01-16)


6. Open Font Format (14496-22) 

6.1 Topics
6.1.1 ISO/IEC 14496-22 AMD Color Font Technology and MATH layout support
6.2 Contributions
.
	Number
	Session
	Title
	Source
	Dispositions

	m32405
	Font
	Microsoft Response to the CFP for color font and math layout technology 
	Michelle Perham, Greg Hitchcock, Simon Daniels
	Accepted
N14124

	m32406
	Font
	W3C Response to the CFP on color font and math layout technology
	Sairus Patel, Chris Lilley, 
	Accepted
N14124

	m32441
	Font
	Google Response to the CFP on color font and math layout technology
	Stuart Gill, Behdad Esfahbod, 
	Accepted
N14124

	
	
	
	
	


6.3 Summary of discussions
6.4 Action Points
7. Composite Font Representation (14496-28) 

7.1 Topics
7.1.1 ISO/IEC 14496-28 COR 1

7.2 Contributions
.
	Number
	Session
	Title
	Source
	Dispositions

	
	
	
	
	


7.3 Summary of discussions
7.4 Action Points
	ISO/IEC 14496-28:2012/DCOR 2
(SC 29 N 13885)
	Part 28: Composite font representation
TECHNICAL CORRIGENDUM 2: Changes and clarifications of CFR element descriptions
	DCOR
(2014-02-20)


8.  Reference Software (21000-8)
8.1 Topics
8.1.1 ISO/IEC 21000-8 AMD 3 Contract Expression Language (CEL) and Media Contract Ontology (MCO) Reference Software
8.2 Contributions
	Number
	Session
	Title
	Source
	Dispositions

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


8.3 Summary of discussions
8.4 Action Points / Ballots
	ISO/IEC 21000-8:2008/DAM 3
(SC 29 N 13641)
	Part 8: Reference Software
AMENDMENT 3: Contract Expression Language (CEL) and Media Contract Ontology (MCO) Reference Software
	DAM
(2014-01-16)


9. Surveillance AF (23000-10)

9.1 Topics
9.1.1 ISO/IEC 23000-10 2nd edition
A packaging format designed for the storage of video and audio content originating from surveillance cameras and microphones. It packages the media content together with associated metadata by using the appropriate file format definitions e.g. AVC file format.
9.2 Contributions
	Number
	Session
	Title
	Source
	Disposition

	m31786
	AF
	Summary of Voting on ISO/IEC 23000-10:2012/DCOR 1
	SC 29 Secretariat
	Refer N14125

	
	
	
	
	

	
	
	
	
	


9.3 Summary of discussions
9.4 Action Points / Ballots
	ISO/IEC 23000-10:2012/DCOR 1
(SC 29 N 13642)
	Part 10: Surveillance application format
TECHNICAL CORRIGENDUM 1
	DCOR
(2013-11-04)


10. Stereoscopic Video AF (23000-11)

10.1 Topics
10.1.1 ISO/IEC 23000-11:2009/AMD  3
Stereoscopic Video AF (SVAF) provides information about composition type and transition between 2D and 3D view. This amendment is to provide a further investigation of said information in terms of movie fragment structure in order to enable delivery of SVAF content that is incrementally encapsulated.
10.2 Contributions
	Number
	Session
	Title
	Source
	Disposition

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


10.3 Summary of discussions
10.4 Action Points
	ISO/IEC 23000-11:2009/DAM 3
(SC 29 N 13472)
	Part 11: Stereoscopic video application format
AMENDMENT 3: Support movie fragment for Stereoscopic Video AF
	DAM
(2013-10-12)


11. MP-AF (23000-15)

11.1 Topics
11.1.1 Multimedia Preservation Application Format

The objective of the Multimedia Preservation Description Information (MPDI) framework is to provide a standardized description to multimedia content to enable users to plan, execute, and evaluate preservation operations to achieve the objectives of digital preservation.
11.2 Contributions
	Number
	Session
	Title
	Source
	Dispositions

	m32235
	AF
	Study of 3rd WD of ISO/IEC 23000-15 Multimedia Preservation Application Format (N13970)
	Walter Allasia, Werner Bailer, Laurent Boch, Wo Chang, Jean-Pierre Evain, Sergiu Gordea, Kenneth Tibodeau
	Deferred

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


11.3 Summary of discussions
11.4 Action Points
12. Common encryption format for ISO BMFF (23001-7)
12.1 Topics
12.1.1 ISO/IEC 23001-7 2nd Edition
This format defines a way to encrypt media (audio, video, etc.) in files of the ISO base media file format family. By using a common encryption format, a single media asset can be used by several services and devices using different digital rights management systems, and the implementation complexity that would be consequent on having duplicate files and formats for the same content can be reduced or eliminated.
12.2 Contributions
	Number
	Session
	Title
	Source
	Disposition

	m32467
	File Format
	Support of partial encryption of high bitrate content in 23001-7
	Mark Watson
	Accepted
N14127

	m32126
	File Format
	Partial encryption proposal for AEC-CBC 128-bit in CENC
	David Singer, Zubair Visharam
	Accepted
N14128

	
	
	
	
	


12.3 Summary of discussions
12.3.1 m32467
Support of partial encryption of high bitrate content in 23001-7
We agree in principle, but the text proposed had a contradiction. We will try to phrase as a functional rule (that NAL headers have to remain clear) and allow writers to lay out subsamples over the NAL units as they wish while respecting this rule. Into the study text. We will also make sure we are consistent with the requirements/recommendations on encrypting video and non-video NAL units.

12.3.2 m32126
Partial encryption proposal for AEC-CBC 128-bit in CENC
Lots of detailed questions.  We note that in the case that a tile size is less than the clear portion (e.g. 144 bytes) if it didn’t cross an encrypted 16-byte block, it would be in the clear. Is this a worry (it is presumably unlikely, and once tiles exceed the size of the unencrypted portion, cannot happen)? Some discussion of the goal: make the video unwatchable (but occasional parts may decode) or make it ensure a ‘blank screen’? Perhaps the rules should permit encryption of non-video NALs (e.g. captions, to prevent derivation of a transcription)?
Accepted as an optional mode in common encryption; proponents to draft an amendment text based on the latest base (study of 2nd edition) and modeled on the previous amendment.

In further discussion in systems plenary questions were raised on whether this was really ‘common encryption’. We already have two modes (cenc and cbc1) and this adds a third (cbc2), but both cbc1 and cbc2 require support for cenc.

We need to make sure that the technology uses as much in common as possible, so that the schemes ‘hang together’ and make it easy to implement in the same software.
12.4 Action Points / Ballots
	ISO/IEC DIS 23001-7 2nd Edition
(SC 29 N 13723)
	Part 7: Common encryption format for ISO base media file format
	DIS (2014-04-13)


13. Common encryption format for MPEG-2 TS (23001-9)

13.1 Topics
13.1.1 ISO/IEC 23001-9 Common encryption format for MPEG-2 TS
This format defines a way to encrypt media (audio, video, etc.) in files of the ISO base media file format family. By using a common encryption format, a single media asset can be used by several services and devices using different digital rights management systems, and the implementation complexity that would be consequent on having duplicate files and formats for the same content can be reduced or eliminated.
13.2 Contributions
	Number
	Session
	Title
	Source
	Disposition

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


13.3 Summary of discussions
13.4 Action Points
	ISO/IEC FDIS 23001-9
(SC 29 N 13941)
	Part 9: Common Encryption for MPEG-2 Transport Streams
	FDIS
(2014-XX-XX)


14. Timed metadata metrics of Media in ISOBMFF (23001-10)

14.1 Topics
14.1.1 ISO/IEC 23001-10 Timed Metadata Metrics of Media in the ISO Base Media File Format
Specifies a storage format for commonly used, timed metadata metrics of media, such as quality related PSNR, SSIM, and others, for carriage in metadata tracks of the ISO Base Media File Format.

14.2 Contributions
	Number
	Session
	Title
	Source
	Disposition

	m32341
	File Format
	Editors' Input on Carriage of Timed Metadata in the ISO Base Media File Format
	Shaobo Zhang, 
	Accepted N14129

	m32252
	File Format
	Metadata Sanity Verification in ISOBMFF
	Vinod Kumar Malamal Vadakital, Miska M. Hannuksela
	Accepted
N14129

	m32290
	File Format
	Carriage of Green Metadata in the ISO Base Media File Format
	P.Gendron (Thomson Video Networks), X. Ducloux (Thomson Video Networks), J. Le Feuvre (Telecom-Paristech)
	Accepted
N14129


14.3 Summary of discussions
14.4 Action Points
14.4.1 m32252
Metadata Sanity Verification in ISOBMFF

We think the sample group is one interesting way to attach items to samples; one wonders whether the group description could contain the metadata directly, of course.  We need to be clear over which meta-data box is referenced (track, movie, file, and if there are meco/mere boxes).  But, into the WD for still images (with questions).

Many questions on the integrity check. Is the integrity box supposed to be re-written by editors?  Probably only by editors that understand both the metadata and the media. Are the axes (size/body, whole track vs. group members) orthogonal? Does this enable integrity over the aspect of the samples that the author cares about (e.g. if it’s EXIF maybe neither size nor the actual bytes are terribly relevant, as simple re-compression would change those but not e.g. the camera model). Do we need other verifiable ‘statements’ here (e.g. sample count, sample entry type, track duration, etc.)?  We also questioned when the "sample group" should be used vs when a metadata track should be used.

(We note that meco has a bug because it's not possible to use fragment identifiers for meco items.)

We’d like to consider something like this in an amendment to the ISO BMFF (but we are not sure which one). We welcome further contributions. We place it in the WD of the still image for the time being, with a note that it ought to migrate.
14.4.2 m32290
Carriage of Green Metadata in the ISO Base Media File Format

On the decoding complexity, there is a worry that this is expressing a ratio between this track and an (unidentified) external track. Actually, it’s decoding complexity ratio on an arbitrary scale. In a DASH context, one would insist that all the representations in an adaptation set were on the same scale, i.e. that the decoding complexity numbers were comparable.

The green sub-type is exposed as a subtype (after a “.”) of the codec type. The setup information (in the sample entry) gives a map of types, and the constant record size in each sample for the data of each type (padded up, if necessary). These could perhaps be clarified.

It should be clear that the metadata could be ignored – e.g. the display metadata doesn’t describe a situation in which the luma values have been adjusted, but a situation where they could be adjusted (and a suggestion as to how much).

Can we merge the quality metadata and the green metadata into one WD? We need a new suitable title, perhaps “WD Carriage of Timed metadata metrics in ISOBMFF”?

We agree to go to CD at this meeting (with an editing period).
14.4.3 m32341
Editors' Input on Carriage of Timed Metadata in the ISO Base Media File Format

Thank you. (We note that actually this was not co-authored by, or even reviewed by, most of the persons named here.) The agreed title was “WD of Timed Metadata Metrics of Media in the ISO BMFF (Alex, Ozgur, 1 week)”, and it’s not ‘all’.  There are some good fixes here, and also some problems and mistakes (e.g. the formula for MOS).  We are not sure about the accuracy field, as the individual measures have such different ranges.  Also, the value in the sample cannot be optional, and it means every measure is now 3 bytes larger.

Editors when doing the integration should pick up the fixes and improvements here, under the new title, but fix the MOS and PEVQ equations, and not (yet) adopt the accuracy.

We note that MOS etc. are not really ‘metrics’ but subjective ‘scores’. Maybe ‘measurement’?

15. Green MPEG (23001-11)
15.1 Topics
15.1.1 Green MPEG
15.2 Contributions
	Number
	Session
	Title
	Source
	Dispositions

	m32259
	Green
	Additional Metadata for Green Adaptive Streaming
	X. Ducloux (Thomson Video Networks), P. Gendron (Thomson Video Networks), 
	Accepted
N14131

	m32439
	Green
	Power reduction through cross segment decoding
	Gene Wen, Wen-Chuan WEI, Tong MU, Baohan LI, Spencer Cheng
	Accepted
N14131

	m32480
	Green
	Signaling and Metadata for Display Adaptation
	Esmaeil Faramarzi, Anshuman Tewari, Felix Fernandes, Sungoh Hwang
	Accepted
N14131

	
	
	
	
	

	
	
	
	
	


15.3 Summary of discussions
15.4 Action Points
16. MPEG-U (23007-3)
16.1 Topics
16.1.1 Advanced User Interaction Interface
16.2 Contributions
	Number
	Session
	Title
	Source
	Dispositions

	
	
	
	
	

	
	
	
	
	


16.3 Summary of discussions
16.4 Action Points /Ballots
	ISO/IEC 23007-3:2011/DAM 1

(SC 29 N 13805)
	Part 3: Conformance and reference software
AMENDMENT 1: Conformance and reference software for widget extension and AUI
	DAM

(2014-04-06)


17. MMT (23008-1)
17.1 Topics
17.1.1 ISO/IEC 23008-1 1st edition
17.1.2 ISO/IEC 23008-1 AMD 1 Additional technologies for MPEG Media Transport including carriage of MPEG-DASH over MMT
17.1.3 ISO/IEC 23008-1 AMD 2 Header Compression and Cross Layer Interface
MMT introduces the formats and procedures for Cross Layer Interfaces; thus, enabling Communication between the different protocol layers of an MMT entity or between MMT entities to exchange feedback about an ongoing MMT delivery session in a standardized way. This feedback information may be faster and more accurate than end-to-end feedback information.
17.2 Contributions
	number
	Session
	Title
	Source
	

	m32303
	MMT
	Proposed Updates to MMT FEC
	c_tstock@qti.qualcomm.com
	Noted

	m32346
	MMT
	MMT CE Proposal: Error Concealment Mode Signaling
	Eun-Seok Ryu, Yong He, Yan Ye, Yuwen He (InterDigital)
	Noted

	m32347
	MMT
	MMT CE: Results on EC Mode Signaling
	Eun-Seok Ryu, Yong He, Yan Ye, Yuwen He (InterDigital)
	Noted

	m32363
	MMT
	[MMT] Update of ARQ feedback message for delay-constrained retransmission in MMT
	Chang Ki Kim, Kwang-deok Seo, Jeongju Yoo, Jin Woo Hong
	Accepted
N14140

	m32373
	MMT
	[MMT] Technical modification of MC signaling message in MMT
	Jeongju Yoo, Kwang-deok Seo, Chang Ki Kim, Jin Woo Hong
	Accepted
N14140

	m32382
	MMT
	MMT subADC CE: evidence for subADC
	Doug Young Suh, Yongwoo Cho, Doohyun Lee, Yoonseok Heo
	Noted

	m32421
	MMT
	Comments on MMT FDIS regarding identifier mapping within MP table
	Yong Han Kim
	Accepted
N14143

	m32422
	MMT
	Comments on MMT FDIS regarding HRBM and AL-FEC messages
	Yong Han Kim
	Accepted
N14143

	m32511
	MMT
	Discussion on ADC Information Signaling in MMT
	Youngwan So, Kyungmo Park
	Accepted
N14140

	m32562
	MMT
	FEC Type Modification for New FEC Signal & Framework
	Sunghee Hwang
	Noted

	m32563
	MMT
	Repair FEC Payload ID for New FEC Signal & Framework
	Sunghee Hwang
	Noted

	M32600
	
	On FEC signaling for MMT
	Cornelius Hellge, Manuel Hensel, Karsten Grüneberg,
	Noted

	M32601
	
	On use cases for MMT Repair FEC payload ID
	Cornelius Hellge, Manuel Hensel, Karsten Grüneberg,
	Noted

	M32603
	
	Preliminary report on MMT Core Experiment “Signalling of FEC Source Block”
	Karsten Grüneberg
	Noted

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


17.3 Summary of discussions
17.4 Action Points
	ISO/IEC DIS 23008-1
(SC 29 N 13484)
	Part 1: MPEG media transport (MMT)
	FDIS
(2014-
XX-XX)

	ISO/IEC 23008-1/DAM 1
(SC 29 N 13784)
	Part 1: MPEG media transport (MMT), AMENDMENT 1
	DAM
(2014-
04-13)

	ISO/IEC 23008-1/PDAM 2
(SC 29 N 13743)
	Part 1: MPEG media transport (MMT), AMENDMENT 2: Header Compression and Cross Layer Interface
	PDAM
(2013-
10-19)


18. MMT FEC (23008-10)
18.1 Topics
18.1.1 ISO/IEC 23008-10 1st edition
MMT defines several tools for error correction Such as Forward Error Correction (FEC) and retransmissions. A set of FEC codes is defined in 23008-10 that is shares a Common FEC framework. Additional codes may also be added . Some of the Currently defined FEC codes have enhanced support for Layered media
18.2 Contributions
	number
	Session
	Title
	Source
	

	M32626
	
	Proposed Updates of LDGM Codes in MMT FEC codes
	Takayuki Nakachi, Yoshihide Tonomura, Daisuke Shirai, Tatsuya Fujii
	Accepted
N14146

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


18.3 Summary of discussions
18.4 Action Points
	ISO/IEC DIS 23008-10
(SC 29 N 13917)
	Part 10: MPEG Media Transport Forward Error Correction (FEC) codes
	DIS (2014-05-06)


19. CI (23008-11)
19.1 Topics
19.1.1 ISO/IEC 23008-11 1st edition
MMT defines a composition layer to enable the authoring and delivery of rich media services. The Composition Information (Cl) is authored using HTML5 and thus exhibits all the Capabilities and tools availablefor HTML5. In addition, MMT CI provides tools to support dynamic media scenes and their delivery over unicast channels, authoring of content for secondary screens, as well as separation of media dynamics from scene setup. This is achieved in a backward compatible manner using a dedicated CI file that is in XML format.
19.2 Contributions
	number
	Session
	Title
	Source
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	

	
	
	
	
	


19.3 Summary of discussions
19.4 Action Points
	ISO/IEC DIS 23008-11
(SC 29 N 13937)
	Part 11: MPEG Media Transport Composition Information
	DIS (2014-05-13)


20. Image File Format (23008-12)
20.1 Topics
20.1.1 ISO/IEC 23008-12 Image File Format
20.2 Contributions
	number
	Session
	Title
	Source
	

	m32253
	File Format
	Constraint Signalling for HEVC coded Still Images and Image Sequences
	Vinod Kumar Malamal Vadakital, Miska M. Hannuksela, Jani Leinema
	Accepted N14148

	m32254
	File Format
	File format Support for Single HEVC Still Images
	Vinod Kumar Malamal Vadakital, Miska M. Hannuksela, Jani Leinema
	Noted

	m32313
	File Format
	HEVC Still images and Exif in the ISO Base Media File Format
	David Singer, Chris Flick
	Noted

	M32647
	
	Wrapping HEVC in JPX
	Thomas Richter
	Noted

	
	
	
	
	


20.3 Summary of discussions
20.3.1 m32253
Constraint Signalling for HEVC coded Still Images and Image Sequences

Accepted into the still image format with (a) maxrefpic==15 meaning ‘whatever the level allows’ and no optional box() at the end.

20.3.2 m32254
File format Support for Single HEVC Still Images

Thank you for the nice discussion of the various possibilities.  We initially focused on the simple case (e.g. non-tiled, no layering etc.). We do need to consider tiling, scalability, and so on, at some point.

We noted that in option 3, we think that JP2/JPX were designed as “Jpeg2000 formats” and not layered as “still image formats” which initially are used to contain Jpeg2000. We think it would need a lot of work. However, we note that the both the track and meta-box options reference image data by pointer/offset, so it could indeed still be possible to have the image data in a ‘codestream’ box.

It’s clearly true that if sequences with times are needed or useful, a track structure does the job. But people on the web want to load images fast, and have something simple.

We note that there is a need for a format for responsive images, in which one can select an image from a set by choosing based e.g. on DPI. It’s not clear whether this drives us in any direction, however.

20.3.3 m32313
HEVC Still images and Exif in the ISO Base Media File Format
Thank you.  We note that prediction (P/B pictures) don't fall so easily into the meta-box, but it can be done (using item references). We might prefer to say that if you need inter-prediction, you should use a track, however. We note that the problem of item/track cross-references is probably soluble (shared number space, fragment references, using meta boxes embedded in tracks).

 We wonder about saying that single images, or ‘bags’ of images (that have no ordering, timing etc.) are in a meta-box, but as soon as there is a ‘sequence’, prediction, or timing, you use a track.  So, an ‘animated GIF’ would probably need a metabox and a track?

What is the ‘overhead’ of these approaches?  We estimate a metabox around 50 bytes, and a track around a few hundred (perhaps 400 bytes)?

It does seem that the JP2 approach has less applicability: the format would need a lot of adjustment (it wasn’t designed as an extensible general image or media file format), and the fact that it doesn’t use offset/pointer makes it less flexible to ‘multi-headed’ approaches. (But see below for the JPX discussion).
The meta-box does have some interesting tools that tracks lack (notably the extents provision, which allow progressive interleaved loading, naming, and so on).

We need to be careful with branding and documenting (notably branding is currently ‘or’ only). Branding should be much clearer about requirements (a) of what must be in the file and (b) what a reader must support (a larger list).

We initially focused on the simple case (e.g. non-tiled, no layering etc.). We do need to consider tiling, scalability, and so on, at some point.

We’ll need NB support but we already have Finland, Italy, Germany, Sweden, France, Austria and (pending confirmation) the USA.

We note that the term ‘meta box’ is getting seriously strange when it’s used like this for primary media data. We probably need to call it the ‘untimed stuff’ container…
20.3.4 m32647
Wrapping HEVC in JPX (JPEG Submission)
 (Submitted to JPEG as document number wg1n6614).

(Notes that JPX carries Exif , see wg1n4491.) Thank you for the input. The author (and room) were not sure how many use cases were covered by this; it’s probably more applicable to the still images use cases (rather than sequences). The extraction use-cases are interesting, because of the sharing of data that optimizes this (including meta-data). Some applications require that meta-data be kept intact as this extraction happens.

* * * * *

(Note, requirements were set in Geneva in documents w13882 (sequences) and w13823 (stills)).

In discussion with JPEG we reviewed the two contributions to MPEG again, and the JPEG contribution. We discussed about light-field imaging; perhaps multi-view could use regular codecs and suitable file format structures.

The W3C has work ongoing on ‘responsive images’ where the terminal picks the most suitable coding variant for a particular task (e.g. display related to the DPI, color gamut, etc.). We should explore what they are doing.

We should liaise anything we do with Exif to the appropriate body; TC42 was suggested, but perhaps JEITA (as the owners) would be more suitable.

We would like to verify the questions above, and whether the single-image case could/should JPX, particularly by analysis against the requirements. There is also a desire to look carefully at the meta-data support, particularly related to redundancy reduction etc. related to image sequences, and picking images out of sequences.

We note that JPX support could be developed later, additionally to the meta-box support;  but we currently lack a person with the knowledge, skills, and time to develop this as a proposed specification.

We would like simple files (in concept) to be simple;  and we’d also like the ‘learning curve’ to be not too steep; whether this helps us settle the direction is less clear. We would not wish to issue a CD and then change direction (though adding JPX would be fine).

We have 3 major application types: two are closely related to video, and one pure still picture. So being ‘close’ to the ISO BMFF might help. We can certainly embed a meta-box in a track and use it to ‘annotate’ video in the same way as it annotates stills.

We lean to going to CD (and discussing the results in Sapporo, as balloting won’t close before Valencia). We should load the CD into the JPEG repository as a courtesy (and also the 2 requirements documents, separately).

20.4 Action Points
	ISO/IEC DIS 23008-11
(SC 29 N 13937)
	Part 11: MPEG Media Transport Composition Information
	DIS (2014-05-13)


21. MMT Implementation Guide (23008-13)
21.1 Topics
21.1.1 ISO/IEC 23008-13 1st edition
The MMT Implementation Guidelines describe the usage of MMT for different media delivery scenarios. It describes the different functions that MMT provides and shows using examples how they can deployed separately or together to realize a media delivery service.
21.2 Contributions
	number
	Session
	Title
	Source
	

	m32318
	MMT
	Implementation Guidelines on Low Delay MMTP Streaming
	Imed Bouazizi
Youngkwon Lim
Kyungmo Park
	Accepted
N14149

	m32319
	MMT
	Implementation Guidelines on Error Resilience and Error Recovery in MMTP Straming
	Imed Bouazizi
Youngkwon Lim
Kyungmo Park
	Accepted
N14149

	m32320
	MMT
	Implementation Guidelines on DASH Content over MMTP
	Imed Bouazizi
Youngkwon Lim
Kyungmo Park
	Accepted
N14149

	m32559
	MMT
	MMT FEC Parallel Processing
	Sunghee Hwang
	Accepted
N14149

	m32339
	MMT
	Integrity Protection in MMT
	Yongliang Liu, Xin Wang, 
	Accepted
N14149

	m32597
	
	QoS management for MMT IG
	
	Accepted
N14149


21.3 Summary of discussions
21.4 Action Points
22. Media presentation description and segment formats (23009-1)
22.1 Topics
22.1.1 ISO/IEC 23009-1 Media presentation description and segment formats
22.2 Contributions
	Number
	Session
	Title
	Source
	Dispositions

	m32190
	DASH
	Analysis of Dependency and Association Relationships of Representations in DASH
	Xin Wang, Shaobo Zhang
	Noted

	m32198
	DASH
	Signalling of Quality Information in DASH
	Shaobo Zhang, Xin Wang
	Noted

	m32202
	DASH
	additional parameters proposal on CE SRD
	Mitsuhiro Hirabayashi, Sally Hattori
	Noted

	m32204
	DASH
	DASH: Additional Parameters for Spatial Relationship Description (in CE-SRD)
	Shuichi Watanabe, Yasuaki Tokumo
	Noted

	m32230
	DASH
	Additional attributes for DASH media presentation
	Jin Young Lee, Kugjin Yun, Won-Sik Cheong, Gwangsoon Lee, Namho Hur, Truong Cong Thang
	Noted

	m32269
	DASH
	Making DASH cache friendly
	Charline Taibi, Remi Houdaille, Guillaume Bichot
	Noted

	m32283
	DASH
	Next segment signaling via HTTP HEAD requests - TuC
	Emmanuel Thomas
	Noted

	m32288
	DASH
	MPD update triggering message â€“ CE-SAND
	Emmanuel Thomas
	Noted

	m32289
	DASH
	DASH sessions arbitration driven by a DANE
	Remi Houdaille, Stephane Gouache, Charline Taibi, 
	Noted

	m32291
	DASH
	Metadata Representation Carrying Green Information Signalling for DASH
	P.Gendron (Thomson Video Networks), X. Ducloux (Thomson Video Networks), J. Le Feuvre (Telecom-Paristech), 
	Noted

	m32292
	DASH
	QoS parameter message â€“ CE-SAND
	Emmanuel Thomas
	Noted

	m32293
	DASH
	Cooperative operation of multiple DASH clients
	Stephane Gouache, Remi Houdaille, Mary-Luc Champel
	Noted

	m32294
	DASH
	Remote management of DASH client populations
	Stephane Gouache, Remi Houdaille, Mary-Luc Champel
	Noted

	m32296
	DASH
	CE Report on SAND
	Thomas Stockhammer
	Noted

	m32297
	DASH
	CE SAND: DASH Metrics Review
	c_tstock@qti.qualcomm.com
	Noted

	m32298
	DASH
	Improved Support for Live 24/7 Services
	c_tstock@qti.qualcomm.com
	Accepted
N14136

	m32299
	DASH
	Corrigenda Issues for MPEG-DASH
	c_tstock@qti.qualcomm.com
	Accepted
N14132

	m32316
	DASH
	MPD Signaling of Controlled Playback Behavior
	Imed Bouazizi
	Noted

	m32321
	DASH
	Extended profiles for DASH
	Alex Giladi
	Accepted
N14133

	m32323
	DASH
	CE Report on AUTH
	Ozgur Oyman
	Noted

	m32324
	DASH
	Proposed Signaling for AUTH
	Ozgur Oyman, Kilroy Hughes
	Accepted
N14183

	m32325
	DASH
	On SAND CE: QoS Signaling for DASH and Proposed Client Adaptation Guidelines
	Ozgur Oyman, Vishwanath Ramamurthi
	Noted

	m32326
	DASH
	On SAND CE: Proposed Metrics for Server-Client Signaling Interface
	Mohamed Rehan, Rana Morsi, Ozgur Oyman, Vishwanath Ramamurthi
	Noted

	m32331
	DASH
	Update on URL Query Parameter Insertion and Addition in DASH TuC
	Xin Wang, 
	Accepted
N14133

	m32332
	DASH
	DASH SAND CE: QoS negotiation mechanism and QoS signalling parameters
	Xin Wang, Lei Zhou, Yuqun Fan
	Noted

	m32333
	DASH
	DASH CBC CE: Contribution to Client Behavior Control
	Shaobo Zhang, Xin Wang, Yongliang Liu, Roy Yue, Yuqun Fan, 
	Noted

	m32334
	DASH
	DASH URLAuth CE: Contribution to URL Authorization and Content Access
	Yongliang Liu, Xin Wang, Shaobo Zhang, 
	Noted

	m32392
	DASH
	DASH and IDMS
	Benjamin Rainer, Christian Timmerer, Stefan Lederer, Christopher MÃ¼ller
	Noted

	m32449
	DASH
	Scalable HEVC (SHVC) for DASH
	Kemal Ugur, Miska M. Hannuksela (Nokia)
	Noted

	m32473
	DASH
	DASH requirement modifications for supporting Spatial Relationship Description feature
	Rofb Koenen, Emmanuel Thomas
	Noted

	m32490
	DASH
	Improvement proposal of TuC on SRD
	Mitsuhiro HIrabayashi, Sally Hattori
	Noted

	m32492
	DASH
	DASH: Light Weight Video Fingerprints for Video Playback Verification
	Zhu Li, Imed Bouazizi
	Noted

	m32543
	DASH
	DASH-CE report on SRD
	Franck Denoual, FrÃ©dÃ©ric MazÃ©, Emmanuel Thomas
	Noted

	m32552
	DASH
	Stream conditioning considerations for repurposing transport streams for ABR streaming
	Mukta Kar; m.kar@cablelabs.com, Yasser Syed; Yasser_Syed@cable.comcast.com
	Noted

	M32620
	
	DASH CCB CE Report
	
	Noted

	M32609
	
	Proposal for SAND Parameters
	
	Noted


22.3 Summary of discussions
22.3.1 m32543
DASH-CE report on SRD

Summary: Report of the CE.

Resolution:

1. Close the CE since we have achieved a solution for SRD.
2. Update TuC according the following accepted contributions.
3. To be included in the next Part 1 amendment.
22.3.2 m32202
additional parameters proposal on CE SRD

Summary: states the possible problem with HEVC tiling, in which 4 SRD tiles may refer to same HEVC stream, due to the method of tiling in HEVC. 

Resolution: Since the file format breakout group is working on supporting HEVC tiles using separate track per tile, we recommend to wait for such solution which may possibly solve the above problem and then review whether any additional solution is needed in DASH.

22.3.3 m32204
DASH: Additional Parameters for Spatial Relationship Description (in CE-SRD)

Summary: Proposes 

1. Explicit signaling whether the SRD parameters are in pixel or arbitrary unit.

2. Signaling the ROIs relationships across the periods.

Resolution: 

1. The solution provided in TuC supports arbitrary unit which covers pixel unit as a specific case. The TuC text will be corrected to reflect that.

2. The continuity of adaptation sets across the periods is a more general issue. We recommend to investigate whether such continuity needs to be signaled and what it means. We recommend to receive contributions on uses-cases, benefits, and the possible methods of the signaling at the 108th meeting.
22.3.4 m32473
DASH requirement modifications for supporting Spatial Relationship Description feature

Summary: propose clarifying the SRD requirements to indicate there is not additional resources needed in client for zooming and other operations.

Resolution:  To be added to the CE description.
22.3.5 m32490
Improvement proposal of TuC on SRD

Resolution: Accepted to add the groupid at the end of “value” attribute.

Summary: Proposes using descriptorType@id for grouping tiles, changing the meaning of the id at the client. Also it was suggested that this can be signaled using viewpoint descriptor.  Since we recommend not changing the existing definition in the spec, we recommend that this parameter to be added at the end of  the value attribute. 

22.3.6 m32230: Additional attributes for DASH media presentation

Summary: Proposes adding bit depth attribute to Rep and mx/min bit depth to adaptation set.

Resolution: The bit depth attribute is one of characteristics that should be signaled with codec independent code points. Furthermore, some of the codec profiles already defines the coded bit depth. Since this CE needs further investigation on the source/display characteristics, we recommend the CE continues.

22.3.7 m32323 CE Report


Summary: overall report

Resolution: Since this CE achieved its goals, we recommend to close this CE.
22.3.8 m32324
Proposed Signaling for AUTH

Summary: proposes to use EssentialProperty to signal client authentication and access control.
Resolutions: 

1. Adopt in TuC with modification mentioned above.

2. Plan to be added into the next amendment.

3. To resolve the backward compatibility either by considering a new profile or namespace extension.

22.3.9 m32334
DASH URLAuth CE: Contribution to URL Authorization and Content Access 

Summary: Proposes elements for authorization, defining where to get the authorization, and where to show it.

Resolution: m32324 addresses the same using the existing EssentialProperty Descriptor with some modification which is preferred.

22.3.10 m32299:
Corrigenda Issues for MPEG-DASH
Summary: 3 purely editorial issues with 2nd FDIS. We prefer to correct the FDIS before going to publication if it is allowed. Otherwise, we may need to do a corrigenda on 2nd Edition.

22.3.11 m32620: DASH CCB CE Report

Summary: Every piece of content needs to be decrypted, a token is derived from the content, and client authenticate using a verification server before playing back using the next piece of the content.  This approach works for preroll ads but not for midroll, because the client can do enough look-ahead before getting to ad and download it ahead of time and skip the ad when it gets to its playtime. Alternatively, if the main content is also used to create the token/access token, then client cannot do random seeking on the main content.

Resolution: Will continue the CE to develop a single solution for preroll and midroll ads.

22.3.12 m32316: MPD Signaling of Controlled Playback Behavior

Summary: A new MPD element is proposed to describe the content dependency to another period, adaptation set, representation or segment. One contribution provides a mechanism for hash codes, MD5. For authorization, HTTP authorization using RFC2617 is suggested.
22.3.13 m32333: DASH CBC CE: Contribution to Client Behavior Control

Summary: similar to 332316. Add a new use case of limiting the download pace. Has similar element. Still needed to define dependencies and verification server.

22.3.14 m32492: DASH: Light Weight Video Fingerprints for Video Playback Verification

Summary: provides a mechanism to create fingerprint for content.

22.3.15 m32296
CE Report on SAND
Summary: Summarized all contributions and provides recommendation how to continue the CE.
Resolutions: 
1) Remove the SAND arrow from Regular Network Element to DASH client. It is not in the scope of this CE.

2) Use the summarized proposed parameters in 3 tables: DASH metrics, SAND and PED to define the scope of CE.

3) The CE scope is focused to review each proposed parameter in the tables, define a clear definition and demonstrate the usefulness of parameter. If a (metric) already exists, use that metric or show how the new metric can be derived from existing DASH metric. 

4) Evaluation: provide clear evidence on how the client use a parameter for improving its streaming session or overall streaming among many clients.

5) The participants in CE should collaborate to define the parameter definitions between two meetings and report one set of definition to the next meeting.

6)  CE’s scope includes the message format framework and the corresponding default protocol between different entities in CE architecture. Proposals are welcomed in this topic for the next meeting.

Milestones:

· Feb 21: first review of the table: all definitions must be clear and agreed.

· March 15: evidence of usefulness

· April: common report

.

22.3.16 m32269
Making DASH cache friendly

Summary: This document addresses the following signalling

· METRICS - DASH client to the DANE: preferred and alternative Representations. However, this interface is not fully considered in the architecture.

· SAND - DANE to DASH client: DANE hierarchy (This is in the context of SAND)

· PED - Media Origin to DANE: Insert dedicated caching directives.

In order to progress, classification of parameters is necessary. Further evidence on the usefulness may be helpful.

Resolution: Suggest to map the use cases and parameters to the CE classification and bring back specific parameters.
22.3.17 m32288
MPD update triggering message CE-SAND

Summary: Defines SAND parameter: 1) the MPD will expire t sec in wall clock time from now 2) Providing the means of getting a new MPD, including a URL.

Resolution: Added to SAND table.

22.3.18 m32289
DASH sessions arbitration driven by a DANE

Summary:

· It is proposed to provide the following information to a DANE:

· the capacity of a given network link

· client session status from the DASH client to DANE 

· DANE should be informed of general quality requirements/policies to be able to determine appropriate network resources allocations.

· Based on this information it is proposed that the client is controlled by traffic management in the DANE.

· It is recommended that:

· Allow DANE to be informed of networking conditions by other elements.
· Allows DANE to communicate to other DANE.

· Allow DANE to be directly informed of session status/details from the clients.

· Allow DANE to be configured with profiles/policies regarding the rules for how to manage overall quality of multiple sessions.

· Relation to existing metrics for the DASH client to DANE session information.

Recommendation:

1) Include and review the proposed DASH metric along with other proposals.

2) For now, DANE to DANE is not priority to address and therefore is not currently included in CE scope.
22.3.19 m32292
QoS parameter message CE-SAND

Summary: define a QoS parameter set that defines

· MinGuaranteedBandwidth: Indicates minimum guaranteed bandwidth available for the client

· MaxGuaranteedBandwidth: Indicates maximum guaranteed bandwidth available for the client

· PacketLossRateInPercent: Indicates the percentage of packet loss

· Delay: Indicate delay for an HTTP request between the client and the server

· Jitter: Indicate the jitter related to the Delay element

Resolution:  Needs to refine the definitions to be exact. There is a general agreement that these parameters (beside the packet-loss) are useful, but the usefulness/how they can be used, needs to be shown. These parameters are included in the CE tables.
22.3.20 m32293
Cooperative operation of multiple DASH clients

Summary: proposes signaling options from the DANE to the DASH client for various usecases. It lists some of the general parameter notions and proposes two possible method of signaling: SAND or as part of MPD. It also recommends

· Permit DASH clients to exchange session information using SAND/metrics interfaces.

· Provide means for DANEs to announce the capacity of the bottleneck shared by the clients for better operation and faster convergence.

· DANEs to announce a recommended representation to each DASH client

Resolution: we ask the proponents to define and propose the specific parameters next time and then they will be reviewed using the evaluation process along with other parameters.
22.3.21 m32294
Remote management of DASH client populations

Summary: 

· Proposes SAND parameters for: aggressiveness of client adaptation frequency, maximum buffer, max data rate.

· Proposes DASH metrics such as bit rates, # of switching times, size/time of each level, etc.

Resolution:

· Bring the evidence for usefulness of “aggressiveness” i.e the hint for the client for recommended max frequency of switching to the next meeting.

· DASH metrics needs to be studied in a single table and define if any of the suggested ones are missing and whether are useful.

22.3.22 m32297
CE SAND: DASH Metrics Review
Summary: a review of existing DASH Metrics.

Recommendation: study the following:

1. Use DASH Metrics as the starting/reference point for this CE.

2. Map the various proposed DASH metrics to existing one and whether we have full coverage already.

3. Check whether some of new metrics be derived from the existing ones.

22.3.23 m32325
On SAND CE: QoS Signaling for DASH and Proposed Client Adaptation Guidelines
Summary: Similar to m32292, proposes QoS parameters for SAND. It also define a mechanism for signalling QoSParameters in MPD.

Recommendation: We will focus on the parameter definition and usefulness at this stage and we will address delivery later. Since the proposed parameters are same as m32292, the parameters are already included in CE’s tables.
22.3.24 m32326
On SAND CE: Proposed Metrics for Server-Client Signaling Interface
Summary: defines a list of parameters, some are metrics, some are control commands from client to DANE, some are from server to client (SAND).

Recommendation: Review the parameters in the combined table along the others. Separate the control commands from the rest, as they do not fit in our CE model.
22.3.25 m32332 DASH SAND CE: QoS negotiation mechanism and QoS signalling parameters

Summary: defines a list of parameters, some are metrics, some are control commands from client to DANE, some are from server to client (SAND).

Recommendation:

1) Separate DASH metrics vs SANDS. The1st table and the 2 first parameters of the 2nd table are SAND and Metrics respectively.

2) The rest of the parameters seem from DANE to client to 3rd party reporting server or provider/subscriber manager system. They need to be defined as SAND or Metric or divided to two parameters.

22.3.26 m32609 Proposal for SAND Parameters

Summary: A use case is described for multiple clients to sync the playout schedule of a program in sync. In this CE’s context:

1. Clients provide playout schedule (DASH Metric) to a 3rd party server. They do it continuously.

2. The 3rd party server providers a SAND parameter suggesting the playout position for a certain wall clock time dynamically.

Recommendation: Add the above two parameters in the tables.

22.3.27 m32392
DASH and IDMS

Summary: proposes 6 SAND parameters.

Recommendation: to be included in SAND table to be reviewed and compared with other SAND parameters.
22.3.28 m32190: Analysis of Dependency and Association Relationships of Representations in DASH 

Summary: demonstrates that association and dependency has different requirements/meaning and therefore the dependentID with its current definition is not suitable for association.
22.3.29 m32198: Signalling of Quality Information in DASH

Summary:  Proposes a new element for metadata track, equivalent of adaptation set.

Resolution: a simpler solution seems to be either

1. Expand the definition of dependencyId to be association when the representation is a metadata track.

2. Introduce a new attribute: associationId.

It seems (2) is preferable to (1). We need to investigate other possibilities. We will make the decision next meeting.
22.3.30 m32291
Metadata Representation Carrying Green Information Signalling for DASH

Summary: FF will support green metadata track including two codec types. Proposes to create green metadata adaptation sets for each of these codecs. The metadata needs to be linked to video presentation. It is proposed to use dependencyID to link the representation across the corresponding adaptation sets.

Resolution: The only additional signaling is needed in DASH is linking the green information and the corresponding representations. We will address this need with quality metadata tracks.
22.3.31 m32298
Improved Support for Live 24/7 Services 

Summary: three proposal to improve live:

1) adding more formats to time synchronization

2) Respond with time reference with HTTP request respond.

3) adding special periods for blackouts

22.3.32 m32321
Extended profiles for DASH 

Summary: Proposes the profile for use of xlink, asset identifier, ISOBMFF Live and On-Demand, excluding multiplex reps of those profile. 

DASH-IF & DVB are supporting such profile.

3GPP said some members have concern about excluding multiplex.

Resolution: Since there is urgency, we would like to start an amendment to define this profile. Name of this profile: ISOBMFF High Profile.

22.3.33 m32449
Scalable HEVC (SHVC) for DASH 

Summary: overview of SHVC features, including no need for specific layer codes, start of enhance layered from base layer and RoI coding for information.

Resolution: interested parties review and bring contributions on how SHVC can be supported in DASH.

22.3.34 m32552
Stream conditioning considerations for repurposing transport streams for ABR streaming
Summary: Overview of CableLabs’ Adaptive Transport Stream (ATS) specification. A mechanism to create DASH content on demand in just in time fashion. The input is multirate MP2TS streaming, each of which can be played by a MPEG2 legacy decoder. The helper/JCP packages in fragments and creates the MPD. It supports multiple formats including HDS, DASH, HLS, etc. this is in contracts of the traditional approach that for each format, a transcoder & packager is used. Here, transcode is separate than the packager and same transcoder is used with packager for multiple formats. This specification is complimentary to EBP.

22.3.35 m32283
Next segment signaling via HTTP HEAD requests – TuC

Summary: Proposes the http head request to be used instead of http header extension. Header extension is part of HTTP1.1. Also the current solution doesn’t require a new request, while head request needs a new separate request. The header extension also doesn’t require the CDN to take any specific action, while head request needs a response by CND.

Resolution: Move this section of TuC to SAND CE to further evaluate.
22.3.36 m32331
Update on URL Query Parameter Insertion and Addition in DASH TuC 
Summary:

 1) Annex E conflict: how to use URL query parameter insertion with Annex E, by defining the order: first apply TuC and then Annex E. 

2) hashing conflict: the right order: 1) TuC 2) Annex E 3) Signature/hashing.

3) MPD update: we didn’t identify any problem

4) xlink process is not an issue.

5) Suggest to use essential/supplementary property to convey query information instead of using an explicit element such as UrlQueryString.

22.4 Action Points
	ISO/IEC FDIS 23009-1 2nd Edition
(SC 29 N 13848)
	Part 1: Media presentation description and segment formats
	FDIS
(2014-01-27)


23. Conformance and Ref. SW. for DASH (23009-2)
23.1 Topics
23.1.1 ISO/IEC 23009-2 1st edition
23.2 Contributions
	Number
	Session
	Title
	Source
	Dispositions

	m32300
	DASH
	On Conformance and Test Vectors for MPEG-DASH
	c_tstock@qti.qualcomm.com
	Accepted
N14137

	m32317
	DASH
	Updated reference software for ISO/IEC 23009-4
	Alex Giladi
	Accepted
N14137

	m32390
	DASH
	Input on DASH reference software and conformance (libdash update)
	Christopher MÃ¼ller, Reinhard Grandl, Christian Timmerer
	Noted

	m32391
	DASH
	Input on DASH reference software and conformance (MPD validation updates)
	Benjamin Rainer, Christian Timmerer
	Noted


23.3 Summary of discussions
23.3.1  m32300 On Conformance software

Summary: Proposing a method of defining the optional features of parts, creating an extensive table of the features and cross checking the existence of each option per feature against the existing conformance vectors and reference software to identify the gaps.
Resolution:

· Updated the work plan.

· The ad-hoc  will have the mandate to complete the coverage map by the next meeting: 

1. Thomas/Waqar (Qualcomm) to fill the feature list in the table

2. Christian/others study the completeness, and to what extend is supported in existing Part 2 documentation and software 

3. Waqar writes and runs the scripts to generate the coverage of test vectors.

4. Everyone review and provide feedback.

Volunteers:

a. MPD: Cyril, 

b. ISOBMFF: Cyril, Ingo, Iraj, Kilroy, 

c. M2TS: Alex, Comcast, CableLabs
23.3.2 m32317
Updated reference software for ISO/IEC 23009-4

Disposition: Accepted. To be included in Part 2 2nd Ed WD.

Summary: Conformance software for Part 2. Separate executable from existing Part 2. No test vectors yet. Needs to be checked in terms of coverage and completeness. Needs also conformance vectors. Expected to be completed in the next meeting. 

Resolution:

1. Check and include in Part2 2nd Ed WD at this meeting.

2. Huawei will check the completeness and conformance (with help from Alex).

23.3.3 m32390
Input on DASH reference software and conformance (libdash update)

Disposition: Noted.

Summary: libdash is updated according to Part 1  2nd Ed. 

Resolution: Experts should review the code.

23.3.4 m32391
Input on DASH reference software and conformance (MPD validation updates)

Disposition: Noted.

Summary: updated according to Part 1  2nd Ed.

Resolution: Experts should review the code.
23.4 Action Points
	ISO/IEC FDIS 23009-2
(SC 29 N 13786)
	Part 2: Conformance and reference software
	FDIS
(2014-01-11)


24. Implementation Guidelines (23009-3)
24.1 Topics
24.1.1 ISO/IEC 23009-3 1st edition
24.2 Contributions
	Number
	Session
	Title
	Source
	Dispositions

	
	
	
	
	

	
	
	
	
	


24.3 Summary of discussions
24.4 Action Points
	ISO/IEC DTR 23009-3
(SC 29 N 13873)
	Part 3: Implementation guidelines
	DTR
(2014-XX-XX)


25. User Description
25.1 Topics
25.1.1 User Description
The MPEG User Description (MPEG-UD) aims to provide interoperability among various personalized applications and services. A user can store all his information in the MPEG-UD. The MPEG-UD may be safely and securely managed by the users, e.g. by separating between public and private encrypted data. Some data is static in while other data is dynamic.
25.2 Contributions
	Number
	Session
	Title
	Source
	Dispositions

	m32280
	User Description
	Updated MPEG UD technology
	Mihai Mitrea, Bojan Joveski
	Accepted
N14185

	m32384
	User Description
	A Proposal of Common Data Types for MPEG-UD
	Jaewon moon, Tae-Boem Lim, SeungWoo Kum, KyungWon Kim, Kyoungro Yoon, Min-Uk Kim, HyoChul Bae
	Accepted
N14185

	m32385
	User Description
	A Proposal of Architecture for MPEG-UD User Description
	Jaewon moon, Tae-Boem Lim, SeungWoo Kum, KyungWon Kim, Kyoungro Yoon, Min-Uk Kim, HyoChul Bae
	Accepted
N14185

	m32386
	User Description
	A Proposal of Architecture for MPEG-UD Context Description
	Kyoungro Yoon, Min-Uk Kim, HyoChul Bae, jaewon moon, Tae-Boem Lim, SeungWoo Kum, KyungWon Kim
	Accepted
N14185

	m32387
	User Description
	A Proposal of Architecture for MPEG-UD Service Description
	Jaewon moon, Tae-Boem Lim, SeungWoo Kum, KyungWon Kim, Kyoungro Yoon, Min-Uk Kim, HyoChul Bae
	Accepted
N14185

	m32388
	User Description
	A Proposal of User Type for SD and RD
	Jaewon moon, Tae-Boem Lim, SeungWoo Kum, KyungWon Kim, Kyoungro Yoon, Min-Uk Kim, HyoChul Bae
	Accepted
N14185

	m32460
	User Description
	A Proposal for MPEG-UD User Description Applicable to Visual Communications
	Sanghyun Joo, Jae-Sook Cheong, Jiwon Lee, Si-Hwan Jang, Hyung-Gi Byun
	Accepted
N14185

	m32461
	User Description
	A Proposal for MPEG-UD Context Description Applicable to Visual Communications
	Sanghyun Joo, Jae-Sook Cheong, Jiwon Lee, Si-Hwan Jang, Joohee Byon, Hyung-Gi Byun
	Accepted
N14185

	m32462
	User Description
	A Proposal for MPEG-UD Recommendation Description Applicable to Visual Communications
	Sanghyun Joo, Jae-Sook Cheong, Jiwon Lee, Si-Hwan Jang, Hyung-Gi Byun
	Accepted
N14185

	m32464
	User Description
	A Proposal for MPEG-UD Service Description Applicable to Visual Communications
	Sanghyun Joo, Jae-Sook Cheong, Jiwon Lee, Si-Hwan Jang, Joohee Byon, Hyung-Gi Byun
	Accepted
N14185

	m32509
	User Description
	A Proposal on User Description Schema for MPEG-UD regarding language element
	Miran Choi, Sanghun Kim, YoungGil Kim, Hyun Ki Kim
	Accepted
N14185


25.3 Summary of discussions
25.4 Action Points
26. Exploration
26.1 Topics
26.1.1 Uniform Timeline Alignment
26.2 Contributions
	Number
	Session
	Title
	Source
	Dispositions

	m32404
	Plenary
	Discussion paper on Media Synchronization
	Hans Stokking, Emmanuel Thomas, Rob Koenen (TNO), Jack Jansen, Pablo Cesar (CWI), 
	Noted

	m32572
	Plenary
	On Exploration of â€œUniform Signaling for Timeline Alignmentâ€�
	Youngkwon Lim, Imed Bouazizi
	Noted

	
	
	
	
	


26.3 Summary of discussions
26.4 Action Points
27. References
27.1 Timeline of standards under development
	14.1.1 Pr
	Pt
	Edit.
	Project
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	CfP
	WD
	CD
DCOR
PDAM
PDTR
	DIS
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	2013
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	2013
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	2013
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	2012
	AMD2
	Support of Timed Text
	
	
	12/07
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	2012
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	2012
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	2013
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	2013
	AMD1
	Enhanced support of HEVC
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	2004
	AMD1
	Font data descriptions
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	13/11
	14/01
	14/04
	14/10

	4
	28
	2012
	COR
	
	
	
	12/10
	
	13/08

	4
	28
	201x
	AMD1
	
	
	
	13/11
	14/04
	14/10

	4
	30
	201x
	1st ed.
	Timed Text and Other Visual Overlays
	
	
	12/10
	13/01
	13/08

	21
	8
	2004
	AMD 3
	CEL Conformance and Reference SW
	
	
	13/04
	13/08
	14/04

	21
	21
	201x
	1st ed.
	Media Context Ontology
	
	
	
	
	13/08

	A
	10
	201x
	COR1
	
	
	
	13/08
	
	14/01

	A
	10
	201x
	AMD1
	Conformance and Reference SW
	
	
	
	13/04
	13/11

	A
	10
	201x
	DCOR1
	
	
	
	13/11
	
	14/04

	A
	11
	2012
	AMD3
	Support of movie fragment structure
	
	
	12/10
	13/04
	13/11

	A
	15
	201x
	1st ed.
	Multimedia Preservation AF
	
	13/04
	
	
	

	B
	7
	201x
	2nd ed.
	Common Encryption for ISOBMFF
	
	
	13/04
	13/08
	14/04

	B
	8
	201x
	AMD 1
	Codec independent code points
	
	
	
	
	

	B
	9
	201x
	1st ed.
	Common Encryption for MPEG-2 TS
	
	
	12/10
	13/04
	13/11

	U
	1
	201x
	COR2
	
	
	
	13/04
	
	13/11

	U
	3
	201x
	AMD1
	Conformance & Reference SW
	
	
	12/05
	14/01
	14/07

	D
	1
	201x
	AMD1
	Event Messages and Extended Audio Channel Configuration
	
	
	12/10
	13/01
	13/08

	D
	2
	201x
	1st
	Conformance & Reference SW
	
	
	12/02
	12/05
	13/08

	D
	3
	201x
	1st 
	Implementation Guideline
	
	
	12/05
	
	13/01

	D
	4
	201x
	1st 
	Format independent segment encryption
	
	
	12/05
	12/10
	13/04

	H
	1
	201x
	1st 
	MMT
	
	
	
	13/04
	13/11

	H
	1
	201x
	AMD1
	Additional technologies for MMT
	
	
	13/04
	13/08
	14/04

	H
	10
	201x
	1st 
	MMT FEC Codes
	
	
	13/04
	13/11
	14/07

	H
	11
	201x
	1st 
	MMT CI
	
	
	13/08
	14/01
	14/07

	H
	12
	201x
	1st 
	MMT Implementation Guidelines
	
	13/04
	14/01
	14/04
	14/10


27.2 Standing Documents

	Pr
	Pt
	Documents
	No.
	Meeting

	1
	1
	MPEG-1 White Paper – Multiplex Format
	N7675
	05/07 Nice

	1
	1
	MPEG-1 White Paper – Terminal Architecture
	N7676
	05/07 Nice

	1
	1
	MPEG-1 White Paper – Multiplexing and Synchronization
	N7677
	05/07 Nice

	2
	1
	MPEG-2 White Paper – Multiplex Format/
	N7678
	05/07 Nice

	2
	1
	MPEG-2 White Paper – Terminal Architecture
	N7679
	05/07 Nice

	2
	1
	MPEG-2 White Paper – Multiplexing and Synchronization
	N7680
	05/07 Nice

	2
	11
	MPEG-2 White Paper – MPEG-2  IPMP
	N7503
	05/07 Poznan

	4
	1
	MPEG-4 White Paper – MPEG-4 Systems
	N7504
	05/07 Poznan

	4
	1
	MPEG-4 White Paper – Terminal Architecture
	N7610
	05/10 Nice

	4
	1
	MPEG-4 White Paper – M4MuX
	N7921
	06/01 Bangkok

	4
	1
	MPEG-4 White Paper – OCI
	N8148
	06/04 Montreux

	4
	6
	MPEG-4 White Paper – DMIF
	N8149
	06/04 Montreux

	4
	11
	MPEG-4 White Paper –  BIFS
	N7608
	05/10 Nice

	4
	12
	MPEG-4 White Paper – ISO File Format
	N8150
	06/04 Montreux

	4
	14
	MPEG-4 White Paper – MP4 File Format
	N7923
	06/01 Bangkok

	4
	15
	MPEG-4 White Paper – AVC FF
	N7924
	06/01 Bangkok

	4
	13
	White Paper on MPEG-4 IPMP
	N7505
	05/07 Poznan

	4
	13
	MPEG IPMP Extensions Overview
	N6338
	04/03 München

	4
	17
	White Paper on Streaming Text
	N7515
	05/07 Poznan

	4
	18
	White Paper on Font Compression and Streaming
	N7508
	05/07 Poznan

	4
	20
	Presentation Material on LASER
	N6969
	05/01 Hong-Kong

	4
	20
	White Paper on LASeR
	N7507
	05/07 Poznan

	4
	22
	White Paper on Open Font Format
	N7519
	05/07 Poznan

	7
	1
	MPEG-7 White Paper - MPEG-7 Systems
	N7509
	05/07 Poznan

	7
	1
	MPEG-7 White Paper – Terminal Architecture
	N8151
	06/04 Montreux

	21
	9
	MPEG-21 White Paper – MPEG-21 File Format
	N7925
	06/01 Bangkok

	A
	X
	MPEG Application Format Overview
	N9421
	07/10 Shenzhen

	A
	X
	MAF Overview Document
	N9840
	08/04 Archamps

	A
	X
	MAF Overview Presentation
	N9841
	08/04 Archamps

	B
	X
	MPEG-B White Paper – BinXML
	N7922
	06/01 Bangkok

	E
	X
	MPEG Multimedia Middleware Context and Objectives
	N6335
	04/03 München

	E
	X 
	1rst M3W White paper
	N7510
	05/07 Poznan

	E
	X 
	2nd M3W White Paper : Architecture
	N8152
	06/04 Montreux

	E
	X 
	Tutorial on M3W
	N8153
	06/04 Monreux

	E
	X
	M3W White Paper : Multimedia Middleware Architecture
	N8687
	06/10 Hanzhou

	E
	X
	M3W White Paper : Multimedia API
	N8688
	06/10 Hanzhou

	E
	X
	M3W White Paper : Component Model
	N8689
	06/10 Hanzhou

	E
	X
	M3W White Paper : Resource and Quality Management
	N8690
	06/10 Hanzhou

	E
	X
	M3W White Paper : Component Download
	N8691
	06/10 Hanzhou

	E
	X
	M3W White Paper : Fault Management
	N8692
	06/10 Hanzhou

	E
	X
	M3W White Paper : System Integrity Management
	N8693
	06/10 Hanzhou


27.3 Mailing Lists Reminder

	Topic
	Information
	Kindly Hosted by

	General Systems List
	Reflector : gen-sys@lists.uni-klu.ac.at
Subscribe: http://lists.uni-klu.ac.at/mailman/listinfo/gen-sys
Archive: http://lists.uni-klu.ac.at/mailman/private/gen-sys/
	Alpen-Adria-Universität Klagenfurt

	File Format
	Reflector : mp4-sys@lists.uni-klu.ac.at
Subscribe: http://lists.uni-klu.ac.at/mailman/listinfo/mp4-sys
Archive: http://lists.uni-klu.ac.at/mailman/private/mp4-sys/
	Alpen-Adria-Universität Klagenfurt

	Application Format
	Reflector : maf-sys@lists.uni-klu.ac.at
Subscribe: http://lists.uni-klu.ac.at/mailman/listinfo/maf-sys
Archive: http://lists.uni-klu.ac.at/mailman/private/maf-sys/
	Alpen-Adria-Universität Klagenfurt

	MPEG-M
	Reflector: mpeg-m@lists.uni-klu.ac.at
Subscribe: http://lists.uni-klu.ac.at/mailman/listinfo/mpeg-m 
Archive: http://lists.uni-klu.ac.at/mailman/private/mpeg-m 
	Alpen-Adria-Universität Klagenfurt

	MPEG-V
	Reflector: metaverse@lists.uni-klu.ac.at
Subscribe: http://lists.uni-klu.ac.at/mailman/listinfo/metaverse
Archive: http://lists.uni-klu.ac.at/mailman/private/metaverse/
	Alpen-Adria-Universität Klagenfurt

	MPEG Media Transport
	Reflector: mmt@tnt.uni-hannover.de
Subscribe: http://mailhost.tnt.uni-hannover.de/mailman/listinfo/mmt
	University of Hannover

	DASH
	Reflector: dash@ lists.uni-klu.ac.at
Subscribe: http://lists.uni-klu.ac.at/mailman/listinfo/dash
	Alpen-Adria-Universität Klagenfurt


27.4 Latest References and Publication Status (as of 100th meeting)
Reference on the ISO Web Site : 
	Pr
	Pt
	Standard
	No.
	Date

	2
	1
	ISO/IEC 13818-1:2000 (MPEG-2 Systems 2nd Edition)
	
	00/12

	2
	1
	ISO/IEC 13818-1:2000/COR1 (FlexMux Descr.)
	N3844
	01/01 Pisa

	2
	1
	ISO/IEC 13818-1:2000/COR2 (FlexMuxTiming_ descriptor)
	N4404
	01/12 Pattaya

	2
	1
	ISO/IEC 13818-1:2000/Amd.1 (Metadata on 2) & COR1 on Amd.1
	N5867
	03/07 Trondheim

	2
	1
	ISO/IEC 13818-1:2000/Amd.2 (Support for IPMP on 2)
	N5604
	03/03 Pattaya

	2
	1
	ISO/IEC 13818-1:2000/Amd.3 (AVC Carriage on MPEG-2)
	N5771
	03/07 Trondheim

	2
	1
	ISO/IEC 13818-1:2000/Amd.4 (Metadata Application CP)
	N6847
	04/10 Palma

	2
	1
	ISO/IEC 13818-1:2000/Amd.5 (New Audio P&L Sig.)
	N6585
	04/07 Redmond

	2
	1
	ISO/IEC 13818-1:2000/COR3 (Correction for Field Picture)
	N6845
	04/10 Palma

	2
	1
	ISO/IEC 13818-1:2000/COR4 (M4MUX Code Point)
	N7469
	05/07 Poznan

	2
	1
	ISO/IEC 13818-1:2000/COR5 (Corrections related to 3rd Ed.)
	N7895
	06/01 Bangkok

	2
	1
	ISO/IEC 13818-1:2007 (MPEG-2 Systems 3rd Edition)
	
	

	2
	1
	ISO/IEC 13818-1:2007/Amd.1 (Transport of Streaming text)
	N8369
	06/07 Klagenfurt

	2
	1
	ISO/IEC 13818-1:2007/Amd.2 (Carriage of Auxialiry Video Data)
	N8798
	07/01 Marrakech

	2
	1
	ISO/IEC 13818-1:2007/Cor.1.2 (Reference to AVC Specification)
	N9365
	07/10 Shenzhen

	2
	1
	ISO/IEC 13818-1:2007/Cor.3 
	N10937
	09/10 Xian

	2
	1
	ISO/IEC 13818-1:2007/Amd.3 (SVC in MPEG-2 Systems)
	N10058
	08/07 Hannover

	2
	1
	ISO/IEC 13818-1:2007/Amd.3/Cor.1
	N10938
	09/10 Xian

	2
	1
	ISO/IEC 13818-1:2007/Amd.4 (Transport of Multiview Video)
	N10745
	09/07 London

	2
	1
	ISO/IEC 13818-1:2007/Amd.5 (Transport of JPEG2000)
	N11708
	11/01 Daegu

	2
	1
	ISO/IEC 13818-1:2007/Amd.6 (Extension to AVC descriptor)
	N11710
	11/01 Daegu

	2
	1
	ISO/IEC 13818-1:2007/AMD 7 Signalling of stereoscopic video in MPEG-2 systems
	N12462
	12/02 San Jose

	2
	1
	ISO/IEC 13818-1 4th edition
	N12633
	12/04 Geneva

	2
	1
	ISO/IEC 13818-1:201X/AMD 1 Extensions for simplified carriage of MPEG-4 over MPEG-2
	N12840
	12/07 Stockholm

	2
	1
	ISO/IEC 13818-1:201X/AMD 2 Signalling of Transport profiles, signalling MVC stereo view association and MIME type registration
	N13256
	13/01 Geneva

	2
	1
	ISO/IEC 13818-1:2013/AMD 3  Carriage of HEVC
	N13656
	13/07 Vienna

	2
	1
	ISO/IEC 13818-1:2013/AMD 4  Support for event signalling in Transport Stream in MPEG-2 systems
	N13658
	13/07 Vienna

	2
	11
	ISO/IEC 13818-1:2003 (IPMP on 2)
	N5607
	03/03 Pattaya

	4
	1
	ISO/IEC 14496-1 (MPEG-4 Systems 1st Ed.)
	N2501
	98/10 Atl. City

	4
	1
	ISO/IEC 14496-1/Amd.1 (MP4, MPEG-J)
	N3054
	99/12 Hawaii

	4
	1
	ISO/IEC 14496-1/Cor.1
	N3278
	00/03 Noordwijk.

	4
	1
	ISO/IEC 14496-1:2001 (MPEG-4 Systems 2nd Ed.)
	N3850
	01/01 Pisa

	4
	1
	ISO/IEC 14496-1:2001/Amd.1 (Flextime)
	
	

	4
	1
	ISO/IEC 14496-1:2001/Cor.1
	N4264
	01/07 Sydney

	4
	1
	ISO/IEC 14496-1:2001/Cor.2
	N5275
	02/10 Shangai

	4
	1
	ISO/IEC 14496-1:2001/Cor.3
	N6587
	04/07 Redmond

	4
	1
	ISO/IEC 14496-1:2001/Amd.2 (Textual Format)
	N4698
	02/03 Jeju Island

	4
	1
	ISO/IEC 14496-1:2001/Amd.3 (IPMP Extensions)
	N5282
	02/10 Shanghai

	4
	1
	ISO/IEC 14496-1:2001/Amd.4 (SL Extension)
	N5471
	02/12 Awaji

	4
	1
	ISO/IEC 14496-1:2001/Amd.7 (AVC on 4)
	N5976
	03/10 Brisbanne

	4
	1
	ISO/IEC 14496-1:2001/Amd.8 (ObjectType Code Points)
	N6202
	03/12 Hawaii

	4
	1
	ISO/IEC 14496-1:200x/Amd.1 (Text Profile Descriptors)
	N7229
	05/04 Busan

	4
	1
	ISO/IEC 14496-1:200x/Cor4 (Node Coding Table)
	N7473
	05/07 Poznan

	4
	1
	ISO/IEC 14496-1 (MPEG-4 Systems 3rd Ed.) 
	N5277
	02/10 Shanghai

	4
	1
	ISO/IEC 14496-1:200x/Amd.1 (Text Profile Descriptors)
	N7229
	05/04 Busan

	4
	1
	ISO/IEC 14496-1:200x/Cor.1 (Clarif. On audio codec behavior)
	N8117
	06/04 Montreux

	4
	1
	ISO/IEC 14496-1:200x/Amd.2 (3D Profile Descriptor Extensions)
	N8372
	06/07 Klagenfurt

	4
	1
	ISO/IEC 14496-1:200x/Cor.2 (OD Dependencies)
	N8646
	06/10 Hangzhou

	4
	1
	ISO/IEC 14496-1:200x/Amd.3 (JPEG 2000 support in Systems)
	N8860
	07/01 Marrakech

	4
	1
	ISO/IEC 14496-1 (MPEG-4 Systems 4th Ed.) 
	N10943
	09/10 Xian

	4
	1
	ISO/IEC 14496-1:2010/Amd.1 (Usage of LASeR in MPEG-4 systems and Registration Authority for MPEG-4 descriptors)
	N11248
	10/04 Dresden

	4
	1
	ISO/IEC 14496-1:2010 AMD2 Support for raw audiovisual data
	N13647
	13/04 Incheon

	4
	4
	ISO/IEC 14496-4 
	
	

	4
	4
	ISO/IEC 14496-4:200x/Amd.17 (ATG Conformance)
	N8861
	07/01 Marrakech

	4
	4
	ISO/IEC 14496-4:200x/Amd.22 (AudioBIFS v3 conformance)
	N9295
	07/07 Lausanne

	4
	4
	ISO/IEC 14496-4:200x/Amd.23 (Synthesized Texture conformance)
	N9369
	07/10 Shenzhen

	4
	4
	ISO/IEC 14496-4:200x/Amd.24 (File Format Conformance)
	N9370
	07/10 Shenzhen

	4
	4
	ISO/IEC 14496-4:200x/Amd.25 (LASeR V1 Conformance)
	N9372
	07/10 Shenzhen

	4
	4
	ISO/IEC 14496-4:200x/Amd.26 (Open Font Format Conf.)
	N9815
	08/04 Archamps

	4
	4
	ISO/IEC 14496-4:200x/Amd.27 (LASeR Amd.1 Conformance)
	N9816
	08/04 Archamps

	4
	4
	ISO/IEC 14496-4:200x/Amd.37 (Additional File Format Conformance)
	N10750
	09/07 London

	4
	4
	ISO/IEC 14496-4:200x/Amd.40 (ExtendedCore2D profile conformance)
	N12117
	11/07 Torino

	4
	5
	ISO/IEC 14496-5 
	
	

	4
	5
	ISO/IEC 14496-5:200x/Amd.12 (File Format)
	N9020
	07/04 San Jose

	4
	5
	ISO/IEC 14496-5:200x/Amd.16 (SMR Ref. Soft)
	N9672
	08/01 Antalya

	4
	5
	ISO/IEC 14496-5:200x/Amd.17 (LASeR Ref. Soft)
	N9674
	08/01 Antalya

	4
	5
	ISO/IEC 14496-5:200x/Amd.28 (LASeR Adaptation Ref. Soft)
	N11566
	10/10 Guangzhou

	4
	5
	ISO/IEC 14496-5:2001/Amd. 29 (Reference software for LASeR presentation and modification of structured information (PMSI))
	N12118
	11/07 Torino

	4
	6
	ISO/IEC 14496-6:2000
	
	

	4
	8
	ISO/IEC 14496-8 (MPEG-4 on IP Framework)
	N4712
	02/03 Jeju

	4
	11
	ISO/IEC 14496-11 (MPEG-4 Scene Description 1st Edition) 
	N6960
	05/01 HongKong

	4
	11
	ISO/IEC 14496-11/Amd.1 (AFX)
	N5480
	02/12 Awaji

	4
	11
	ISO/IEC 14496-11/Amd.2 (Advanced Text and Graphics)
	N6205
	03/12 Hawaii

	4
	11
	ISO/IEC 14496-11/Cor.1
	N6203
	03/12 Hawaii

	4
	11
	ISO/IEC 14496-11/Cor.3 Valuator/AFX related correction
	N6594
	04/07 Redmond

	4
	11
	ISO/IEC 14496-11/Amd.3 Audio BIFS Extensions
	N6591
	04/07 Redmond

	4
	11
	ISO/IEC 14496-11/Amd.4 XMT and MPEG-J Extensions
	N6959
	05/01 HongKong

	4
	11
	ISO/IEC 14496-11/Cor.3 (Audio BIFS Integrated in 3rd Edition)
	N7230
	05/04 Busan

	4
	11
	ISO/IEC 14496-11/Cor.5 (Misc Corrigendum)
	N8383
	06/07 Klagenfurt

	4
	11
	ISO/IEC 14496-11/Amd.5 Symbolic Music Representation
	N8657
	06/10 Hangzhou

	4
	11
	ISO/IEC 14496-11/Cor.6 (AudioFx Correction)
	N9021
	07/04 San Jose

	4
	11
	ISO/IEC 14496-11/Amd.6 Scene Partitioning
	N10247
	08/10 Busan

	4
	11
	ISO/IEC 14496-11/Amd.7 ExtendedCore2D Profile
	N11251
	10/04 Dresden

	4
	12
	ISO/IEC 14496-12 (ISO Base Media File Format) 
	N5295
	02/10 Shanghai

	4
	12
	ISO/IEC 14496-12/Amd.1 ISO FF Extension
	N6596
	04/07 Redmond

	4
	12
	ISO/IEC 14496-12/Cor.1 (Correction on File Type Box) 
	N7232
	05/04 Busan

	4
	12
	ISO/IEC 14496-12/Cor.2 (Miscellanea) 
	N7901
	06/01 Bangkok

	4
	12
	ISO/IEC 14496-12/Amd.1 (Description of timed metadata) 
	N8659
	06/10 Hangzhou

	4
	12
	ISO/IEC 14496-12/Cor.3 (Miscellanea) 
	N9024
	07/04 San Jose

	4
	12
	ISO/IEC 14496-12/Amd.2 (Flute Hint Track) 
	N9023
	07/04 San Jose

	4
	12
	ISO/IEC 14496-12 (ISO Base Media File Format 3rd edition) 
	N9678
	08/01 Antalya

	4
	12
	ISO/IEC 14496-12/Cor.1 
	N10250
	08/10 Busan

	4
	12
	ISO/IEC 14496-12/Cor.2 
	N10441
	09/02 Lausanne

	4
	12
	ISO/IEC 14496-12/Amd.1 General improvements including hint tracks, metadata support, and sample groups
	N10580
	09/04 Maui

	4
	12
	ISO/IEC 14496-12/Cor.3  
	N10753
	09/07 London

	4
	12
	ISO/IEC 14496-12/Cor.4  
	N11723
	11/01 Daegu

	4
	12
	ISO/IEC 14496-12:2008/Amd.2 Support for sub-track selection & switching, post-decoder requirements, and color information
	N12268
	11/11 Geneva

	4
	12
	ISO/IEC 14496-12:2008 COR 5
	N12642
	12/04 Geneva

	4
	12
	ISO/IEC 14496-12 4th edition
	N12640
	12/04 Geneva

	4
	12
	ISO/IEC 14496-12:201X AMD1 Various enhancements including support for large metadata
	N12844
	12/07 Stockholm

	4
	12
	ISO/IEC 14496-12:2012/AMD 2 carriage of timed text and other visual overlays
	N13663
	13/07 Vienna

	4
	12
	ISO/IEC 14496-12:2012 COR 1
	N13667
	13/07 Vienna

	4
	13
	ISO/IEC 14496-13 (IPMP-X) 
	N5284
	02/10 Shanghai

	4
	14
	ISO/IEC 14496-14:2003 (MP4 File Format) 
	N5298
	02/10 Shanghai

	4
	14
	ISO/IEC 14496-14:2003/Cor.1 (Audio P&L Indication) 
	N7903
	06/01 Bangkok

	4
	14
	ISO/IEC 14496-14:2003/Amd.1 Handling of MPEG-4 audio enhancement layers
	N11138
	10/01 Kyoto

	4
	15
	ISO/IEC 14496-15 (AVC File Format) 
	N5780
	03/07 Trondheim

	4
	15
	ISO/IEC 14496-15/Amd.1 (Support for FREXT) 
	N7585
	05/10 Nice

	4
	15
	ISO/IEC 14496-15/Cor.1
	N7575
	05/10 Nice

	4
	15
	ISO/IEC 14496-15/Cor.2 (NAL Unit Restriction)
	N8387
	06/07 Klagenfurt

	4
	15
	ISO/IEC 14496-15/Amd.2 (SVC File Format Extension)
	N9682
	08/01 Antalya

	4
	15
	ISO/IEC 14496-15 (AVC File Format 2nd edition) 
	N11139
	10/01 Kyoto

	4
	15
	ISO/IEC 14496-15:2010/Cor.1
	N11728
	11/01 Daegu

	4
	15
	ISO/IEC 14496-15:2010/Amd. 1 (Sub-track definitions)
	N12128
	11/07 Torino

	4
	15
	ISO/IEC 14496-15:2010/COR 2
	N12645
	12/04 Geneva

	4
	15
	ISO/IEC 14496-15:2010 3rd edition Carriage of NAL unit structured video in the ISO Base Media File Format
	N13478
	13/04 Incheon

	4
	17
	ISO/IEC 14496-17 (Streaming Text) 
	N7479
	05/07 Poznan

	4
	18
	ISO/IEC 14496-18 (Font Compression and Streaming) 
	N6215
	03/12 Hawaii

	4
	18
	ISO/IEC 14496-18/Cor.1 (Misc. corrigenda and clarification)
	N8664
	06/10 Hangzhou

	4
	18
	ISO/IEC 14496-18:2012 COR 1
	N13671
	13/07 Vienna

	4
	19
	ISO/IEC 14496-19 (Synthesized Texture Stream) 
	N6217
	03/12 Hawaii

	4
	20
	ISO/IEC 14496-20 (LASeR & SAF) 
	N7588
	05/10 Nice

	4
	20
	ISO/IEC 14496-20/Cor.1 (Misc. corrigenda and clarification)
	N8666
	06/10 Hangzhou

	4
	20
	ISO/IEC 14496-20/Amd.1 (LASeR Extension)
	N9029
	07/04 San Jose

	4
	20
	ISO/IEC 14496-20/Cor.2 (Profile Removal)
	N9381
	07/10 Shenzhen

	4
	20
	ISO/IEC 14496-20/Amd.2 (SVGT1.2 Support)
	N9384
	07/10 Shenzhen

	4
	20
	ISO/IEC 14496-20 (LASeR & SAF 2nd edition) 
	N
	

	4
	20
	ISO/IEC 14496-20/Amd.1 SVGT1.2 support
	N
	

	4
	20
	ISO/IEC 14496-20/Amd.2 Adaptation
	N10759
	09/07 London

	4
	20
	ISO/IEC 14496-20/Amd.3 PMSI
	N10954
	09/10 Xian

	4
	20
	ISO/IEC 14496-20/Cor. 1
	N11376
	10/07 Geneva

	4
	22
	ISO/IEC 14496-22 (Open Font Format) 
	N8395
	06/07 Klagenfurt

	4
	22
	ISO/IEC 14496-22 (Open Font Format 2nd edition) 
	N
	

	4
	22
	ISO/IEC 14496-22/Amd.1 Support for many-to-one range mappings
	N10954
	09/10 Xian

	4
	22
	ISO/IEC 14496-22:2009/Amd. 2 Additional script and language tags
	N12472
	12/02 San Jose

	4
	28
	ISO/IEC IS 14496-28 Composite Font Representation
	N12473
	12/02 San Jose

	4
	28
	ISO/IEC 14496-28:2012 COR 1
	N13674
	13/07 Vienna

	4
	30
	ISO/IEC 14496-30 Timed Text and Other Visual Overlays in ISO Base Media File Format
	N13676
	13/07 Vienna

	7
	1
	ISO/IEC 15938-1 (MPEG-7 Systems)
	N4285
	01/07 Sydney

	7
	1
	ISO/IEC 15938-1/Amd.1 (MPEG-7 Systems Extensions)
	N6326
	04/03 Munich

	7
	1
	ISO/IEC 15938-1/Cor.1 (MPEG-7 Systems Corrigendum)
	N6328
	04/03 Munich

	7
	1
	ISO/IEC 15938-1/Cor.2 (MPEG-7 Systems Corrigendum)
	N7490
	05/07 Poznan

	7
	1
	ISO/IEC 15938-1/Amd.2 (BiM extension)
	N7532
	05/10 Nice

	7
	2
	ISO/IEC 15938-2 (MPEG-7 DDL)
	14.1.3 N4288
	01/07 Sydney

	7
	5
	ISO/IEC 15938-5 MDS
	14.1.4 
	

	7
	5
	ISO/IEC 15938-5/Amd. 4 Social Metadata
	14.1.5 N12649
	12/04 Geneva

	7
	7
	ISO/IEC 15938-7 
	14.1.6 
	

	7
	7
	ISO/IEC 15938-7/Amd.2 (Fast Access Ext. Conformance)
	N8672
	06/10 Hangzhou

	7
	12
	ISO/IEC 15938-12 MPEG Query Format
	N9830
	08/04 Archamps

	7
	12
	ISO/IEC 15938-12/Cor.1
	N10452
	09/02 Lausanne

	7
	12
	ISO/IEC 15938-12/Cor.2
	N10959
	09/10 Xian

	7
	12
	ISO/IEC 15938-12/And.1 Ref, SW and flat metadata output
	N11383
	10/07 Geneva

	7
	12
	ISO/IEC 15938-12/And.2 Semantic enhancement
	N11734
	11/01 Daegu

	7
	12
	ISO/IEC 15938-12 2nd edition MPEG Query Format
	N12850
	12/07 Stockholm

	21
	2
	ISO/IEC 21000-2 (DID)
	14.1.7 
	

	21
	2
	ISO/IEC 21000-2:2005/Amd.1Presentation Element
	14.1.8 N11736
	11/01 Daegu

	21
	3
	ISO/IEC 21000-3 (DII)
	14.1.9 
	

	21
	3
	ISO/IEC 21000-3:2003 AMD 2 Digital item semantic relationships
	14.1.10 N13041
	12/10 Shangahi

	21
	4
	ISO/IEC 21000-4 (IPMP)
	14.1.11 
	

	21
	4
	ISO/IEC 21000-4:2005/Amd.1Protection of Presentation Element
	14.1.12 N11738
	11/01 Daegu

	21
	4
	ISO/IEC 21000-4:2006/COR 1
	14.1.13 N12278
	11/11 Geneva

	21
	5
	ISO/IEC 21000-5 (Open Release Content Profile)
	14.1.14 N9687
	08/01 Antalya

	21
	8
	ISO/IEC 21000-8 (Reference Software)
	14.1.15 
	

	21
	8
	ISO/IEC 21000-8:2008/Amd. 2 (Reference software for Media Value Chain Ontology)
	14.1.16 N12135
	11/07 Torino

	21
	9
	ISO/IEC 21000-9 (MPEG-21 File Format)
	14.1.17 N6975
	05/01 HongKong

	21
	9
	ISO/IEC 21000-9/Amd.1 (MPEG-21 Mime Type)
	14.1.18 N9837
	08/04 Archamps

	21
	15
	ISO/IEC 21000-15 (Security in Event Reporting)
	14.1.19 N9839
	08/04 Archamps

	21
	16
	ISO/IEC 21000-16 (MPEG-21 Binary Format)
	14.1.20 N7247
	05/04 Busan

	21
	19
	ISO/IEC 21000-19 (Media Value Chain Ontology)
	14.1.21 N11146
	10/01 Kyoto

	21
	21
	ISO/IEC 21000-21 Media Contract Ontology
	14.1.22 N13099
	12/10 Shanghai

	A
	4
	ISO/IEC 23000-4 (Musical Slide Show MAF)
	14.1.23 N9037
	07/04 San Jose

	A
	4
	ISO/IEC 23000-4 (Musical Slide Show MAF 2nd Ed.)
	14.1.24 N9843
	08/04 Archamps

	A
	4
	ISO/IEC 23000-4 Amd.1 Conformance & Reference Software
	14.1.25 N
	

	A
	4
	ISO/IEC 23000-4 Amd.2 Conformance & Reference Software for Protected MSS MAF
	14.1.26 N
	

	A
	6
	ISO/IEC 23000-6 (Professional Archival MAF)
	14.1.27 N
	

	A
	6
	ISO/IEC 23000-6 Amd.1 Conformance and Reference Software
	14.1.28 N
	

	A
	6
	ISO/IEC 23000-6 2nd edition (Professional Archival MAF)
	14.1.29 N12853
	12/07 Stockholm

	A
	7
	ISO/IEC 23000-7 (Open Access MAF)
	14.1.30 N9698
	08/01 Antalya

	A
	7
	ISO/IEC 23000-7 Amd.1 Conformance and Reference Software
	14.1.31 N
	

	A
	8
	ISO/IEC 23000-8 (Portabe Video AF)
	14.1.32 N9853
	08/04 Archamps

	A
	9
	ISO/IEC 23000-9 (Digital Multi. Broadcasting MAF)
	14.1.33 N9397
	07/10 Shenzhen

	A
	9
	ISO/IEC 23000-9/Cor.1 (Digital Multi. Broadcasting MAF)
	14.1.34 N9854
	08/04 Archamps

	A
	9
	ISO/IEC 23000-9/Amd.1 (Conformance & Reference SW)
	14.1.35 N11151
	10/01 Kyoto

	A
	9
	ISO/IEC 23000-9/Amd.1/Cor. 1 
	14.1.36 N11742
	11/01 Daegu

	A
	9
	ISO/IEC 23000-9:2008/Amd.1:2010/COR.2
	14.1.37 N12283
	11/11 Geneva

	A
	10
	ISO/IEC 23000-10 (Video Surveillance AF)
	14.1.38 N9397
	07/10 Shenzhen

	A
	10
	ISO/IEC 23000-11/Amd.1 Conformance & Reference SW 
	14.1.39 N
	

	A
	10
	ISO/IEC 23000-10 2nd edition Surveillance Application Format
	14.1.40 N13045
	12/10 Shanghai

	A
	10
	ISO/IEC 23000-10:2012/AMD 1 Conformance and reference software
	14.1.41 N13966
	13/10 Geneva

	A
	11
	ISO/IEC 23000-11 (Stereoscopic video MAF)
	14.1.42 N9397
	07/10 Shenzhen

	A
	11
	ISO/IEC 23000-11/Cor.1 
	14.1.43 N
	

	A
	11
	ISO/IEC 23000-11/Amd.1 Conformance and Reference software
	14.1.44 N11574
	10/10 Guangzhou

	A
	11
	ISO/IEC 23000-11:2009/Amd. 2 Signalling of additional composition type and profiles
	14.1.45 N12143
	11/07 Torino

	A
	11
	ISO/IEC 23000-11:2009/AMD 3 Support movie fragment for Stereoscopic Video AF
	14.1.46 N13969
	13/10 Geneva

	A
	12
	ISO/IEC 23000-12 (Interactive Music AF)
	14.1.47 N
	

	A
	12
	ISO/IEC 23000-12/Amd. 1 Conformance & Reference SW.
	14.1.48 N11746
	11/01 Daegu

	A
	12
	ISO/IEC 23000-12:2010 Amd. 2 Compact representation of dynamic volume change and audio equalization
	14.1.49 N12483
	12/02 San Jose

	A
	12
	ISO/IEC 23000-12:2010/AMD 3 Conformance and Reference Software
	14.1.50 N13273
	13/01 Geneva

	B
	1
	ISO/IEC 23001-1 (XML Binary Format)
	14.1.51 N7597
	05/10 Nice

	B
	1
	ISO/IEC 23001-1/Cor.1 (Misc. Editorial and technical clar.)
	14.1.52 N8680
	06/10 Hangzhou

	B
	1
	ISO/IEC 23001-1/Cor.2 (Misc. Editorial and technical clar.)
	14.1.53 N9049
	07/04 San Jose

	B
	1
	ISO/IEC 23001-1/Amd.1 (Reference Soft. & Conf.)
	14.1.54 N8886
	07/01 Marrakech

	B
	1
	ISO/IEC 23001-1/Amd.1 (Exten. On encoding of wild cards)
	14.1.55 N9296
	07/07 Lausanne

	B
	2
	ISO/IEC 23001-2 (Fragment Request Unit)
	14.1.56 N9051
	07/04 San Jose

	B
	3
	ISO/IEC 23001-3 (IPMP XML Messages)
	14.1.57 N9416
	07/04 San Jose

	B
	8
	ISO/IEC 23001-8 coding-independent code-points
	14.1.58 N13278
	130/01 Geneva

	B
	9
	ISO/IEC 23001-9 Common Encryption for MPEG-2 Transport Streams
	14.1.59 N13973
	13/10 Geneva

	E
	1
	ISO/IEC 23008-1 Architecture
	14.1.60 N8892
	07/01 Marrakech

	E
	2
	ISO/IEC 23008-2 Multimedia API
	14.1.61 N8893
	07/01 Marrakech

	E
	3
	ISO/IEC 23008-3 Component Model
	14.1.62 N8894
	07/01 Marrakech

	E
	4
	ISO/IEC 23008-4 Ressource & Quality Management
	14.1.63 N8895
	07/01 Marrakech

	E
	5
	ISO/IEC 23008-5 Component Download
	14.1.64 N9053
	07/04 San Jose

	E
	6
	ISO/IEC 23008-6 Fault Management
	14.1.65 N9054
	07/04 San Jose

	E
	7
	ISO/IEC 23008-7 System Integrity Management
	14.1.66 N9055
	07/04 San Jose

	E
	8
	ISO/IEC 23008-7 Reference Software
	14.1.67 N
	

	M
	1
	ISO/IEC 23006-1 Architecture and Technologies
	14.1.68 N11163
	10/01 Kyoto

	M
	1
	ISO/IEC 23006-1 2nd edition Architecture
	14.1.69 N13454
	13/01 Geneva

	M
	1
	ISO/IEC 23006-1 2nd edition Architecture
	14.1.70 N12487
	12/02 San Jose

	M
	2
	ISO/IEC 23006-2 MXM API
	14.1.71 N11165
	10/01 Kyoto

	M
	2
	ISO/IEC 23006-2 2nd edition MXM API
	14.1.72 N13492
	13/04 Incheon

	M
	3
	ISO/IEC 23006-3 Reference Software
	14.1.73 N11168
	10/01 Kyoto

	M
	3
	ISO/IEC 23006-3 2nd edition Conformance and Reference Software
	14.1.74 N13493
	13/04 Incheon

	M
	4
	ISO/IEC 23006-4 MXM Protocols
	14.1.75 N11170
	10/01 Kyoto

	M
	4
	ISO/IEC 23006-4 2nd edition Elementary services
	14.1.76 N13072
	12/10 Shanghai

	M
	5
	ISO/IEC 23006-5 Service aggregation
	14.1.77 N13074
	12/10 Shanghai

	U
	1
	ISO/IEC 23007-1 Widgets
	14.1.78 N11256
	10/04 Dresden

	U
	1
	ISO/IEC 23007-1:2010/FDAM 1 Widget Extensions
	14.1.79 N12153
	11/07 Torino

	U
	1
	ISO/IEC 23007-1:2010/Amd.1:2012/ COR 2
	14.1.80 N13974
	13/10 Geneva

	U
	2
	ISO/IEC 23007-2 Advanced user interaction interface
	14.1.81 N12670
	12/04 Geneva

	U
	3
	ISO/IEC 23007-3 Conformance and Reference SW
	14.1.82 N11767
	11/01 Daegu

	V
	1
	ISO/IEC 23005-1 Architecture
	14.1.83 N11419
	10/07 Geneva

	V
	1
	ISO/IEC 23005-1 2nd edition Architecture
	14.1.84 N13803
	13/07 Vienna

	V
	2
	ISO/IEC 23005-2 Control Information
	14.1.85 N11422
	10/07 Geneva

	V
	3
	ISO/IEC 23005-3 Sensory Information
	14.1.86 N11425
	10/07 Geneva

	V
	3
	ISO/IEC 23005-3:2013/COR1
	14.1.87 N13807
	13/07 Vienna

	V
	4
	ISO/IEC 23005-4 Virtual World Object Characteristics
	14.1.88 N11427
	10/07 Geneva

	V
	5
	ISO/IEC 23005-5 Data Formats for Interaction Devices
	14.1.89 N11429
	10/07 Geneva

	V
	6
	ISO/IEC 23005-6 Common Data Format
	14.1.90 N11432
	10/07 Geneva

	V
	7
	ISO/IEC 23005-7 Conformance and Reference Software
	14.1.91 N11952
	11/03 Geneva

	V
	7
	ISO/IEC 23005-7 2nd edition Conformance and reference software
	14.1.92 N13812
	13/07 Vienna

	H
	1
	ISO/IEC 23008-1 MPEG Media Transport
	14.1.93 N13982
	13/10 Geneva

	DASH
	1
	ISO/IEC 23009-1 Media Presentation Description and Segment Formats
	14.1.94 N12329
	11/11 Geneva

	DASH
	1
	ISO/IEC 23009-1:2012 COR. 1
	14.1.95 N13495
	13/04 Incheon

	DASH
	1
	ISO/IEC 23009-1:201x 2nd edition
	14.1.96 N13687
	13/07 Vienna

	DASH
	2
	ISO/IEC 23009-2 DASH Conformance and reference software
	14.1.97 N13691
	13/07 Vienna


27.5 Standard development procedure from July 1st, 2012
· It is recommend to issue iterative CD ballots until specs become mature enough not to receive any technical comments to DIS and to be able to FDIS ballot.
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27.6 Recommended due date for ballot texts

	Meeting
	Starting Date
	Due date of CD           (2 month ballot)
	Due date of DIS

	108
	2014/03/31
	2014/01/21
	2013/10/07

	109
	2014/07/07
	2014/04/27
	2014/01/14

	110
	2014/10/20
	2014/08/10
	2014/04/26

	111
	2015/02/16
	2014/12/06
	2014/08/23

	112
	2015/06/22
	2015/04/12
	2014/12/29

	113
	2015/10/19
	2015/08/09
	2015/04/25


Annex G – Video report

Source: Jens Ohm and Gary Sullivan, Chairs

1 Organization of the work

An opening Video SG plenary was held Monday during 14:00-16:00, at which the status of work was reviewed and activities for the current meeting were planned.

Video plenaries were held as follows:

· Mon 14:00-16:00
· Wed 12:00-13:00 – Review work and discuss further proceeding

· Thu 16:00-18:00 – Approval of documents

Breakout work was performed on the following topics during the week: CDVS, Internet VC, VC for Browsers, Web VC, RVC-HEVC and visual comparison of IVC/WVC/VCB. Further, editors worked offline in editorial finalization of the 8th edition FDIS for 14496-10.
In response to a request of the UK NB (m31818) – it was decided to do no parallel review of WVC, VCB, IVC.
1.1 Room allocation

Room allocations during the meeting were as follows:

Video plenary: Cascade; BO1: San Carlos; BO2: Riesling

The usual allocation of meeting rooms during the week was as follows:

· Cascade (Video plenary and VCB/WVC/IVC)
· San Carlos (CDVS)
· Riesling (side activities)
· Viewing tests Silicon Valley.

1.2 AHGs and Breakout Topics

No additional review of the following AHG reports was performed in Video plenaries.
14.1.97.1.1.1.1.1.1 m31767 AHG on MPEG-7 Visual [ISO secretariat]

14.1.97.1.1.1.1.1.2 m31768 AHG on Compact Descriptors for Visual Search [ISO secretariat]

14.1.97.1.1.1.1.1.3 m31769 AHG on Web Video Coding [ISO secretariat]

14.1.97.1.1.1.1.1.4 m31770 AHG on Internet Video Coding [ISO secretariat]

14.1.97.1.1.1.1.1.5 m31771 AHG on Video Coding for Browsers [ISO secretariat]

14.1.97.1.1.1.1.1.6 m31782 AHG on visual comparison of VCB, IVC and WVC codecs [ISO secretariat]

1.3 Ballots

Ballots were inspected and handled accordingly in preparation of DoC documents, in coordination with JCT-VC and JCT-3V.
14.1.97.1.1.1.1.1.7 m31783 Summary of Voting on ISO/IEC 14496-4:2004/DAM 41 [SC 29 Secretariat]

14.1.97.1.1.1.1.1.8 m32217 Summary of Voting on ISO/IEC 23008-2:201X/PDAM 3 [SC 29 Secretariat]

1.4 Liaisons

The following Liaison inputs were reviewed, and dispositions were prepared in coordination with JCT-VC and JCT-3V and other subgroups, as applicable. 

14.1.97.1.1.1.1.1.9 m31803 Liaison Statement from ITU-R SG 6/WP 6B on HEVC extensions development [ITU-R via SC 29 Secretariat] 

No need to respond.
14.1.97.1.1.1.1.1.10 m31804 Liaison Statement from ITU-R SG 6/WP 6B on Guidelines on potential bit rates for UHDTV [ITU-R via SC 29 Secretariat] 

Was responded to in N14247.

14.1.97.1.1.1.1.1.11 m31806 Liaison Statement from ITU-R SG 6/WP 6C on the addition of higher frame rates to Recommendation ITU-R BT.2020 [ITU-R via SC 29 Secretariat] 

Was responded to in N14248.

14.1.97.1.1.1.1.1.12 m32215 Liaison Statement from DVB to SC 29/WG 11 [ITU-T via SC 29 Secretariat] 

Response was coordinated with Requirements.

1.5 NB positions

The following NB inputs were reviewed, and dispositions were prepared in coordination with JCT-VC, JCT-3V and other subgroups, as applicable. 
14.1.97.1.1.1.1.1.13 m31818 UKNB comment on type 1 video coding [UK National Body]

Was responded to in N14249.
14.1.97.1.1.1.1.1.14 m32219 JPNB comment on HEVC defect report [Japan National Body] 

Was responded per resolution 11.2.2.
1.6 Joint Meetings

The following joint meetings were held (for first three bullets see notes, as applicable, in the corresponding sections)

· VCEG/Req/VC Mon 16-18 RExt Profiles, SEI, Screen content coding, etc. (Donner)

· 3V/3G on 3D video and AR Wed 16-17 (3G/Boardroom)

· VCEG/Req/VC Wed 16:30-18 Cont. RExt, 3D, SCC interlace, etc. (Donner)

· Video/Systems Thu 8-9 Green MPEG (Cascade)

CD of 23001-11 was reviewed.

An SEI message is included in the CD of 23001-11 for AVC, indicating number of zero blocks, number of half pel MC, number of deblocked instances.

There is also intent to define a similar message for HEVC, but this has not been done yet

Further, a display adaptation (particularly backlight) SEI message is defined

The SEI messages could either be conveyed in the video stream or at the systems level. When in the video stream, it is necessary to reserve the corresponding code points in AVC and HEVC. Clarification is needed regarding how that is done – e.g., whether there would there be a reserved number space referring to 23001-11. CICP was raised as a related topic.
It was suggested to use a new NAL unit for green metadata in AVC. This was not agreed, as they can be sent as an SEI NAL unit.

· VCEG/Req/VC Thu 14:00-15:00 Cont. RExt, 3D, SCC, interlace etc. (Donner)
1.7 Output Documents planned

A provisional list of output documents was set up in the opening plenary and further updated during the Wednesday plenary.  See final list of output docs in sec. 12.1.
2 MPEG-4 part 10 AVC

During the 106th meeting, it had been decided not to proceed for balloting and publishing the documents of DAM3, DAM4 and DAM5 separately, but rather to integrate them into a new edition. The preparation of the FDIS text for the new edition had been authorized at the previous (Geneva) meeting. Some coordination work on this was performed as side activity of editors during the meeting.

In coordination with JCT-3V, which had met in parallel, the following HEVC-related documents were approved as outputs:

· N 14214 Disposition of Comments on ISO/IEC 14496-4:2004/DAM41 and N14215 Text of ISO/IEC 14496-4:2004/FDAM41 Conformance testing of the MVC plus depth extension of AVC
· N14216 Study Text of ISO/IEC 14496-4:2004/PDAM43 Conformance testing of the 3D extension of AVC

· N14217 Study Text of ISO/IEC 14496-5:2001/PDAM35 Reference Software for the 3D extension of AVC

· N14239 3D-AVC Test Model 9

· N14218 Report of 3D-AVC Subjective Quality Assessment
3 MPEG-7 Visual XM software part 6 

14.1.97.1.1.1.1.1.15 m32546 MPEG-7 eXperimentation Model Update and Testing [Karol Wnukowicz, Stavros Paschalakis]

Considerable progress had been made in the context of the AHG work on updating the Visual XM software. A WD for a new edition was issued as N14219.

4 CDVS

The BoG on CDVS was chaired by Miroslaw Bober and partially by Giovanni Cordara. The notes in this section were primarily recordings from the BoG, which met Monday-Thursday, usually for the whole day (except video plenary times).

Due to the delay in starting the ballot (CD text submitted by Dec. 20 – though one week late – ballot started only Jan. 6 with 3 months ballot period), the progression to DIS would not have been possible by the time of the April meeting. Therefore, the ballot was re-issued with a 2 months ballot period. Furthermore, a Study of the CD text was approved with the intent to improve the quality of the specification text.

4.1 Requirements related
14.1.97.1.1.1.1.1.16 m32193 Requirements for Compact Descriptors for Video Search [Weon Geun Oh, Hae Kwang Kim

This proposal considers various ways to code CDVS-video using CDVS image tools, using similar concepts as for video coding (I-frames and P-frames). 

The Camvid database is a moving object database with labels (Cambridge University).
Discussion: requirements documents need update.
14.1.97.1.1.1.1.1.17 m32227 WhatIsWhat: an interactive tool for the generation of Ground Truth information for CDVidS [Antonio Buemi, Arcangelo Bruna, Claudio Marchisio, Danilo Pau]

Presented during the AHG meeting on Sunday. This seemed to be a very useful tool. Questions asked included whether object localization by a bounding box is sufficient and whether this could be extended to use, e.g., a polygon representation.

WiW allows annotations using a set of points and can associate more than 1 ROI (e.g, a rectangle and a set of points) to the same object in order to generate a ground truth. It seemed to be quite versatile.

Other complex shapes like ellipses are for future work, and depend on the priority given by the group because so far the representation via points has been considered enough for any type of shape.
14.1.97.1.1.1.1.1.18 m32233 Media industry data set for Compact Descriptors for Video Search [Alberto Messina, Werner Bailer]

This contribution contained an offer to provide a large dataset of video (news). Some examples of thematic subsets (Pope election) were presented. This seemed to be very good material for evaluation.

14.1.97.1.1.1.1.1.19 m32234 Annotation tool for creating ground truth for CDVidS [Werner Bailer, Albert Hofmann]

This presented a useful tool. Discussion included how to integrate with other tools.
General notes: Very efficient base information for visual search in video – possibly augmented with additional data.

4.2 General
4.3 CE and other technical inputs

4.3.1 CE1: Key point extraction 

14.1.97.1.1.1.1.1.20 m31987 CDVS: An invariant low memory implementation of the ALP detector with a simplified usage interface [Massimo Balestri, Gianluca Francini, Skjalg Lepsoy (Telecom Italia), Keundong Lee, Sang-il Na, Seungjae Lee (ETRI)]

The first objective for this contribution is to reduce memory and produce the same results as TM8.

Changes include: 1) Order feature selection and SIFT descriptor extraction has been reversed, 2) First octave is split in four parts, 3) Memory allocation once per octave, 4) LoG filtering and extrema detection reused buffer.
A trade-off between the memory and speed was discussed.

Images were divided into strips, and 5 buffers are needed: 4 scales (G1, G2, G3, G4) and temporary buffer. Why 4 stripes? – only splitting the first octave. 

The typical gain factor (memory reduction) was reportedly around 10. The memory reduction is at the cost of speed (drop) by roughly a factor of 2.5. 

Q:  local filtering is perfromed on a stripe of 37 lines – and it was asked whether this is sufficient to preserve results? A: test showed that exactly the same key-points were detected and the overall results (TPR. mAP) were not changed. 

Q: What was the reduction on the CDVS dataset? The reported reduction factor was 9.5.

Per m32039 a full crosscheck was reportedly successful.

This is a software optimization & maintenance proposal – it is not a technical proposal. It will be used (if applicable to final software implementation of the feature detector as a low-memory option), but not as a default option – since for the TM, software speed and readibility is higher priority than very low memory, so it will be released as a low-memory-usage optional branch.

14.1.97.1.1.1.1.1.21 m32039 CDVS: Crosscheck of Telecom Italia and ETRI response to CE1 (m31987) [Alessandra Mosca, Massimo Mattelliano]

Crosscheck noted; results confirmed.

14.1.97.1.1.1.1.1.22 m31991 CDVS: ETRI and TI’s Response to CE1 – A fast feature extraction based on ALP detector [Keundong Lee, Sang-il Na, Seungjae Lee, Weon-Geun Oh(ETRI), Massimo Balestri, Gianluca Francini, Skjalg Lepsøy (Telecom Italia)

Speed up BY: 1) Preliminary feature selection, 2) efficient partial gradient computation (implementation), 3) speed-up of the SIFT computation.

TM8 vs Fast-TM8: 1.54 times speedup.

TM8 vs Fast-Low memory TM8 1.13 times. Memory gain – approximately a factor of 9.

All performance results are reportedly within 0.1%.

Comment: Preliminary feature selection would change the pipeline under ballot. We can’t guarantee exactly the same results – however, the results were within 0.1% for all tests. 

Two elements (2 & 3) are related to software implementation and should be implemented in the TM.

Preliminary feature selection (1) falls in the category of functional approximation and maintains the results within 0.1%. We need to consider deeper how to support functional approximation solutions in the CD, how to ensure interoperability, and how to define conformance. It was agreed to insert this software into the TM implementation as a (non-default and optional) switchable option on the entire image level.

Cross-verified as reported in m32266.

14.1.97.1.1.1.1.1.23 m32266 Crosscheck of ETRI and TI’s Proposal m31991 Response to CE1 [Jie Chen, Ling-Yu Duan]

Cross-check noted; results confirmed.

14.1.97.1.1.1.1.1.24 m32262 Peking University Response to CE1: Study on Interest Point Detector in TM8 [Jie Chen, Ling-Yu Duan, Tiejun Huang, Wen Gao]

This contribution was an analysis and simplification of the TM8.0 and analysis of the impact of ALP: refinement of the extrema to subpixel precision, with two additional attributes.

The contribution proposes to use a Taylor expansion in the refinement stage. It was asked whether the change of filter could form some drop in performance.
The CurveSigma was removed in the contribution to simplify the selection process. 

TPR between TM8 and Taylor based refinement. 

Taylor expansion: TPR – drop by 0.19%, Loc – drop 0.03%, MAP – same, Top match −0.02%

Curve ratio is useful but curve Sigma is not useful: TPR – 0.27%, localization +0.16%, mAP +0.02%, Top match +0.30%.

Proposal: replace extrema refinement with Taylor expansion.

Comments: There is no training in the ALP – just an offline projection.

Taylor expansion is polynomial when none of the terms are higher than second degree. The 9 dimensions used in APL are higher order and therefore more accurate. The TM interpolation function performs better.  The Taylor expansion in the VL-feat is optimized beyond basic mathematical theory. It would be very complex to describe in the normative part. There was no positive impact on performance.

No benefit in switching to Taylor expansion was seen by the group (although the proponent did not agree with that – the proponent insisted that removal of the table would simplify the normative part, but the group did not share this view).

It was discussed whether the CurveSigma parameter should be removed.

Comments: There is some information. There could be some correlation with peak-ratio. What is the benefit of keeping it? What is the risk of removing it?

Conclusion: Re-revaluate the impact on TM9 when implemented and decide at that stage.

14.1.97.1.1.1.1.1.25 m32477 Cross check of PKU Response to CE1: Study on Interest Point Detector in TM8 m32262 [Emanuele Plebani, Danilo Pau]

Cross-check noted; results confirmed.

14.1.97.1.1.1.1.1.26 m32263 Peking University Response to CE1: Improving Interest Point Detector with BFLoG Filter [Jie Chen, Ling-Yu Duan, Tiejun Huang, Wen Gao]

Based on m32477. Combining BFLoG with ALP.

Changes: Use 3 level scale sampling. Apply smoothing operator to reduce response to a sudden change of image content (Gaussian filter). Perform a Taylor expansion. Removed curve sigma in feature selection. 

Results: TPR drop −0.37%, Localisation drop −0.32%, mAP increase +1.13%, top match +1.16%.

Updated coefficients table for ALP (using TI tools).

Interoperability with TM8: TPR: −0.6%, Loc: −0.38%, −0.41 for mAP, −0.05% for top match.

Number of the scale space plus smoothing filtering in front.

Complexity: 176 ms, BFlog:  144mS, BFlog_ALP: 162 ms. Memory: 1.14 MB
Comment: the gain was mostly obtained in dataset 2 and 3. 

There was no retraining of the global descriptor. 
Frequency space implementation and block-based implementation are non-normative elements. 

Conisdering normative modifications, the proposal increases the number of scale samplings from 2->3 and applies smoothing filtering and Taylor expansion instead of ALP approximation and the removal of the CurveSigma. Some increase in complexity (maybe small?) and improvement in mAP (+1.2%) but drop in TPR (−0.4%).

Comments: memory leak in fftw could be a problem. Global descriptor was trained with BFlog – it was not optimized for the ALP detector, and therefore it is optimized for the old detector. It was unclear whether the results would hold when global is retrained with the ALP detector.

Gaussian on Gaussian produces Gaussian. More scales were used. 

Summary of results (compiled by PKU)
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BFLOG Compared to LowM-TM8.

BFLOG Better: mAP, Top Match  

BFLOG Worse:  TPR, Loc

Implementation-based issues:

· BFLOG Better: memory

· BFLOG Worse:  speed

Summarizing change: BFLOG filtering, pre-smoothing operator, additional scale in filters, feature selection excluding curveSigma, Taylor expansion, orientation coefficient. It was asked what brings the improvement in performance – perhaps the additional and new scale of the filters? 

A suggestion was that the benefit most likely comes from using 3 scales, which could be deducted from past results in TM7.0 as quoted below:
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— BFLoG (with 3 scales) with TM7
* +0.48% mAP
* +0.55% Top

— Low complexity BFLoG (with 3 scales except the first
octave) with TM7
+ -0.10% mAP
* +0.11% Top

* InALP,

— ALP (with 2 scales) with TM7
* -0.7% mAP
* -0.7% Top




Or perhaps using one more scale in extrema detection and some shift in scales range?

There was a suggestion on complexity increase from 4 to 8 for number of Gaussian/scales, but it was suggested that this could be simplified by clever implementation.  

Conclusion: Perform experiments to clarify which elements bring the perfromance improvement and to determine how much is the improvement for retrained global in TM9.

14.1.97.1.1.1.1.1.27 m32501 CDVS CE1: Crosscheck of PKU’s proposal (m32263) [Seungjae Lee, Keundong Lee, Sang-il Na, Weon-Geun Oh]

Cross-check noted.
4.3.2 CE2: Global descriptor

14.1.97.1.1.1.1.1.28 m32261 Peking University Response to CE2: Improved Global Descriptor [Jie Lin, Ling-Yu Duan, Zhe Wang, Tiejun Huang, Wen Gao]

Integration of SCFV global descriptor into TM8, in particular working with the ALP detector adopted at the last meeting. TM8 is still using 14 parameters for a Fourier curve fitting mechanism adopted for pairwise comparison. As proposed during the last meeting, new training datasets balancing the number of 2D and 3D objects for PCA projection matrix and GMM model are used. 4K images were used for the training dataset, taken from Flickr, internal CADAL project dataset and some other 3D objects of pictures randomly selected from TM8 training datasets.

1 byte representation for the elements of PCA matrix and GMM tables integrated. Bit selection module, taken from the proposal of University of Surrey/Visualatoms presented at last meeting integrated into the solution (this costs slight increase of fixed memory occupancy to overall 21KB for the 256 configuration).

Single threshold adopted for pairwise matching. 

Significant improvements achieved keeping 128 gaussian components for fair comparison to TM8: +1.45% TPR on average, 3.6 on 4-5 datasets. mAP results not reported but stated to drop around 0.3: full results and associated TM8 parameters to be presented during the week.

Further improvements were obtained introducing RootSIFT and 256 Gaussian components. 

Overall performance was reported as a significant improvement (+1.33 %TPR and  +%1.77mAP), with a slight drop in localization accuracy (~1%).

Details about data training were requested (e.g. how many images from Flickr, how many from CADAL, ...) and regarding the images that can be shared  (from Flickr and TM8), which were asked to be provided by Wednesday. 

An issue about rights for usage of the CADAL dataset had not been solved yet.

Conclusions: The full set of results on 128 configuration was asked to be disclosed during the week. Proposed changes in the text for the Study of CD were to be released by Wednesday.

The proposal was conditionally adopted into TM9, provided that the full training dataset and training tool would be available by one week after the meeting. The Flickr and TM8 images were to be released by Wednesday. 

The group was willing to establish this collaborative CE2 to favor integration of presented technology in order to improve performance.

14.1.97.1.1.1.1.1.29 m32315 Cross check of "Peking University Response to CE2: Improved Global Descriptor" m32261 [Emanuele Plebani, Danilo Pau]

Linux cross check; results O.K..
14.1.97.1.1.1.1.1.30 m32212 CDVS: Cross-Check of Peking University’s Proposal m32261 [Zheng Liu, Bin Chen, Giovanni Cordara]

Windows cross check; results O.K..

14.1.97.1.1.1.1.1.31 m32639 PKU Response to CE2: information on training dataset [Jie Lin, Ling-Yu Duan, Zhe Wang, Tiejun Huang, Wen Gao]

Discussion in Video plenary Wednesday:

The data set used for re-training is to be delivered within a week; otherwise, m32261 will not be adopted and will not be further considered in the CE work (i.e., the CE will only be on testing m32330 against the current technology in TM8).

14.1.97.1.1.1.1.1.32 m32330 Improved RVD in TM8 - CE 2 Response from University of Surrey and Visual Atoms [Miroslaw Bober, Syed Husain, Stavros Paschalakis, Karol Wnukowicz]

Further investigation in a CE; either versus current TM8, or TM8+m32261.

Improvement of the RVD descriptor was presented (m30311) in Vienna, increasing the SIFT projection matrix size to 64 and increasing the codebook size to 256. RVD uses a single threshold for pair-wise matching. Memory allocation size is around 28K. Significant improvements were reportedly achieved: TPR +0.84%, +1.44% mAP, PTM 0.62%. Drop of localization ~1.7.

It was agreed that this would not be adopted if the issue with the m32261 training dataset and tools is resolved (provided within a week after the MPEG meeting ends).

This would be adopted into TM9 and Study text of CD otherwise.

14.1.97.1.1.1.1.1.33 m32466 CDVS: crosscheck of m32330 [Massimo Balestri, Gianluca Francini, Skjalg Lepsoy]

Cross-check; results O.K.

m32466 CDVS: Entropy Enhanced AKULA for Key Points Aggregation (late document)

The presenter was not present at 2pm Tuesday – the document was scheduled to be reviewed on Friday.

4.3.3 CE3: Normative aspects of key point extraction

14.1.97.1.1.1.1.1.34 m32242 Sisvel Technology response to CE3: Normative aspects of the keypoint detection [Massimo Mattelliano, Giovanni Ballocca, Alessandra Mosca]

Testing interporability of openCV SIFT, VLFeat SIFT, OpenCV ORB vs ALP, using only deafult parameters, without retraining. 

The verification test (OpenCV- SIFT vs OpenCV-SIFT) resulted in a high false alarm rate for some bit rates e.g. TPR – 8 KB (16.33%), 16 kB (26%)

Interoperability (TPR %):

· ALP vs SIFT VL-Feat: 90.8% 

· ALP vs SIFT OpenCV: 0.26%

· ALP vs ORB : 0.008%

Conclusion on Interoperability:
· ALP and SIFT VLFeat are reasonably interoperable.

· No interoperability was achieved between SIFT-VLFeat and SIFT – OpenCV. 

14.1.97.1.1.1.1.1.35 m32503 CDVS CE3: Crosscheck of SISVEL proposal (m32242) [Sang-il na, Weon-Geun Oh, Insu Won, Kyoung-Ho Choi, Dong-Seok Jeong]

Windows cross-check – O.K..
14.1.97.1.1.1.1.1.36 m32251 CDVS: ETRI’s comments on CE3 [Seungjae Lee, Sang-il Na, Keundong Lee, Weon-Geun Oh]

This contained a suggestion on how to test interoperability – based on two rules 1) all other modules should not be changed or retrained, 2) changes to the feature selection scheme may be introduced to keep interoperability.

Comments: Even if two implementations for operation X are interoperable, it does not mean that any method to do X is interoperable.

14.1.97.1.1.1.1.1.37 m32264 Peking University Response to CE3: Interoperability study towards minimum normative part of detector [Jie Chen, Ling-Yu Duan, Tiejun Huang, Wen Gao]

Investigation of interoperability between ALP, BFLoG_ALP and BFLoG, showing interoperability with the margin of: TPR: +/- 0.9% and mAP +/- 2.15%.

The BFLoG_ALP pipeline is the same as m32263 considered in CE1. 

The same proposal as m32263; this has been already considered in CE-1. There are no new technical elements but new information about interoperability. 

Consensus: Even if two implementations for operation X are interoperable it does not mean that any method to do X is interoperable.

14.1.97.1.1.1.1.1.38 m32500 CDVS CE3: Crosscheck of PKU proposal (m32264) [Keundong Lee, Sang-il Na, Seungjae Lee, Weon-Geun Oh]

Cross-check; successful.

14.1.97.1.1.1.1.1.39 m32502 CDVS CE3: Additional Crosscheck of PKU proposal (m32264) [Sang-il Na, Seungjae Lee, Keundong Lee, Weon-Geun Oh, Insu Won, Dong-Seok Jeong]

Cross-check; successful.
4.3.4 CE combinations

14.1.97.1.1.1.1.1.40 m32265 Peking University Study on combining improved techniques in CE1 and CE2 [Jie Chen, Ling-Yu Duan, Tiejun Huang, Wen Gao]

BFLoG_ALP combined, global descriptor retrained.

TPR: +1.63 (+1.33%)

MAP: +2.2% (+1.77%)

TopMATCh +1.61%, (+1.19%)

14.1.97.1.1.1.1.1.41 m32592 CDVS: Cross-Check of Peking University’s Proposal m32265 [Zheng Liu, Bin Chen, Giovanni Cordara]

4.3.5 Unclear allocations and missing documents

14.1.97.1.1.1.1.1.42 m32267 Crosscheck 2 [Jie Chen, Ling-Yu Duan]

Document missing.

4.4 Technical proposals other than CE
14.1.97.1.1.1.1.1.43 m32493 CDVS: Entropy Enhanced AKULA for Key Points Aggregation [Abhishek Nagar, Zhu Li, Gaurav Srivastava, Kyungmo Park]

Similar to m31491 (k-means, distance matrix) + entropy from eigenvalues (new element). New distance: old AKLUA distance + entropy only. Gain for 1a, 1b and 1c (global only). Akula matching is very fast. 90 sec for Akula and 100 sec. No full set of results was available.

14.1.97.1.1.1.1.1.44 m32536 GRASF - Grassmann Subspace Feature for Key Points Aggregation [Zhu Li, Abhishek Nagar, Gaurav Srivastava, Kyungmo Park]

SIFT -> Feature selection, dim reduction (PCA 128->32), Covariance Computing. Stiefle and Grassmainnian subspace. Grassmannian bette ras invariant. Distance – principla angle L2. Below 1% better cmp to SCFV (global only). Size 500 bytes. May include second order. No full set of results available yet. 

14.1.97.1.1.1.1.1.45 m32544 CDVS: ALP Acceleration with Box Filtering [Gaurav Srivastava, Zhu Li, Abhishek Nagar, Kyungmo Park]

Acceleration of the filtering in ALP via Box filter. No full set of results was available. 

4.5 WD and TM Development
TM Software Integration plans: 

· The GD of m32261 (256 clusters) should by integrated in the TM9.0 by 24-January-2014. The original cluster selecton mechanism should be applied in order to ensure interoperability. 

· Linux Anchors: S.Paschalakis (VA), M.Balestri (TI).

· Windows: Jie Chen (PKU), M. Mattelliano (Sisvel techn). 

· The following proposals will be integrated as optional low-memory/fast-processing paths (disabled by default: (m31991), (m31987).

4.6 New CE definition

New CEs are defined in N14222. 

CE1 continues.

For CE2, an agreement was reached that the scope is restricted to improvements based on the SFV aggregation component. Results will be reported at two different points of false positive rate (1% and 0.1%).

CE3 shall be closed. The deviation observed between different detectors is too large, and it is impractical to describe the necessary commonality of the extraction process in a unique way without explicitly describing one specific process. Nevertheless, more consideration is necessary regarding which variations of the normative extraction process could still be called “CDVS compliant”, and whether it is at all possible to specify conformance. This will be investigated in the AHG.

5 Video Codec Comparison

In the 106th meeting, it was agreed to start an effort to perform a visual comparison between the different codecs to gain more information about their performance, and to assess their other technical merits. An AHG had been set up for this purpose, which achieved the intended goals.

· Validation of bitstreams was ongoing 

· Visual comparison was to be performed by Tuesday night

· Results were to be reported on Wednesday

· Further action was to be discussed after that

A BoG on VCC was chaired by Mathias Wien. Mon 6 PM – further investigation of validation.

Notes from the BoG (starting at 17:19h)

The question was raised whether open GOP or closed GOP is used in the IVC RA streams. The proponent asserts that the random access points are IDRs like IDRs in AVC. This corresponds to a closed GOP structure.

For VCB, the latest encoder dumps provided by the proponent had been partially assessed by an expert. The quantizer relation was checked and no deviations from the expected pattern were noted.

No further comments were raised regarding the AVC and WebVC bitstreams. It was stated that verification had been performed among contributing companies before releasing the bitstreams.

Follow-up discussion were held Wed. at 12:00 (chaired by J. Ohm)

The First round of “expert viewing” (with three non-video-experts) did not provide meaningful results. Therefore, it was decided to hold another round of viewing Wed. afternoon with a total of 12 video experts.

It is expected that with a sufficient number of experts, systematic outliers would be detected, and therefore trials to vote for one's “own codec” would result in invalid votes.

The question was raised whether it is possible to include the votes from the first round. It was agreed to leave to the test chair (Vittorio Baroncini) to decide whether this would be meaningful.

There was discussion about the suggested ranking method which was proposed by V. Baroncini and M. Wien – which was as follows: Compute, for each codec in each test case, the following credit number: 1+(count_of_worse-performing codecs). (Options of credit numbers: 1, 2, 5, 10 were discussed.) Compute an average over the different test cases.

It could (hopefully) be expected that the HP anchors usually have the highest score, this would give more credits to those codecs which might beat the anchor in some cases.

It was agreed to use this as indicator.

Question: What happens if two proposals are equal? 

· This has the effect that two equal proposals get one score lower (and if everything is undistinguishable, everybody gets close to nothing) – it was agreed that this is reasonable.

· Would there be a threshold of counting “equal performance”? Likely to be based on confidence intervals – leave to test coordinators to decide whether CI can be determined reasonably.

Results were asked to be reported Thu. 9:00 in the Video room 

Additionally, an SNR comparison was to be presented, with the following evaluation which could potentially give more evidence

1. Applying the same ranking method as above, using data per rate point/sequence.

2. Bjøntegaard values in 4 versions, where each of the four codecs is once used as anchor.
Presentation of results was planned for Thursday 9:00 (in a session chaired by J. Ohm):

Additional expert viewing was performed Wednesday afternoon (with 12 experts participating).

All subjects viewed all sequences, and confidence intervals were computed (V. Baroncini believed this was appropriate, though only 12 votes were used, since the votes were rather consistent).

BQ mall could not be used (as the anchor was corrupted).

720p testing was not possible to complete due to lack of time.

Evaluation with the ranking method was to be done, taking into account confidence intervals (to be presented in video plenary).

The tendency from the preliminary results of the visual test indicated the following:

For CS1: Random access (as tested, without 720p):

· HP profile anchor (as tested) performed best

· Other proposals (as tested) performed similarly to each other, with some tendency of VCB to perform slightly better than WVC/IVC

For CS2: Low delay (as tested, without 720p):

· VCB (as tested) performed similar or slightly better than the HP anchor

· WVC (as tested) performed similar or slightly worse than the HP anchor

· IVC (as tested) was consistently worse than the others

It was mentioned by the IVC contributors that for the LD case, ITM7 performed worse than ITM6, which may be due to a bug, and badly influences CS2 results.

PSNR based BD rate averages showed >30% rate increase compared to AVC HP anchors for RA with all three other codecs; compared against each other rather than to the AVC HP anchors, the BD rate differences were marginal. For the LD case VCB had approx. 10%, WVC approx. 20%, IVC approx. 30% higher rate than anchor; also compared against each other, VCB performed obviously better in LD than both other codecs based on BD rate criteria.

For 720p (which was not tested visually) WVC and VCB were equivalent in quality according to PSNR based BD rate, in the LD case. 

Generally, comparing the three codecs against each other (as tested), mutual comparison of PSNR by overall tendency confirmed the results of the visual test.

In previous meetings, doubts had been raised about the validity of the conclusion from the recent CfP submission concerning VCB, because

a) The rate points did not match in many cases

b) The influence of rate control was not clear

The new informal visual tests appeared to indicate

a) That VCB fulfils quality expectations visually compared to other codecs with closely matching rates

b) That rate control (which was not used here) was not an important factor in terms of the visual quality of VCB overall 

It was, however, noted that without the rate control, it was not possible to hit the intended lowest bit rate point for the Party Scene sequence, and further clarification is needed whether this is a flaw in the normative design or can be solved by further modified encoder design.

For IVC, informal viewing tests had been performed by the last meeting, however the results by that time were incomplete since only few sequences had been found where the bit rates did closely match with the rates of the anchors (which were AVC HP for RA and AVC CBP for LD case), and only a few people had participated in the test.

The new results are more complete in this regard. For the RA case, the results of the last meeting are somewhat confirmed in that IVC performs still lower than AVC HP, but additionally it is found here that for the RA case IVC has a comparable quality as WVC and VCB.

For the low delay case, a consistently worse performance of IVC was found relative to the anchors and the other codecs, and the results of the last meeting are not confirmed. This may be due to some bug in the ITM7 implementation relative to ITM6, and requires further investigation.

Comparing the three “type 1” projects under consideration,

· VCB and WVC are in a similar range of compression performance in the RA cases, whereas for LD, VCB has better performance (which may be due to a better optimized encoder)

· IVC needs more improvement for the low delay case. More investigation is necessary to make it technically mature.

It is preliminary concluded that VCB (from the compression performance point of view) has been demonstrated to be a suitable candidate for standardization. However, doubts were raised regarding the maturity of the technical description. A new version of the VCB draft was to be uploaded and to be reviewed in the Video plenary Thu 1600 – potentially continuing Fri 08:00.

The following documents were all discussed in the VCC AHG and BoG (see above).

14.1.97.1.1.1.1.1.46 m32268 AHG on VCC: AVC HP anchors [M. Wien (RWTH), K. Andersson, R. Sjöberg (Ericsson)]

14.1.97.1.1.1.1.1.47 m32465 Report on the generation of the Web VC sequences [Kenneth R. Andersson, Krasimir Kolarov, Pierrick Philippe, David Singer, Rickard Sjöberg, Alexis Michael Tourapis]

14.1.97.1.1.1.1.1.48 m32471 Submission of VCB streams to VCC AHG expert viewing [Mohamad Raad, Harald Alvestrand, Adrian Grange, Qunshan Gu]

14.1.97.1.1.1.1.1.49 m32472 Updated MPEG-4 AVC HP anchors [Kenneth R. Andersson, Krasimir Kolarov, Pierrick Philippe, David Singer, Rickard Sjöberg, Alexis Michael Tourapis]

14.1.97.1.1.1.1.1.50 m32476 Bug Fixes and Extensions to the MPEG-4 AVC JM Reference Software [Kenneth R. Andersson, Yuwen He, Krasimir Kolarov, Pierrick Philippe, David Singer, Rickard Sjöberg, Alexis Michael Tourapis]

14.1.97.1.1.1.1.1.51 m32589 IVC bitstreams [Xufeng Li, Ronggang Wang, Siwei Ma, Tiejun Huang, Wen Gao]

6 Web Video Coding

ISO/IEC DIS 14496-19 (N13561) had been issued in Incheon. Resolutions had been formulated by the same time and renewed in Vienna, urging for action on submitting IPR statements before the closing of the DIS ballot. Though the situation has improved since August 2013, patent statements received so far require further investigation, and also some of the previously mentioned problems regarding the ISO database were still not resolved yet. Therefore, it was decided to again put the issuing of the FDIS on hold for one more meeting cycle. 

Web Video Coding was also investigated in the visual comparison (see section 5). 
7 Internet Video Coding Exploration
The BoG on IVC was chaired by Kiho Choi. The first meeting of the BoG was planned for Mon 16:15-18:00 PM (ahead of the VCC BoG).

The following issues were initially identified to be resolved during the meeting:

· Performance assessment (see under section 5)

· Adoptions/development of ITM: Make two separate parts WD (decoder)/ITM (encoder)

· Assessment of licensing situation

· New EEs

· In the Wednesday plenary, it was planned to have further review about the status of new proposals on Thursday after the VCC discussion.
7.1 Review of documents
The following input documents had initially been reviewed in the AHG 14-01-12 Meeting and further discussions were performed in the BoG during the meeting week.

14.1.97.1.1.1.1.1.52 m32144 Performance evaluation of DC intra prediction mode for Internet Video Coding [Dong-Hyun Kim, Haechul Choi, Jae-Gon Kim]

· Summary
· In this document, the performance of ITM 7.0 intra prediction in which five-tap smoothing filter was used for DC intra prediction in comparison with three-tap smoothing filter was presented. 
· The five-tap smoothing filter provided 0.1% bit saving in average over the three-tap smoothing filter in CS1 encoding configuration without complexity increase.

· Comments
· This contribution was an informative document.

· Q: Is there any increase of computational time in en/decoder?
· A: The proponent said that there was no increase of computational requirements because of the portion of intra prediction.

14.1.97.1.1.1.1.1.53 m32455 Cross-check of m32144 [Kiho Choi, Minsoo Park, Sang-hyo Park, Euee S. Jang]

· This contribution was a cross-check report of m32144.
· The software provided by the proponent was reviewed and was consistent with the descriptions in m32144.

14.1.97.1.1.1.1.1.54 m32145 Performance evaluation of non-reference P frame coding in ITM 7.0 [Dong-Hyun Kim, Byung Tae Oh, Jae-Gon Kim]

· In this document, the performance of non-reference P frame in ITM 7.0 was presented as a part of comparative investigation of Internet Video Coding technologies.

· The non-reference P frame coding provided up to 5.8% bit rate saving on average over the usual low-delay encoding (CS2).
14.1.97.1.1.1.1.1.55 m32456 Cross-check of m32145 [Kiho Choi, Minsoo Park, Sang-hyo Park, Euee S. Jang]

· Summary
· This contribution was a cross-check report of m32145.
· The software provided by the proponent was reviewed and was consistent with the descriptions in m32145. 

14.1.97.1.1.1.1.1.56 m32173 Resolution-dependent Interpolation Filter for IVC [Hao Lv, Ronggang Wang, Xufeng Li, Siwei Ma, Tiejun Huang, Wen Gao]

· Summary
· A resolution-dependent interpolation filter for different resolution videos was proposed.
· In this contribution, a 4-tap filter is proposed for the UHD (2560×1600 and above) videos, a 6 tap filter was proposed for the videos with resolution ranging from 720P (1280×720) to 1080P (1920×1080), and a 10 tap filter is proposed for the videos with the resolution below 720P, respectively. 
· Simulation results showed that the proposed scheme provided 1.3% bit rate saving in CS2 and 0.9% bit rate saving in CS1.
· The analysis of complexity showed that the increased computational complexity was relatively not so huge compared the use of 6-tap filter.

· The prior art information based on US patent database was provided in the contribution.

· Comments
· Q: Do you have the result of the computational time using the proposed method?

· A: Slightly increased. Nevertheless, the proponent explained that the increased time was not huge in principle.

· Q: Did IVC have a plan to support an UHD application?

· A: According to the IVC requirement document, it was not planned. 

· Q: How do you generate the coefficients for the filter? 

· A: The generated coefficients was based on that in a text book. The information of filter generation was not described in the contribution. The information will be added on the contribution during this MPEG meeting.

· Q: How to signal to decoder?

· A: The proponent said that there was no an additional signal but the method utilized the syntax used for a sequence resolution.

· Q: Did you find a similar syntax in your investigation for prior arts?

· A: No.

· Q: Did you study JCT-3V contributions? There would be a similar syntax.

· A: The proponent studied the JCT-3V contributions but the there was no contribution exactly same with the proposed method.

· Q: Why not sending the syntax directly?

· A: The proponent explained that there would be an IPR issue.

· Q: Do you check the prior art in terms of adaptive interpolation?

· A: Needed to check.

· The proponent used an existing syntax in ITM 7.0, which was for the information of sequence resolution, in order to signal which interpolation filter was used. 

· Experts in the group concerned that the use of the existing syntax was one of ways to signal to decoder.

· The proponent believed a signalling using an existing syntax was safe about the IPR issue because the existing syntax was not for the purpose of the proposed method.
· Agreement
· Technically, there was no problem to adopt the method. However, the issue with regard to the use of existing syntax, which was used for another purpose, has not been studied.

· Further study on the IPR issue during this meeting.
· Report this issue on the video group meeting.

14.1.97.1.1.1.1.1.57 m32175 Cross-check of m32173 on interpolation filter [Weiran Li, Yun He]

· This contribution was the cross-check report of m32173.

· The software provided by the proponent was reviewed and was consistent with the descriptions in m32173.
14.1.97.1.1.1.1.1.58 m32174 Adaptive Blocksize Transform for IVC [Zhenyu Wang, Ronggang Wang, Xufeng Li, Siwei Ma, Tiejun Huang, Wen Gao]

· Summary
· In this contribution, 16x16 block size was proposed to improve coding efficiency of IVC.
· Simulation results showed that the proposed method provides 2.2% bit rate saving in CS2 and 2.6% bit rate saving in CS1.
· The prior art information based on published papers was provided in the contribution.

· This contribution was based on a paper issued in 1989.

· Comments
· The proponent said that the proposed method used the same 16x16 kernel regardless of intra or inter block but the signal to indicate the use of 16x16 kernel was used only in intra block.

· One expert said AVC/H.264 uses 16x16 kernel for a transform process.

· One expert said there would be possibility on an IPR issue when variable block sizes were used with intra prediction. The year when the use of intra prediction was introduced has not been passed over 20 years. Thus, the expert concerned the use of the proposed method with other techniques. 

· One expert concerns about the increase of en/decoding time

· Agreement
· The group believed that there was no problem to adopt the method in the aspects of a technic merit as well as an IPR issue related to the use of transform sizes. Nevertheless, the group members were concerned about the IPR issue when the technology combined with the intra prediction.

· Further study on the IPR issue during the MPEG meeting.
· Report the issue on the video group meeting.

14.1.97.1.1.1.1.1.59 m32176 Cross-check of m32174 on ABT [Weiran Li, Yun He]

· Summary
· This contribution was a cross-check report of m32176.
· The software provided by the proponent was reviewed and is consistent with the descriptions in m32176.

14.1.97.1.1.1.1.1.60 m32445 Deblocking Method for Internet Video Coding [Minsoo Park, Kiho Choi, Jin Yeon Choi, Sang-hyo Park, Euee S. Jang]

· Summary
· In this contribution, a deblocking method, which was applied to in-loop process, was proposed.

· The experimental results showed that the proposed method improved the visual quality of ITM 7.0 significantly without any coding loss.

· The proposed method was based on a paper issued on April 1994.

· Comments
· Q: Why is the de-blocking filter just applied to intra blocks with DC coefficient only?

· A: Applying to inter coding, the improvement on inter block is little. 

· Q: How about the complexity increase of the filter?

· A: since it is only applied to intra blocks with DC coefficient only, this kind of blocks are few, the complexity increase is very limited.
· Agreement
· Further discussion during this meeting

14.1.97.1.1.1.1.1.61 m32454 Cross-check of Deblocking Method for Internet Video Coding (m32445) [Dong-Hyun Kim, Jae-Gon Kim]

· Summary
· This contribution is a cross-check report of m32445.
· The software provided by the proponent was reviewed and is consistent with the descriptions in m32445.
2014-01-14 Bog meeting

Topics:
· Confirm the performance of ITM 7.0

· Revisit the input contributions and the issues raised during the Adhog meeting

Topic1: Confirm the performance of ITM 7.0

· Performance evaluation from ITM 3.0 to ITM 7.0.
· Anchor: AVC/H.264 Constrained baseline profile

· (+) means a BD-bitrate improvement compared to the anchor
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Figure 1 Improvement of ITM in CS1
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Figure 2 Improvement of ITM in CS2

· An expert requested to check the evaluation based on a same test condition.

· [To do]

· The improvement of ITM 7.0 will be checked once again based on a same test condition.
Topic2: Revisit the input contributions and the issues raised during the Adhog meeting

· Review of M32445

· [Technical review]

· It was reviewed in the Adhog meeting on Sunday
· [Prior art review]

· It was reported that the proposed method was based on a paper issued over 20 years ago. 

· It was reported that the proposed used an in-loop processing and a neighboring context to improve visual quality. 

· It was confirmed that the two features could be a basic coding structure in the next version of ITM at least.

· It was reported that the proposed method generated some parameters adaptively by using neighboring pixels. This process occurred in en/decoder side, which was influence on the increase of a decoder complexity.

· [Recommendation] 

· Encouraged to try more filters to further improve the subjective quality and avoid complex operation such as inversing matrix.

· Review of M32173

· [Technical review]

· It was reviewed in the Adhoc meeting on Sunday
· [Prior art review]

· The proponent provided additional prior art information related to frame-level adaptation.
· The proponent reported that the claims in the additional patents were not related to the proposed method in the contribution.
· [Recommendation] 

· To adopt the technology into ITM 8.0.
· Review of M32174

· [Technical review]

· It was reviewed in the Adhog meeting on Sunday
· [Prior art review]

· Variable transform block size (Type-1 A)
· The relevant prior art “adaptive transform coding using variable block size” was issued on 1989 and the patent described the use of variable transform block size and its signaling within intra mode.
· It was reported that the use of variable transform block size was considered as Type-1 A technology.
· Intra prediction (Type-1 B)
· It was reported that the use of the directional intra prediction in video coding was disclosed on Oct. 1998.
· The proponent had not found the relevant patents. 
· The use of variable transform block size was considered as Type-1 B technology.
· Combination variable transform block size with intra prediction (Type-1 B)
· The proponent had not found the relevant patents. 
· Although the use of variable block size was Type-1 A, the combination variable transform block size with intra prediction was considered as Type-1 B technology due to the intra prediction.
· [Recommendation] 

· To adopt the technology into ITM 8.0.
Topic3: Prepare output documents

· The following documents were expected as output documents during:
· Collection of information related to adopted IVC technologies

· Internet Video Coding WD 1.0

· Internet Video Coding Test Model (ITM) Version 8.0

· Description of IVC Core Experiments

· There was a suggestion to classify a prior art information based on the type (e.g., issued year over 20 years). The group agreed on this suggestion. 

· [Recommendation] 

· It was recommended that the information was added on the output document (i.e., Collection of information related to adopted IVC technologies).

	Type
	Definition

	Type-1 A
	A technology where a prior art is found at least 20 years ago.

	Type-1 B
	A Type-1 technology that is not considered as Type-1 A


· An expert asked about the possibility of the software implementation based on on/off switch. It is expected that the suggestion brings two advantages: 1) an adopted technology, which will be proved as a royalty bearing one after the adoption, can be removed easily 2) an improvement of the adopted technology can be checked easily. The group agreed on the suggestion. 

· [Recommendation] 

· It is recommended that a proponent should bring the software implementation based on on/off switch from the next MPEG meeting.

7.2 ITM development

For ITM 8 (confirmed in video plenary): 

· Adopt m32173 (resolution dependent interpolation filter)

· Adopt m32174 (implicit signalling of transform block size depending on prediction block size). 
7.3 New EE definition
New/continuing EEs are defined in N14245, which was edited by the BoG and approved in the video plenary. 

8 Video Coding for Browsers
The following issues were initially identified to be resolved during the meeting:

· Performance assessment (see under section 5)

· Further work on the WD will be performed offline, issues listed in M32443 were already presented and agreed in the AHG, new versions were made available by Wednesday and Thursday via the MPEG site
The following input documents were reviewed in the AHG.

14.1.97.1.1.1.1.1.62 m32418 Comparison of fixed QP VCB reference software and version 1 of the reference software [Mohamad Raad, Harald Alvestrand, Adrain Grange, Qunshan Gu]

14.1.97.1.1.1.1.1.63 m32419 Edited VCB WD [Mohamad Raad, Harald Alvestrand]

14.1.97.1.1.1.1.1.64 m32443 Comments on VCB WD [Sang-hyo Park, Kiho Choi, Jin Yeon Choi, Minsoo Park, Euee. S. Jang]

9 Reconfigurable Media Coding – Video related

Presented during Wednesday plenary:

The breakout group on reconfigurable media coding had met under the 3G subgroup. Items related to  RVC were reported during the Wednesday plenary of the video group and confirmed as follows:

14.1.97.1.1.1.1.1.65 m32310 Updates on HEVC decoder status on conformance test streams [Khaled Jerbi, Damien De Saint Jorre, Mickaël Raulet, Marco Mattavelli, Daniele Renzi, Claudio Alberti]

So far, the RVC implementation only supports Main profile (no 10 bit).

Currently, 56 of 121 8-bit bitstreams pass

A parser issue was noted – when it is resolved, most streams should pass

Theer were still problems with dependent slices and delta QP.
(Tiles are working, but combining tiles/slices still has some problem.)

Decoder software is expected to be operational by the next meeting. No need to change the DAM of 23002-4 was identified.

14.1.97.1.1.1.1.1.66 m32447 RVC CE2: Technical Updates and Automated RVC-BSDL Translator for Generic Parser FU (GPFU) [Hyungyu Kim, Tianyu Dong, Seungwook Lee, Jinsung Choi, Euee S. Jang]

Further revision of text was necessary. WD of 23001-4:201X/Amd.1 was to be issued.

There had been a problem that is since solved: The parser is automatically compiled from the BSDL file, whereas in the current implementation of MPEG-4 Part 2 Simple profile it is partially hard coded.

The plan is to further test the method with the HEVC implementation.
10 HEVC 

10.1 HEVC development
In coordination with JCT-VC, which had met in parallel, the following HEVC-related documents were approved as outputs:

· N 14225 Defect Report on ISO/IEC 23008-2:2013 

· N14226 HEVC Verification Test Plan

· N14227 Draft DoC on ISO/IEC 23008-2:2013/DAM1 and N14228 Preliminary Draft of ISO/IEC 23008-2:2013/FDAM1 HEVC Range Extensions

· N14229 Disposition of Comments on 23008-2:2013/PDAM3 and N14230 Text of ISO/IEC 23008-2:2013/DAM3 HEVC Scalable Extensions

· N14231 High Efficiency Video Coding (HEVC) Encoder Description v 14 – (HM14)

· N14232 HEVC RExt Test Model 6

· N14233 Scalable HEVC (SHVC) Test Model 5 (SHM 5)

· N14241 Draft Disposition of Comments on ISO/IEC CD 23008-8 and N14242 Preliminary Draft of ISO/IEC DIS 23008-8 HEVC Conformance 

In coordination with JCT-3V, which had met in parallel, the following HEVC-related documents were approved as outputs:

· N14234 Draft DoC on ISO/IEC 23008-2:2013/DAM2 and N14235 Preliminary Draft of ISO/IEC 23008-2:2013/FDAM2 HEVC Multiview Extensions

· N14236 Request for ISO/IEC 23008-2:2013/Amd.4 and N14237 Text of ISO/IEC 23008-2:2013/PDAM4 3D Video Extensions

· N14238 Test Model 7 of 3D-HEVC and MV-HEVC

10.2 Jointly-discussed requirements-related issues
Several related issues were discussed in three joint meetings (Monday at 1600, Wednesday 1630 and Thursday 1400) with MPEG Requirements and VCEG participation as well as members of JCT-VC and JCT-3V. See also the Requirements, JCT-VC, and JCT-3V reports for more detailed results on these discussions. The discussion included the following:

· SCC CfP: The CfP was issued (as VCEG-AW90 and WG 11 N 14175) and the subsequent technical work was planned to take place in the JCT-VC.

· 3D HEVC: It was concluded that, in terms of its compression performance, the combined compression of video texture and depth in the 3D-HEVC draft is mature enough to embark on its official standardization. A PDAM ballot was issued, and finalization is expected for mid 2015.

· HEVC defect report (WG 11 resolution issued)

· 4:4:4 and profiles and levels for HEVC range extensions (see the JCT-VC report)

· SHVC with non-HEVC base layer (so-called "hybrid" scalability)

· SHVC with an interlaced-scan base layer

· SHVC colour gamut and bit depth scalability

· Extended colour-gamut / high dynamic range video coding – study work is ongoing

· SEI / VUI / uses of auxiliary pictures development methodology (WG 11 resolution issued)

· Colour-related SEI
· Frame packing arrangement SEI message versioning

· Overlay auxiliary pictures

· Functionality of decoding 4:4:4 content with v1 decoders
· Interlaced tool proposal for HEVC: Further testing is planned to assess the evidence of benefit.

· MFC with depth coding

The following documents were considered in this context, as well as other documents listed in the JCT-VC and JCT-3V reports.

14.1.97.1.1.1.1.1.67 m32351 Proposal of interlace coding tools for HEVC [G.Barroux, K.Kazui, A.Nakagawa(Fujitsu)]

14.1.97.1.1.1.1.1.68 m32450 On functionality and performance requirements of 3D-HEVC [M. M. Hannuksela (Nokia)]

14.1.97.1.1.1.1.1.69 m32547 Status report on the SCC CfP preparation [H. Yu, K. McCann, R. Cohen, P. Amon]

14.1.97.1.1.1.1.1.70 m32575 Revised draft requirements and use cases for interlace coding tools under consideration [Yasser Syed, Arianne Hinds]

11 Wednesday Video plenary status review

A Video subgroup plenary was held 11:00-12:00 on Wednesday. Reports of BoGs were given. In CDVS, work was ongoing, and nothing substantial needed to be discussed. Video related issues of RMC were presented and discussed (see sec. 9). For the video codec comparison, the first round of “experts viewing” (with three people who actually were non-video-experts) did not provide meaningful results, since the votes were too much diverging. It was agreed to arrange another round Wednesday afternoon with a total of 12 (now video) experts. Following the video plenary, more discussion was performed about this arrangement and how to evaluate the results (see sec. 5).

12 Closing plenary topics

A closing plenary of the Video subgroup was held Thursday 16:00–18:00, and continued Friday 8:00-9:00. Discussions are recorded in this section. It was confirmed that some breakout activities such as finalization in editing of documents and reporting for document approval in other subgroups could continue after the closing Friday morning, and no objections were raised on this.
Detailed reports were given by the BoGs. 
VCC:

· Presentation of evaluation by M Wien

· Confirms initial assessment made Thu morning

· A report (non public) will be issued with 4 weeks editing period

CDVS:

· CE2: Agreement was reached that the scope is restricted to improvements based on the SFV aggregation component

· It was confirmed that the data used for training of the global descriptor will be delivered by Jan 24, otherwise the new TM9 and the Study of CD will not include the modification of the global descriptor from m32261.

· Some other changes of TM are non-normative

· Other changes in the Study text should be of purely editorial nature, if e.g. the editors come to the conclusion that technical change such as re-organization of the bitstream would be beneficial, this should be proposed as input to the next meeting.

· Close CE3. The deviation between different detectors is too large, and it is impractical to describe the necessary commonality of the extraction process in a unique way without explicitly describing one specific process. Nevertheless, more consideration is necessary which variations of the normative extraction process could still be called “CDVS compliant”, and if it is at all possible to specify conformance. This will be investigated in the AHG.

· In CE2, request results at two different points of false positive rate (1% and 0.1%).

IVC:

· Both new elements (res dep interpolation filter and prediction block size dependent ABT) are confirmed to be based on expired patents. New versions of m32173 and m32174 were uploaded which are documenting this.  These will only be included in ITM8, not in the WD.

WVC:

· It is suggested to issue the FDIS and DoC by the next meeting.

VCB:

· Further review of the draft was performed in a breakout following the video plenary (chaired by Qunshan Gu)

The following items were raised during the plenary:

· Experts from HanYang University commented that the document m32443, comments 24, 25 and 26 have not been considered in the latest version of the draft but need to be carefully considered. It is the opinion of the contributors of m32443 and the editors that this can be incorporated in the editing period.

· It is necessary at various places to remove the implementation-related aspects in the spec and replace with more neutral decoding process descriptions.

· It was asked whether there is need to define profiles and levels? It is agreed to postpone this to a later stage, as it did not seem necessary at the WD stage.

· How about conformance? This will be done after profiles and levels are defined.

· There is excessive use of pseudo code in the document rather than textual description of decoder operation, eg. in subclause 4.3.2.2.

· There is no overall bitsteam structure specified in the document The editor thinks it is adequate, however it will be tried to improve.

· The syntax is imprecise and incomplete. Eg. Table 2.4 10-4 on p. 28. 

· Table numbers need fixing.

· Various places have formuation of writing in the first person, probably some remainder from software code comments.

The following reasons were raised against promoting to CD

· lack of editorial quality

· incomplete specification, syntax and semantics not complete

· imprecise description of decoding process

· Too few experts have collaborated so far in improving it

On the other hand, in this specific case there is no doubt that the software of the VCB codec is mature, interoperability of decoders on different platforms is proven, such that it should give a clear reference about what should be in the text description. Promoting it to CD would increase the attention and enforce NBs to consider it more seriously than if it stays as WD. However, regarding the final timeline, there would be no difference whether the CD is issued now or by the next meeting. With the current status, an editing period would be needed, such that the ballot could anyway not close before the next meeting.

It was therefore agreed to issue a Request for subdivision (14496-31) with the following timeline: CD 14/04, DIS 14/07, FDIS 15/02.

The document with test conditions for possible VCB extensions was also reviewed, the sequence Party Scene was not in the initial draft but shall be included.

Issuing a WD3 was approved, and an editing period of 2 weeks was granted for improvements.

12.1 Output docs 

The following output documents were approved:
	No.
	Title
	TBP
	Available

	14214
	Disposition of Comments on ISO/IEC 14496-4:2004/DAM41
	N
	14/01/17

	14215
	Text of ISO/IEC 14496-4:2004/FDAM41 Conformance testing of the MVC plus depth extension of AVC
	N
	14/02/07

	14216
	Study Text of ISO/IEC 14496-4:2004/PDAM43 Conformance testing of the 3D extension of AVC
	Y
	14/02/14

	14217
	Study Text of ISO/IEC 14496-5:2001/PDAM35 Reference Software for the 3D extension of AVC
	Y
	14/03/14

	14239
	3D-AVC Test Model 9
	Y
	14/03/14

	14218
	Report of 3D-AVC Subjective Quality Assessment
	Y
	14/02/28

	14256
	Request for subdivision: ISO/IEC 14496-31 Video Coding for Browsers
	N
	14/01/17

	14257
	Working Draft 3 of Video Coding for Browsers
	Y
	14/01/31

	14258
	Common Test Conditions for Proposals on VCB Enhancements
	Y
	14/01/17

	14219
	WD of ISO/IEC 15938-6:201X (2nd edition)
	Y
	14/02/14

	14220
	Study Text of ISO/IEC CD 15938-13 Compact Descriptors for Visual Search
	Y
	14/02/14

	14221
	Test Model 9: Compact Descriptors for Visual Search
	Y
	14/02/14

	14222
	Core Experiments in Compact Descriptors for Visual Search
	N
	14/01/17

	14223
	WD of ISO/IEC 23001-4:201X/Amd.1 Parser Instantiation from BSD
	Y
	14/01/17

	14224
	Core Experiments in RVC
	N
	14/01/17

	14225
	Defect Report on ISO/IEC 23008-2:2013 
	Y
	14/01/31

	14226
	HEVC Verification Test Plan
	Y
	14/01/17

	14227
	Draft DoC on ISO/IEC 23008-2:2013/DAM1
	N
	14/01/31

	14228
	Preliminary Draft of ISO/IEC 23008-2:2013/FDAM1 HEVC Range Extensions
	Y
	14/02/28

	14229
	Disposition of Comments on 23008-2:2013/PDAM3
	N
	14/01/17

	14230
	Text of ISO/IEC 23008-2:2013/DAM3 HEVC Scalable Extensions
	Y
	14/01/31

	14231
	High Efficiency Video Coding (HEVC) Encoder Description v 14 – (HM14)
	Y
	14/03/14

	14232
	HEVC RExt Test Model 6
	Y
	14/02/21

	14233
	Scalable HEVC (SHVC) Test Model 5 (SHM 5)
	Y
	14/02/28

	14234
	Draft DoC on ISO/IEC 23008-2:2013/DAM2 
	N
	14/01/31

	14235
	Preliminary Draft of ISO/IEC 23008-2:2013/FDAM2 HEVC Multiview Extensions
	Y
	14/02/28

	14236
	Request for ISO/IEC 23008-2:2013/Amd.4
	N
	14/01/17

	14237
	Text of ISO/IEC 23008-2:2013/PDAM4 3D Video Extensions
	Y
	14/03/14

	14238
	Test Model 7 of 3D-HEVC and MV-HEVC
	Y
	14/03/14

	14241
	Draft Disposition of Comments on ISO/IEC CD 23008-8 
	N
	14/01/31

	14242
	Preliminary Draft of ISO/IEC DIS 23008-8 HEVC Conformance 
	Y
	14/02/14

	14240
	Report on Comparison of IVC, VCB and WVC Codecs
	N
	14/02/14

	14243
	Working Draft 1 of Internet Video Coding (IVC)
	Y
	14/01/31

	14244
	Internet Video Coding Test Model (ITM) v 8.0
	Y
	14/02/14

	14245
	Description of IVC Exploration Experiments
	N
	14/01/17

	14246
	Collection of information related to IVC technologies
	N
	14/01/17

	14247
	Liaison Statement to ITU-R SG 6/WP 6B on bit rates for UHDTV
	N
	14/01/17

	14248
	Liaison Statement to ITU-R SG 6/WP 6C on higher frame in ITU-R BT.2020
	N
	14/01/17

	14249
	Response to UKNB re type-1 video coding
	N
	14/01/17


12.2 AHGs established

The following AHGs were established by the Video subgroup, as detailed in N 14112:

· N14189 AHG on MPEG-7 Visual
· N14190 AHG on Compact Descriptors for Visual Search
· N14191 AHG on Web Video Coding
· N14192 AHG on Internet Video Coding
· N14193 AHG on Video Coding for Browsers
The following AHGs established by the Requirements subgroup, are also relevant, as detailed in N 14112:

· N14162 AHG on HDR and WCG
· N14163 AHG on FTV (Free-viewpoint Television)
· N14164 AHG on Compact Descriptors for Video Search
· N14165 AHG on coding screen content
· N14166 AHG on Study of Interlace Coding in HEVC
Other topics in closing, as appropriate, are described under the respective sections from the BoGs.
The Video plenary was closed Fri 01-17 8:57. An editing session for WD3 of VCB continued after that.

Annex H  – JCT-VC report

Source: Jens Ohm and Gary Sullivan, Chairs

Summary

The Joint Collaborative Team on Video Coding (JCT-VC) of ITU-T WP3/16 and ISO/IEC JTC 1/ SC 29/ WG 11 held its sixteenth meeting during 9–17 Jan. 2014 at the DoubleTree Inn in San José, US. The JCT-VC meeting was held under the chairmanship of Dr Gary Sullivan (Microsoft/USA) and Dr Jens-Rainer Ohm (RWTH Aachen/Germany). For rapid access to particular topics in this report, a subject categorization is found (with hyperlinks) in section 1.14 of this document.

The JCT-VC meeting sessions began at approximately 0900 hours on Thursday 9 Jan. 2014. Meeting sessions were held on all days (including weekend days) until the meeting was closed at approximately 1330 hours on Friday 17 Jan. 2014. Approximately 152 people attended the JCT-VC meeting, and approximately 300 input documents were discussed. The meeting took place in a collocated fashion with a meeting of WG11 – one of the two parent bodies of the JCT-VC. The subject matter of the JCT-VC meeting activities consisted of work on the new next-generation video coding standardization project known as High Efficiency Video Coding (HEVC) and its extensions.

The primary goals of the meeting were to review the work that was performed in the interim period since the fifteenth JCT-VC meeting in producing the 13th HEVC Test Model (HM13) software and text, the range extensions (RExt) Draft 5 with associated test model and software, the Scalable HEVC (SHVC) extensions Draft 4 with associated test model and software, review the results from four interim Core Experiments on RExt (RCEx) and one Core Experiment on SHVC (SCEx), and review technical input documents. Important topics of the meeting included the review of progress made towards definitions of SHVC and RExt. Advancing the work on development of conformance and reference software for HEVC and its extensions is also a significant goal. Needs for corrections to version 1 were considered, and a verification test plan was set up for HEVC version 1 performance testing.

In addition to experiment plan descriptions, the JCT-VC produced 10 other particularly important output documents from the meeting: HEVC test model (HM) 14, HEVC conformance testing draft 6, HEVC Defect Report draft 3 (for Version 1), HEVC range extensions draft 6 and RExt test model 6, SHVC extensions draft 5 and SHVC Test Model 5, final verification test plan, and two documents specifying common test conditions and software reference configurations for experiments – one for HEVC range extension experiments, and one for scalable coding experiments.

For the organization and planning of its future work, the JCT-VC established 19 "ad hoc groups" (AHGs) to progress the work on particular subject areas. The next three JCT-VC meetings are planned for 27 March – 4 Apr. 2014 under WG 11 auspices in Valencia, ES, 30 June – 9 July 2014 under ITU-T auspices in Sapporo, JP, and 16–24 October 2014 under WG 11 auspices in Strasbourg, FR.

The document distribution site http://phenix.it-sudparis.eu/jct/ was used for distribution of all documents.

The reflector to be used for discussions by the JCT-VC and all of its AHGs is the JCT-VC reflector:
jct-vc@lists.rwth-aachen.de hosted at RWTH Aachen University. For subscription to this list, see
http://mailman.rwth-aachen.de/mailman/listinfo/jct-vc.
1 Administrative topics

1.1 Organization

The ITU-T/ISO/IEC Joint Collaborative Team on Video Coding (JCT-VC) is a group of video coding experts from the ITU-T Study Group 16 Visual Coding Experts Group (VCEG) and the ISO/IEC JTC 1/ SC 29/ WG 11 Moving Picture Experts Group (MPEG). The parent bodies of the JCT-VC are ITU-T WP3/16 and ISO/IEC JTC 1/SC 29/WG 11.

The Joint Collaborative Team on Video Coding (JCT-VC) of ITU-T WP3/16 and ISO/IEC JTC 1/ SC 29/ WG 11 held its sixteenth meeting during 9 – 17 Jan. 2014 at the DoubleTree Inn in San José, US. The JCT-VC meeting was held under the chairmanship of Dr Gary Sullivan (Microsoft/USA) and Dr Jens-Rainer Ohm (RWTH Aachen/Germany).

1.2 Meeting logistics

The JCT-VC meeting sessions began at approximately 900 hours on Thursday 9 Jan. 2014. Meeting sessions were held on all days (including weekend days) until the meeting was closed at approximately 1330 hours on Friday 17 Jan. 2014. Approximately 152 people attended the JCT-VC meeting, and approximately 300 input documents were discussed. The meeting took place in a collocated fashion with a meeting of WG11 – one of the two parent bodies of the JCT-VC. The subject matter of the JCT-VC meeting activities consisted of work on the new next-generation video coding standardization project known as High Efficiency Video Coding (HEVC) and its extensions.

Some statistics are provided below for historical reference purposes:

· 1st "A" meeting (Dresden, 2010-04):

188 people, 40 input documents

· 2nd "B" meeting (Geneva, 2010-07):

221 people, 120 input documents

· 3rd "C" meeting (Guangzhou, 2010-10):

244 people, 300 input documents

· 4th "D" meeting (Daegu, 2011-01):

248 people, 400 input documents

· 5th "E" meeting (Geneva, 2011-03):

226 people, 500 input documents

· 6th "F" meeting (Torino, 2011-07):

254 people, 700 input documents

· 7th "G" meeting (Geneva, 2011-11)

284 people, 1000 input documents

· 8th "H" meeting (San Jose, 2012-02)

255 people, 700 input documents

· 9th "I" meeting (Geneva, 2012-04/05)

241 people, 550 input documents

· 10th "J" meeting (Stockholm, 2012-07)

214 people, 550 input documents

· 11th "K" meeting (Shanghai, 2012-10)

235 people, 350 input documents

· 12th "L" meeting (Geneva, 2013-01)

262 people, 450 input documents

· 13th "M" meeting (Incheon, 2013-04)

183 people, 450 input documents

· 14th "N" meeting (Vienna, 2013-07/08)

162 people, 350 input documents

· 15th "O" meeting (Geneva, 2013-10/11)

195 people, 350 input documents

· 16th "P" meeting (San José, 2014-01)

152 people, 300 input documents

Information regarding logistics arrangements for the meeting had been provided via the email reflector jct-vc@lists.rwth-aachen.de and at http://wftp3.itu.int/av-arch/jctvc-site/2014_01_P_SanJose/.
1.3 Primary goals

The primary goals of the meeting were to review the work that was performed in the interim period since the fifteenth JCT-VC meeting in producing the 13th HEVC Test Model (HM13) software and text, the range extensions (RExt) Draft 5 with associated test model and software, the Scalable HEVC (SHVC) extensions Draft 4 with associated test model and software, review the results from four interim Core Experiments on RExt (RCEx) and one Core Experiments on SHVC (SCEx), and review technical input documents. Important topics of the meeting included the review of progress made towards definitions of SHVC and RExt. Advancing the work on development of conformance and reference software for HEVC and its extensions is also a significant goal. Needs for corrections to version 1 were considered, and a verification test plan was set up for HEVC version 1 performance testing.

1.4 Documents and document handling considerations

1.4.1 General

The documents of the JCT-VC meeting are listed in Annex A of this report. The documents can be found at http://phenix.it-sudparis.eu/jct/.

Registration timestamps, initial upload timestamps, and final upload timestamps are listed in Annex A of this report.

The document registration and upload times and dates listed in Annex A and in headings for documents in this report are in Paris/Geneva time. Dates mentioned for purposes of describing events at the meeting (other than as contribution registration and upload times) follow the local time at the meeting facility.

Highlighting of recorded decisions in this report:

· Decisions made by the group that affect the normative content of the draft standard are identified in this report by prefixing the description of the decision with the string "Decision:".

· Decisions that affect the reference software but have no normative effect on the text are marked by the string "Decision (SW):".

· Decisions that fix a "bug" in the specification (an error, oversight, or messiness) are marked by the string "Decision (BF):".

· Decisions regarding things that correct the text to properly reflect the design intent, add supplemental remarks to the text, or clarify the text are marked by the string "Decision (Ed.):".

· Decisions regarding simplification or improvement of design consistency are marked by the string "Decision (Simp.):".

· Decisions regarding complexity reduction (in terms of processing cycles, memory capacity, memory bandwidth, line buffers, number of entropy-coding contexts, number of context-coded bins, etc.) … "Decision (Compl.):".

This meeting report is based primarily on notes taken by the chairs and projected for real-time review by the participants during the meeting discussions. The preliminary notes were also circulated publicly by ftp during the meeting on a daily basis. Considering the high workload of this meeting and the large number of contributions, it should be understood by the reader that 1) some notes may appear in abbreviated form, 2) summaries of the content of contributions are often based on abstracts provided by contributing proponents without an intent to imply endorsement of the views expressed therein, and 3) the depth of discussion of the content of the various contributions in this report is not uniform. Generally, the report is written to include as much discussion of the contributions and discussions as is feasible (in the interest of aiding study), although this approach may not result in the most polished output report.

1.4.2 Late and incomplete document considerations

The formal deadline for registering and uploading non-administrative contributions had been announced as Friday, 3 Jan. 2014.

Non-administrative documents uploaded after 2359 hours in Paris/Geneva time Saturday 4 Jan. 2014 were considered "officially late".

Most documents in the “late” category were CE reports or cross-verification reports, which are somewhat less problematic than late proposals for new action (and especially for new normative standardization action).

At this meeting, we again had a substantial amount of late document activity, but in general the early document deadline gave a significantly better chance for thorough study of documents that were delivered in a timely fashion. The group strived to be conservative when discussing and considering the content of late documents, although no objections were raised regarding allowing some discussion in such cases.

All contribution documents with registration numbers JCTVC-P0219 and higher were registered after the "officially late" deadline (and therefore were also uploaded late). However, some documents in the "P0219+" range include break-out activity reports that were generated during the meeting, and are therefore better considered as report documents rather than as late contributions.

In many cases, contributions were also revised after the initial version was uploaded. The contribution document archive website retains publicly-accessible prior versions in such cases. The timing of late document availability for contributions is generally noted in the section discussing each contribution in this report.

One suggestion to assist with the issue of late submissions was to require the submitters of late contributions and late revisions to describe the characteristics of the late or revised (or missing) material at the beginning of discussion of the contribution. This was agreed to be a helpful approach to be followed at the meeting.

The following technical design proposal contributions were uploaded late:

· JCTVC-P0071 (a proposal on HLS for auxiliary pictures) [uploaded 01-06]

· JCTVC-P0120 (a contribution on display hint SEI) [uploaded 01-08]

· JCTVC-P0141 (a contribution on HLS for temporal enhancement layers) [uploaded 01-07]

· JCTVC-P0162 (a proposal on 16 bit coding) [uploaded 01-08]

· JCTVC-P0189 (a proposal in RCE3 IBC) [uploaded 01-06]

· JCTVC-P0197 (a proposal on colour gamut scalability) [uploaded 01-07]

· JCTVC-P0224 (a proposal on palette mode coding) [uploaded 01-06]

· JCTVC-P0231 (a proposal on palette mode coding) [uploaded 01-07]

· JCTVC-P0238 (a proposal on padding for IBC) [uploaded 01-07]

· JCTVC-P0239 (a proposal combination in palette mode) [uploaded 01-11]

· JCTVC-P0249 (a proposal combination in palette mode) [uploaded 01-10]

· JCTVC-P0255 (a proposal on padding for IBC) [uploaded 01-08]

· JCTVC-P0256 (a proposal on padding for IBC) [uploaded 01-08]

· JCTVC-P0260 (a contribution on POC design) [uploaded 01-10]

· JCTVC-P0261 (a contribution on pic_struct syntax element extension) [uploaded 01-09]

· JCTVC-P0283 (a proposal on adaptive motion vector resolution in SCC) [uploaded 01-10]

· JCTVC-P0295 (a contribution on HLS for target output layer sets) [uploaded 01-12]

· JCTVC-P0297 (a contribution on cross-layer POC design) [uploaded 01-13]

· JCTVC-P0300 (a contribution on HLS output layer flag) [uploaded 01-13]

· JCTVC-P0301 (a proposal on partitioning for IBC) [uploaded 01-13]

· JCTVC-P0303 (a proposal on software and associated codec configuration for palette mode) [uploaded 01-15]

· JCTVC-P0306 (a contribution on HLS for VPS extension) [uploaded 01-14]

· JCTVC-P0307 (a contribution on HLS for VUI / non-VUI data separation) [uploaded 01-14]

The following requirements-related contributions were uploaded late:

· JCTVC-P0106 (a proposal on profiling for range extensions) [uploaded 01-07]

· JCTVC-P0159 (a proposal on HDR video coding requirements) [uploaded 01-05]

The following other documents not proposing normative technical content were uploaded late:

· JCTVC-P0222 (an information document about SAO performance) [uploaded 01-08]

· JCTVC-P0228 (a description of HDR video sequences) [uploaded 01-06]

· JCTVC-P0229 (a quantitative evaluation for HDR video sequences) [uploaded 01-06]

· JCTVC-P0235 (an information document on colour gamut scalability) [uploaded 01-07]

· JCTVC-P0276 (an editors' contribution on conformance spec drafting) [uploaded 01-12]

· JCTVC-P0304 (a report of results for block vector predictor in IBC) [uploaded 01-13]

· JCTVC-P0313 (a statement about licensing of video material) [uploaded 01-16]

The following cross-verification reports were registered on time but were uploaded late: JCTVC-P0077 [uploaded 01-10], JCTVC-P0100 [uploaded 01-09], JCTVC-P0104 [uploaded 01-07], JCTVC-P0105 [uploaded 01-07], JCTVC-P0129 [uploaded 01-06], JCTVC-P0143 [uploaded 01-05], JCTVC-P0144 [uploaded 01-06], JCTVC-P0148 [uploaded 01-08], JCTVC-P0185 [uploaded 01-08], JCTVC-P0191 [uploaded 01-10], JCTVC-P0193 [uploaded 01-14], JCTVC-P0194 [uploaded 01-07], JCTVC-P0195 [uploaded 01-20], JCTVC-P0196 [uploaded 01-07].

The following contribution registrations were later cancelled, withdrawn, never provided, were cross-checks of a withdrawn contribution, or were registered in error: JCTVC-P0072, JCTVC-P0103, JCTVC-P0167, JCTVC-P0170, JCTVC-P0206, JCTVC-P0253, JCTVC-P0258, JCTVC-P0259, JCTVC-P0263, JCTVC-P0264, JCTVC-P0314.

Ad hoc group interim activity reports, CE summary results reports, break-out activity reports, and information documents containing the results of experiments requested during the meeting are not included in the above list, as these are considered administrative report documents to which the uploading deadline is not applied.

As a general policy, missing documents were not to be presented, and late documents (and substantial revisions) could only be presented when sufficient time for studying was given after the upload. Again, an exception is applied for AHG reports, CE summaries, and other such reports which can only be produced after the availability of other input documents. There were no objections raised by the group regarding presentation of late contributions, although there was some expression of annoyance and remarks on the difficulty of dealing with late contributions and late revisions.

It was remarked that documents that are substantially revised after the initial upload are also a problem, as this becomes confusing, interferes with study, and puts an extra burden on synchronization of the discussion. This is especially a problem in cases where the initial upload is clearly incomplete, and in cases where it is difficult to figure out what parts were changed in a revision. For document contributions, revision marking is very helpful to indicate what has been changed. Also, the "comments" field on the web site can be used to indicate what is different in a revision.

"Placeholder" contribution documents that were basically empty of content, with perhaps only a brief abstract and some expression of an intent to provide a more complete submission as a revision, were considered unacceptable and were to be rejected in the document management system, as has been agreed since the third meeting. This problem was not observed for this meeting.
A few contributions had some problems relating to IPR declarations in the initial uploaded versions (missing declarations, declarations saying they were from the wrong companies, etc.). These issues were corrected by later uploaded versions in a reasonably timely fashion in all cases (to the extent of the awareness of the chairs).

Some other errors were noticed in other initial document uploads (wrong document numbers in headers, etc.) which were generally sorted out in a reasonably timely fashion. The document web site contains an archive of each upload.

1.4.3 Measures to facilitate the consideration of contributions

It was agreed that, due to the continuingly high workload for this meeting, the group would try to rely extensively on summary CE reports. For other contributions, it was agreed that generally presentations should not exceed 5 minutes to achieve a basic understanding of a proposal – with further review only if requested by the group. For cross-verification contributions, it was agreed that the group would ordinarily only review cross-checks for proposals that appear promising.

When considering cross-check contributions, it was agreed that, to the extent feasible, the following data should be collected:

· Subject (including document number).

· Whether common conditions were followed.

· Whether the results are complete.

· Whether the results match those reported by the contributor (within reasonable limits, such as minor compiler/platform differences).

· Whether the contributor studied the algorithm and software closely and has demonstrated adequate knowledge of the technology.

· Whether the contributor independently implemented the proposed technology feature, or at least compiled the software themselves.

· Any special comments and observations made by a cross-check contributor.

1.4.4 Outputs of the preceding meeting

The report documents of the previous meeting, particularly including the meeting report JCTVC-O1000, the HEVC Test Model (HM) JCTVC-O1002 (which still needs further attention to reach the quality we would like it to have), the Defect Report JCTVC-O1003, the Conformance Draft JCTVC-O1004, the guidelines for bit stream preparation JCTVC-O1010, the Draft Specification of Range Extensions JCTVC-O1005, the RExt Test Model JCTVC-O1013, the SHVC draft specification JCTVC-O1008, the SHVC test model JCTVC-O1007, the design concepts for hybrid scalability JCTVC-O1012, the common test conditions for RExt (JCTVC-O1006) and SHVC (JCTVC-O1009), and the HEVC verification test plan JCTVC-O1011 were approved. The HM reference software and the reference software versions for range extensions and SHVC, were also approved.

The group had initially been asked to review the prior meeting report for finalization. The meeting report was later approved without modification.

All output documents of the previous meeting and the software had been made available in a reasonably timely fashion.

The chairs asked if there were any issues regarding potential mismatches between perceived technical content prior to adoption and later integration efforts. It was also asked whether there was adequate clarity of precise description of the technology in the associated proposal contributions.

It was remarked that, in regard to software development efforts – for cases where "code cleanup" is a goal as well as integration of some intentional functional modification, it was emphasized that these two efforts should be conducted in separate integrations, so that it is possible to understand what is happening and to inspect the intentional functional modifications.

The need for establishing good communication with the software coordinators was also emphasized.

At previous meetings, it had been remarked that in some cases the software implementation of adopted proposals revealed that the description that had been the basis of the adoption apparently was not precise enough, so that the software unveiled details that were not known before (except possibly for CE participants who had studied the software). Also, there should be time to study combinations of different adopted tools with more detail prior to adoption.

CE descriptions need to be fully precise – this is intended as a method of enabling full study and testing of a specific technology.

Greater discipline in terms of what can be established as a CE may be an approach to helping with such issues. CEs should be more focused on testing just a few specific things, and the description should precisely define what is intended to be tested (available by the end of the meeting when the CE plan is approved).

It was noted that sometimes there is a problem of needing to look up other referenced documents, sometimes through multiple levels of linked references, to understand what technology is being discussed in a contribution – and that this often seems to happen with CE documents. It was emphasized that we need to have some reasonably understandable description, within a document, of what it is talking about.

Software study can be a useful and important element of adequate study; however, software availability is not a proper substitute for document clarity.

Software shared for CE purposes needs to be available with adequate time for study. Software of CEs should be available early, to enable close study by cross-checkers (not just provided shortly before the document upload deadline).
Issues of combinations between different features (e.g., different adopted features) also tend to sometimes arise in the work.
1.5 Attendance

The list of participants in the JCT-VC meeting can be found in Annex B of this report.

The meeting was open to those qualified to participate either in ITU-T WP3/16 or ISO/IEC JTC 1/‌SC 29/‌WG 11 (including experts who had been personally invited by the Chairs as permitted by ITU-T or ISO/IEC policies).

Participants had been reminded of the need to be properly qualified to attend. Those seeking further information regarding qualifications to attend future meetings may contact the Chairs.

1.6 Agenda

The agenda for the meeting was as follows:

· IPR policy reminder and declarations

· Contribution document allocation

· Reports of ad hoc group activities

· Reports of Core Experiment activities

· Review of results of previous meeting

· Consideration of contributions and communications on HEVC project guidance

· Consideration of HEVC technology proposal contributions

· Consideration of information contributions

· Coordination activities

· Future planning: Determination of next steps, discussion of working methods, communication practices, establishment of coordinated experiments, establishment of AHGs, meeting planning, refinement of expected standardization timeline, other planning issues

· Other business as appropriate for consideration

1.7 IPR policy reminder

Participants were reminded of the IPR policy established by the parent organizations of the JCT-VC and were referred to the parent body websites for further information. The IPR policy was summarized for the participants.

The ITU-T/ITU-R/ISO/IEC common patent policy shall apply. Participants were particularly reminded that contributions proposing normative technical content shall contain a non-binding informal notice of whether the submitter may have patent rights that would be necessary for implementation of the resulting standard. The notice shall indicate the category of anticipated licensing terms according to the ITU-T/ITU-R/ISO/IEC patent statement and licensing declaration form.

This obligation is supplemental to, and does not replace, any existing obligations of parties to submit formal IPR declarations to ITU-T/ITU-R/ISO/IEC.

Participants were also reminded of the need to formally report patent rights to the top-level parent bodies (using the common reporting form found on the database listed below) and to make verbal and/or document IPR reports within the JCT-VC as necessary in the event that they are aware of unreported patents that are essential to implementation of a standard or of a draft standard under development.

Some relevant links for organizational and IPR policy information are provided below:

· http://www.itu.int/ITU-T/ipr/index.html (common patent policy for ITU-T, ITU-R, ISO, and IEC, and guidelines and forms for formal reporting to the parent bodies)

· http://ftp3.itu.int/av-arch/jctvc-site (JCT-VC contribution templates)

· http://www.itu.int/ITU-T/studygroups/com16/jct-vc/index.html (JCT-VC general information and founding charter)

· http://www.itu.int/ITU-T/dbase/patent/index.html (ITU-T IPR database)

· http://www.itscj.ipsj.or.jp/sc29/29w7proc.htm (JTC 1/‌SC 29 Procedures)

It is noted that the ITU TSB director's AHG on IPR had issued a clarification of the IPR reporting process for ITU-T standards, as follows, per SG 16 TD 327 (GEN/16):

"TSB has reported to the TSB Director’s IPR Ad Hoc Group that they are receiving Patent Statement and Licensing Declaration forms regarding technology submitted in Contributions that may not yet be incorporated in a draft new or revised Recommendation. The IPR Ad Hoc Group observes that, while disclosure of patent information is strongly encouraged as early as possible, the premature submission of Patent Statement and Licensing Declaration forms is not an appropriate tool for such purpose.

In cases where a contributor wishes to disclose patents related to technology in Contributions, this can be done in the Contributions themselves, or informed verbally or otherwise in written form to the technical group (e.g. a Rapporteur’s group), disclosure which should then be duly noted in the meeting report for future reference and record keeping.

It should be noted that the TSB may not be able to meaningfully classify Patent Statement and Licensing Declaration forms for technology in Contributions, since sometimes there are no means to identify the exact work item to which the disclosure applies, or there is no way to ascertain whether the proposal in a Contribution would be adopted into a draft Recommendation.

Therefore, patent holders should submit the Patent Statement and Licensing Declaration form at the time the patent holder believes that the patent is essential to the implementation of a draft or approved Recommendation."

The chairs invited participants to make any necessary verbal reports of previously-unreported IPR in draft standards under preparation, and opened the floor for such reports: No such verbal reports were made.

1.8 Software copyright disclaimer header reminder

It was noted that, as had been agreed at the 5th meeting of the JCT-VC and approved by both parent bodies at their collocated meetings at that time, the HEVC reference software copyright license header language is the BSD license with preceding sentence declaring that contributor or third party rights are not granted, as recorded in N10791 of the 89th meeting of ISO/IEC JTC 1/‌SC 29/‌WG 11. Both ITU and ISO/IEC will be identified in the <OWNER> and <ORGANIZATION> tags in the header. This software is used in the process of designing the HEVC standard and its extensions, and for evaluating proposals for technology to be included in the design. After finalization of the draft (current version JCTVC-M1010), the software will be published by ITU-T and ISO/IEC as an example implementation of the HEVC standard and for use as the basis of products to promote adoption of the technology.

Different copyright statements shall not be committed to the committee software repository (in the absence of subsequent review and approval of any such actions). As noted previously, it must be further understood that any initially-adopted such copyright header statement language could further change in response to new information and guidance on the subject in the future.

1.9 Communication practices

The documents for the meeting can be found at http://phenix.it-sudparis.eu/jct/. For the first two JCT-VC meetings, the JCT-VC documents had been made available at http://ftp3.itu.int/av-arch/jctvc-site, and documents for the first two JCT-VC meetings remain archived there as well. That site was also used for distribution of the contribution document template and circulation of drafts of this meeting report.

JCT-VC email lists are managed through the site http://mailman.rwth-aachen.de/mailman/options/jct-vc, and to send email to the reflector, the email address is jct-vc@lists.rwth-aachen.de. Only members of the reflector can send email to the list. However, membership of the reflector is not limited to qualified JCT-VC participants.

It was emphasized that reflector subscriptions and email sent to the reflector must use real names when subscribing and sending messages and subscribers must respond to inquiries regarding the nature of their interest in the work.

It was emphasized that usually discussions concerning CEs and AHGs should be performed using the reflector. CE internal discussions should primarily be concerned with organizational issues. Substantial technical issues that are not reflected by the original CE plan should be openly discussed on the reflector. Any new developments that are result of private communication cannot be considered to be the result of the CE.

For the case of CE documents and AHG reports, email addresses of participants and contributors may be obscured or absent (and will be on request), although these will be available (in human readable format – possibly with some "obscurification") for primary CE coordinators and AHG chairs.

1.10 Terminology

Some terminology used in this report is explained below:

· AHG: Ad hoc group.

· AI: All-intra.

· AIF: Adaptive interpolation filtering.

· ALF: Adaptive loop filter.

· AMP: Asymmetric motion partitioning.

· AMVP: Adaptive motion vector prediction.

· APS: Active parameter sets.

· ARC: Adaptive resolution conversion (synonymous with DRC).

· AU: Access unit.

· AUD: Access unit delimiter.

· AVC: Advanced video coding – the video coding standard formally published as ITU-T Recommendation H.264 and ISO/IEC 14496-10.

· BA: Block adaptive.

· BD: Bjøntegaard-delta – a method for measuring percentage bit rate savings at equal PSNR or decibels of PSNR benefit at equal bit rate (e.g., as described in document VCEG-M33 of April 2001).

· BL: Base layer.

· BoG: Break-out group.

· BR: Bit rate.

· CABAC: Context-adaptive binary arithmetic coding.

· CBF: Coded block flag(s).

· CD: Committee draft – the first formal ballot stage of the approval process in ISO/IEC.

· CE: Core experiment – a coordinated experiment conducted after the 3rd or subsequent JCT-VC meeting and approved to be considered a CE by the group.
· CGS: Colour gamut scalability (historically, coarse-grained scalability).

· CL-RAS: Cross-layer random-acess skip.
· Consent: A step taken in ITU-T to formally consider a text as a candidate for final approval (the primary stage of the ITU-T "alternative approval process").

· CTC: Common test conditions.

· CVS: Coded video sequence.

· DCT: Discrete cosine transform (sometimes used loosely to refer to other transforms with conceptually similar characteristics).

· DCTIF: DCT-derived interpolation filter.

· DIS: Draft international standard – the second formal ballot stage of the approval process in ISO/IEC.

· DF: Deblocking filter.

· DRC: Dynamic resolution conversion (synonymous with ARC).

· DT: Decoding time.

· EPB: Emulation prevention byte (as in the emulation_prevention_byte syntax element).

· EL: Enhancement layer.
· EOTF: Electro-optical transfer function
· ET: Encoding time.

· GRP: Generalized residual prediction.

· HE: High efficiency – a set of coding capabilities designed for enhanced compression performance (contrast with LC). Often loosely associated with RA.

· HEVC: High Efficiency Video Coding – the video coding standardization initiative under way in the JCT-VC.

· HLS: High-level syntax.

· HM: HEVC Test Model – a video coding design containing selected coding tools that constitutes our draft standard design – now also used especially in reference to the (non-normative) encoder algorithms (see WD and TM).
· IBC: Intra block copy – a technique similar to integer-displacement motion compensation, but applied relative to previously decoded regions of the same picture rather than relative to previously decoded different pictures.
· IBDI: Internal bit-depth increase – a technique by which lower bit depth (8 bits per sample) source video is encoded using higher bit depth signal processing, ordinarily including higher bit depth reference picture storage (ordinarily 12 bits per sample).

· ILP: Inter-layer prediction (in scalable coding).

· IPCM: Intra pulse-code modulation (similar in spirit to IPCM in AVC).

· JM: Joint model – the primary software codebase that has been developed for the AVC standard.

· JSVM: Joint scalable video model – another software codebase that has been developed for the AVC standard, which includes support for scalable video coding extensions.

· LB or LDB: Low-delay B – the variant of the LD conditions that uses B pictures.

· LC: Low complexity – a set of coding capabilities designed for reduced implementation complexity (contrast with HE). Often loosely associated with LD.

· LD: Low delay – one of two sets of coding conditions designed to enable interactive real-time communication, with less emphasis on ease of random access (contrast with RA). Often loosely associated with LC. Typically refers to LB, although also applies to LP.

· LM: Linear model.

· LP or LDP: Low-delay P – the variant of the LD conditions that uses P frames.

· LUT: Look-up table.

· LTRP: Long-term reference pictures

· MANE: Media-aware network elements.

· MC: Motion compensation.

· MPEG: Moving picture experts group (WG 11, the parent body working group in ISO/IEC JTC 1/‌SC 29, one of the two parent bodies of the JCT-VC).

· MV: Motion vector.

· NAL: Network abstraction layer (as in AVC).

· NB: National body (usually used in reference to NBs of the WG 11 parent body).

· NUH: NAL unit header.

· NUT: NAL unit type (as in AVC).

· OBMC: Overlapped block motion compensation.

· POC: Picture order count.

· PPS: Picture parameter set (as in AVC).

· QM: Quantization matrix (as in AVC).

· QP: Quantization parameter (as in AVC, sometimes confused with quantization step size).

· QT: Quadtree.

· RA: Random access – a set of coding conditions designed to enable relatively-frequent random access points in the coded video data, with less emphasis on minimization of delay (contrast with LD). Often loosely associated with HE.

· R-D: Rate-distortion.

· RDO: Rate-distortion optimization.

· RDOQ: Rate-distortion optimized quantization.

· RPS: Reference picture set

· RQT: Residual quadtree.

· RRU: Reduced-resolution update (e.g. as in H.263 Annex Q).

· RVM: Rate variation measure.

· SAO: Sample-adaptive offset.

· SDIP: Short-distance intra prediction.

· SEI: Supplemental enhancement information (as in AVC).

· SD: Slice data; alternatively, standard-definition.

· SH: Slice header.

· SHVC: Scalable high efficiency video coding.

· SPS: Sequence parameter set (as in AVC).

· TB: transform block.

· TE: Tool Experiment – a coordinated experiment conducted toward HEVC design between the 1st and 2nd or 2nd and 3rd JCT-VC meeting, or a coordinated experiment conducted toward SHVC design between the 11th and 12th JCT-VC meeting.
· Unit types:

· CTB: Coding tree block (luma or chroma).

· CTU: Coding tree unit (containing both luma and chroma, synonymous with LCU)

· CB: Coding block (luma or chroma).

· CU: Coding unit (containing both luma and chroma).

· LCU: (formerly LCTU) largest coding unit (synonymous with CTU).

· PB: Prediction block (luma or chroma)

· PU: Prediction unit (containing both luma and chroma), with four shape possibilities.

· 2Nx2N: Having the full width and height of the CU.

· 2NxN: Having two areas that each have the width and half the height of the CU.

· Nx2N: Having two areas that each have half the width and the full height of the CU.

· NxN: Having four areas that each have half the width and half the height of the CU.

· TB: Transform block (luma or chroma).

· TU: Transform unit (containing both luma and chroma).

· VCEG: Visual coding experts group (ITU-T Q.6/16, the relevant rapporteur group in ITU-T WP3/16, which is one of the two parent bodies of the JCT-VC).

· VPS: Video parameter set – a parameter set that describes the overall characteristics of a coded video sequence – conceptually sitting above the SPS in the syntax hierarchy.

· WD: Working draft – a draft standard.

· WG: Working group (usually used in reference to WG 11, a.k.a. MPEG).

1.11 Liaison activity

The JCT-VC did not send or receive formal liaison communications at this meeting.
See section 7.1 regarding communication between the parent bodies and LS input from ITU-R regarding electro-optical transfer characteristics (esp. for BT.2020).
1.12 Opening remarks

The status of HEVC version 1 in ISO/IEC and ITU-T was noted. In ITU-T, the text had been published as Rec. H.265 on 2013-06-07. In ISO/IEC, the FDIS 23008-2 had been submitted for ballot, which closed by July 2014, and the text was subsequently published on 2013-11-25.

The HEVC reference software and conformance testing specifications had been submitted as ISO/IEC DIS 23008-5 and DIS 23008-8, respectively. The ballot closing dates for both texts were scheduled for 2014-01-16, which was too late to enable issuing FDIS documents at the current meeting that ended on 2014-01-17.

The range extensions draft 4 had been submitted as ISO/IEC 23008-2/DAM1. The ballot closing date was scheduled for 2014-01-16, which was too late to enable issuing the FDAM document at the current meeting that ended on 2014-01-17.

The scalable extensions draft 3 had been submitted as ISO/IEC 23008-2/PDAM3. The ballot closing date was scheduled for 2013-12-31, which was in time for issuing a DAM ballot document at the current meeting that ended on 2014-01-17.

It was noted that in the most-recently-established voting process in ISO/IEC, a "No" vote has a different status than it previously did for the DIS / DAM ballot stage. WG 11 NBs should make sure to be aware of the implications of their votes, and may wish to consider voting "Yes with comments" in some circumstances in which they would previously have been inclined to vote "No with comments".

Due to a decision made by WG 11 (MPEG) after the closing of the JCT-VC meeting, several modifications relating to 4:4:4 profiles were not included in the 4:4:4 profile definitions of the ISO/IEC Study Text corresponding to HEVC range extensions Draft 5 (JCTVC-O1005). This is further discussed in the range extensions draft and the meeting report JCTVC-O1000. Other developments generally proceeded as expected in the interim period since the last meeting.
Goals included progress of work on extensions, conformance & reference software, and verification testing.

Ballots with a DIS timing problem (closing date Jan 16, 2014) were noted by topic as follows.

· RExt

· Software

· Conformance

· MV-HEVC (primarily a JCT-3V matter, except for purposes of coordination with JCT-VC)

The PDAM ballot for SHVC closed on 2013-12-31 (and the summary of voting was recorded in WG 11 document M32217). This was planned to proceed to DAM ballot based on an output of this meeting.

The planned meeting for finalization of SHVC begins 30 June, so it was noted that any editing period for the SHVC DAM ballot needed to be relatively short.

At the opening of the meeting there were also remarks on the problem of lateness of contribution documents, and the overall continuing high number of contribution documents (although slightly less than at the preceding two meetings) was noted. The need to again make extensive use of BoGs to handle the load was noted.

The primary topic areas for the incoming contributions was noted to be as follows:

· HLS

· Non-HLS SHVC

· RExt

· Intra block

· Palette mode

1.13 Scheduling of discussions

Scheduling: Generally meeting time was scheduled during 0800 – 2000, with coffee and lunch breaks as convenient. The meeting had been announced to start with AHG reports and continue with parallel review on SHVC HLS, SHVC and RExt CE work and related contributions during the first few days. Ongoing refinements were announced on the group email reflector as needed.

Some particular scheduling notes are shown below, although not necessarily 100% accurate:

· Thu, First day 0900–1300: Opening and AHG reports (Donner)

· Thu, First day 1430–2100

· SHVC (Carmel – JRO): SCE, then related, then other

· RExt BoG (Donner – Sharman & Rosewarne): RCEs, then related, then other

· HLS (Monterey – GJS)

· Fri, Second day 0800–1300:

· HLS (Donner – GJS)

· RExt (Siskiyou – Sharman & Rosewarne)

· SHVC (Carmel – JRO)

· Monterey open

· Fri, Second day 1430–2100:

· HLS (Donner – GJS)

· RExt (Siskiyou – JRO)

· BoG on CGS (Carmel – Duenas)

· Monterey open

· Sat, Third day 0900–1230, 1400–2000:

· RExt BoG (Donner – Sharman & Rosewarne)

· 1800 RCE4 BoG (Donner – Sharman & Rosewarne)

· HLS J-BoG (Monterey – Boyce)

· Non-JCT-VC information noted:

· JCT-3V in Siskiyou

· MPEG HDR AHG

· MPEG video codec comparison

· 1430 BoG on CGS (Carmel – Duenas)

· Sun, Fourth day 0900–1300, 1400–2000:

· 0900–1300 JCT-VC plenary (Donner – GJS & JRO)

· 1400– J-HLS Review (Donner – GJS & JRO)

· 1800– Performance analysis and demos (BoG JS)

· Mon, Fifth day 0900–1300, 1400–2000:

· Parent-level activities

· 0900–1300 WG 11 plenary

· 1400–1345 Q6/16

· 1600–1800 Joint WG 11 & Q6/16

· HLS BoG

· RExt BoG

· Tue, Sixth day 0830–1300, 1400–2000:

· 0830 Bog P0302 analysis & demos

· 0900 SHVC & HLS issues

· 1100–1300 VC+3V review and SEI / VUI / Aux pictures

· 1400 Continuation of above

· 18300 Remaining SEI BoG (JB)

· Wed, Sixth day 0900–1300, 1400–2000:

· Parent-level activities

· 0900–1100 WG 11 plenary

· 1500–1600 VCEG (Q6/16)

· 1630–1800 Joint WG 11 & Q6/16

· 1200 Review of Phase alignment BoG

· 1400 Review of RExt BoG

· 1500 Additional phase alignment BoG meeting

· Thu, Seventh day 0800–1300, 1400–2200:

· 0800–0900, 1000–1130 RExt closure

· 0900–1000 Conformance

· 1200 BoG on SEI (in HLS BoG report) and other HLS BoG

· 1540 BoG on CGS

· 1620 BoG on phase alignment

· Remainders (partly Thursday, continuing to Friday)

· Version 1 errata

· AHG 3 software

· AHG 16 et al source test material
· AHG 19 verification test

· SHVC closure

· P0122 chroma aux pics

· P0303 palette software

· AHG planning

· Output docs

· CE planning

· Planned

· Integer MVs for inter prediction 

· Colour gamut scalability

· Not planned

· IBC BV prediction and binarization
· Entropy coding minimization of worst-case (AHG18 to study codelengths)

· Cross component prediction

· Palette mode

· DoCRs

· SHVC [US & JP official] [Final]

· RExt [US & JP informal]

· Conformance [US & JP informal]

· Ref software [US & JP informal]

· Parent-level activities

· 1400–1500 Joint WG 11 & Q6/16

· Fri, Eighth day 0800–1400:

· 0800–1000; 1200–1330 JCT-VC wrap-up

· Parent-level activities

· 1100–1130 VCEG
1.14 Contribution topic overview

The approximate subject categories and quantity of contributions per category for the meeting were summarized and categorized into "tracks" (A, B, or P) for "parallel session A", "parallel session B", or "Plenary" review, as follows. Discussions on topics categorized as "Track A" were primarily chaired by Gary Sullivan, whereas discussions on topic categorized as "Track B" were primarily chaired by Jens-Rainer Ohm. Some plenary sessions were chaired by both co-chairmen, and others were chaired by Gary Sullivan. (Note: allocation to tracks were subject to changes)

· AHG reports (20) Track P (section 2)

· Communication to and by parent bodies (0) Track P (section 3.1)

· Conformance testing development (2) Track P (section 3.2)

· Version 1 bug reports and cleanup (2) Track P (section 3.3)

· Coding performance, implementation, and design analysis (10) Track P (section 3.4)

· Profile and level definitions (11) Track P (section 3.5)

· Source video test material (10) Track P (section 3.7)

· SHVC CE1: Colour gamut and bit depth scalability (7) Track B (section 4.1)

· RExt CE1: High bit rate coding at high bit depths (11) BoG (section 5.1)

· RExt CE2: Rice parameter initialization and update (6) BoG (section 5.2)

· RExt CE3: Intra block copy (21) BoG (section 5.3)
· RExt CE4: Palette coding (6) Track B (section 5.4)
· Non-CE RExt (74 CE related, 9 other) BoG | Track B (section 6.1)

· Non-CE SHVC (7 CE related, 9 other) Track B (section 6.2)

· High-level syntax common issues in RExt, 3D, SHVC, single layer (11) Track A (section 6.3)

· High-level syntax in SHVC and 3D extensions (35) BoG | Track A | joint with JCT-3V (section 6.4)

· VUI and SEI messages (13) BoG | Track A (section 6.5)

· Non-normative (1) BoG (section 6.6)

· Plenary discussions and BoG reports (3) (section 7)

· Outputs & planning: AHG & CE plans, Conformance, Reference software, Verification testing, Chroma format, CTC (sections 8, 9, and 10)

NOTE – The number of contributions in each category, as shown in parenthesis above, may not be 100% precise.

2 AHG reports (20)

The activities of ad hoc groups (AHGs) that had been established at the prior meeting are discussed in this section.

(Reviewed Thu 9th a.m. except as noted otherwise.)

14.1.97.1.1.1.1.1.71 JCTVC-P0001 JCT-VC AHG report: Project management (AHG1) [G. J. Sullivan, J.-R. Ohm (co-chairs)]
This document reports on the work of the JCT-VC ad hoc group on Project Management, including an overall status report on the project and the progress made during the interim period since the preceding meeting.

In the interim period since the 15th JCT-VC meeting, the 13th HEVC Test Model (HM13) software and text had been produced, Four interim Core Experiments on range extensions (RCEx) and one Core Experiment on scalable extensions (SCEx) were run. In preparation of the 16th meeting, progress was made towards definitions of Scalable HEVC (SHVC) extensions and range extensions into higher bit depths and non-4:2:0 colour sampling. Advancing the work on development of conformance and reference software for HEVC and its extensions was also a significant goal. Needs for corrections to version 1 were considered, and a verification test plan was further refined for HEVC version 1 performance testing.

The work of the JCT-VC overall had proceeded well and actively in the interim period. Active discussion had been carried out on the group email reflector (which had 1745 subscribers as of 2014-01-08), and the output documents from the preceding meeting had been produced.

Due to a decision made by MPEG after the closing of the JCT-VC meeting, several modifications relating to 4:4:4 profiles were not included in the 4:4:4 profile definitions of the ISO/IEC Study Text corresponding to HEVC range extensions Draft 5 (JCTVC-O1005). This is further discussed in the range extensions draft and the meeting report JCTVC-O1000. Other developments generally proceeded as expected in the interim period since the last meeting.

Except as noted below, all report documents from the preceding meeting had been made available at the "Phenix" site (http://phenix.it-sudparis.eu/jct/) or the ITU-based JCT-VC site (http://wftp3.itu.int/av-arch/jctvc-site/2013_10_Geneva), particularly including the following:

· The meeting report (JCTVC-O1000) [Posted 2014-01-09]

· The HEVC software guidelines (JCTVC-H1001) [Not updated for several meeting cycles]

Note: The "H" document, in this case, remains valid as the latest approved software guidelines.

· The HM 13 encoder description (JCTVC-O1002) [Posted 2014-01-07]

· The HEVC (version 1) defect report draft 2 (JCTVC-O1003) [First posted 2013-11-19, last updated 2013-11-24]

· HEVC conformance specification Draft 5, submitted as ISO/IEC Study of DIS (JCTVC-O1004) [First posted 2013-11-25, last updated 2013-11-27]

· HEVC range extensions Draft 5, a subset of which was submitted as ISO/IEC Study of DAM (JCTVC-O1005) [First posted 2013-11-19, last updated 2013-12-25]

NOTE: Please see remarks above regarding the 4:4:4 profile content of this text.

· HEVC range extensions common test conditions and software reference configurations (JCTVC-O1006) posted 2013-11-16, last updated 2013-12-05]

· SHVC Test Model 4 (JCTVC-O1007) [Posted 2013-12-02]

· SHVC Draft 4, submitted as ISO/IEC Study of PDAM (JCTVC-O1008) [posted 2013-11-14, last updated 2013-12-07]

· Common SHM test conditions and software reference configurations (JCTVC-O1009) [Posted 2013-11-23]

· Guidelines for conformance test bitstream preparation (JCTVC-O1010) [Posted 2013-11-01]

· HEVC verification test plan draft 2 (JCTVC-O1011) [Posted 2013-11-02]

· Designs under study for SHVC hybrid scalability (JCTVC-O1012) [Posted 2013-11-08]

· Range Extensions Test Model 5 encoder description (JCTVC-O1013) [Posted 2013-12-14]

· Description of HEVC Scalable Extensions Core Experiment 1 (SCE1): Colour gamut and bit depth scalability (JCTVC-O1101) [First posted 2013-11-04 with final update 2013-11-07]

· Description of HEVC Range Extensions Core Experiment 1 (RCE1): High bit rate coding and high bit depth (JCTVC-O1121) [First posted 2013-11-07 with final update 2014-01-07]

· Description of HEVC Range Extensions Core Experiment 2 (RCE2): Rice parameter initialization methods (JCTVC-O1122) [posted 2013-11-16]

· Description of HEVC Range Extensions Core Experiment 3 (RCE3): Intra block copy refinement (JCTVC-O1123) [posted 2013-11-20]

· Description of HEVC Range Extensions Core Experiment 4 (RCE4): Palette coding for screen content (JCTVC-O1124) [First posted 2013-11-19 with final update 2013-12-21]

The various ad hoc groups and the five core experiments had made progress, and various reports from those activities had been submitted.

The software for HM version 13.0 had been prepared and released approximately as scheduled. Software for SHVC and Range Extensions were built on top of HM13 as well.

Since the approval of software copyright header language at the March 2011 parent-body meetings, that topic seems to be resolved.

Released versions of the software are available on the SVN server at the following URL:
https://hevc.hhi.fraunhofer.de/svn/svn_HEVCSoftware/tags/version_number,
where version_number corresponds to one of the versions described below – e.g., HM-13.0. 

Intermediate code submissions can be found on a variety of branches available at:
https://hevc.hhi.fraunhofer.de/svn/svn_HEVCSoftware/branches/branch_name,
where branch_name corresponds to a branch (eg., HM-13.0-dev).

Various problem reports relating to asserted bugs in the software, draft specification text, and reference encoder description had been submitted to an informal "bug tracking" system (https://hevc.hhi.fraunhofer.de/trac/hevc). That system is not intended as a replacement of our ordinary contribution submission process. However, the bug tracking system was considered to have been helpful to the software coordinators and text editors. The bug tracker reports had been automatically forwarded to the group email reflector, where the issues were discussed – and this is reported to have been helpful. It was noted that contributions had generally been submitted that were relevant to resolving the more difficult cases that might require further review.

The ftp site at ITU-T is used to exchange draft conformance testing bitstreams. The ftp site for downloading bitstreams is http://wftp3.itu.int/av-arch/jctvc-site/bitstream_exchange/.

A spreadsheet to summarize the status of bitstream exchange, conformance bitstream generation is available in the same directory. It includes the list of bitstreams, codec features and settings, and status of verification.

Approximately 260 input contributions to the current meeting had been registered. A significant number of late-registered and late-uploaded contributions were noted.

A preliminary basis for the document subject allocation and meeting notes for the 16th meeting had been circulated to the participants by being announced in email, and was publicly available on the ITU-hosted ftp site.
14.1.97.1.1.1.1.1.72 JCTVC-P0002 JCT-VC AHG report: HEVC test model editing and errata reporting (AHG2) [B. Bross, K. McCann (co-chairs), W.-J. Han, I.-K. Kim, J.-R. Ohm, K. Sugimoto, G. J. Sullivan, Y.-K. Wang (vice-chairs)]
This document reports the work of the JCT-VC ad hoc group on HEVC test model editing and errata reporting (AHG2) between 15th meeting in Geneva (23 October – 1 November 2013) and the 16th meeting in San José (9 – 17 January 2014).
At the 15th JCT-VC meeting, a document detailing the Editors' proposed corrections to HEVC version 1 was endorsed as representing the current state of development for errata corrections to the HEVC version 1 specification.  In addition, the 13th HEVC test model JCTVC-O1002 was developed from the 12th HEVC test model JCTVC-N1002, with minimal changes.
An issue tracker (https://hevc.hhi.fraunhofer.de/trac/hevc) was used in order to facilitate the reporting of errata with the HEVC documents.  A total of 2 issues with the HEVC version 1 specification (JCTVC-L1003 and JCTVC-O0054) were reported on the tracker following the 15th JCT-VC meeting. No issues were reported on the tracker with the HM12 Encoder Description in JCTVC-N1002 during this period. 

The HM13 Encoder Description was published as JCTVC-O1002.

The HEVC Defect Report 2 was published as JCTVC-O1003.
The recommendations of the HEVC test model editing and errata reporting AHG are for JCT-VC to:

· Approve the HM13 Encoder Description in document JCTVC-O1002 as JCT-VC output.
· Determine whether or not an HM14 Encoder Description should be created, in the absence of any input documents or issues raised via the tracker. This was agreed to be further discussed to identify volunteers for particular topics – we should check the software and try to identify who has the best knowledge of the algorithms for each aspect.
· Encourage the use of the issue tracker to report issues with the text of both the HEVC v1 specification and the Encoder Description.
· Coordinate with the Software development and HM software technical evaluation AhG to address issues relating to any mismatches between software and text.
· Consider further proposals for editorial improvements to HEVC v1.
14.1.97.1.1.1.1.1.73 JCTVC-P0003 JCT-VC AHG report: HEVC HM software development and software technical evaluation (AHG3) [F. Bossen, D. Flynn, K. Sühring]

This report summarizes the activities of the AhG on HEVC HM software development and software technical evaluation that have taken place between the 15th and 16th JCT-VC meetings. Activities focused on fixing bugs.
A brief summary of activities is given below.

· Development of the software was coordinated with the parties needing to integrate changes. A single track of development was pursued. The distribution of the software was made available through the SVN servers set up at HHI and the BBC, as announced on the JCT-VC email reflector.

· The HM user manual had been updated and a version controlled copy was included in the doc directory of the repository. A PDF version had been produced and was included in the same location prior to each HM release.

· Version 13.0 was still in development to be released during the 16th JCT-VC meeting. A number of bugs had been identified and fixed.

· There are a number of reported software bugs that should be fixed.

Multiple versions of the HM software were produced and announced on the JCT-VC email reflector. The following sections give a brief summary of the changes made for each version. A detailed history of all changes made to the software can be viewed at https://hevc.hhi.fraunhofer.de/trac/hevc/timeline.

Released versions of the software are available on the SVN server at the following URL: 

https://hevc.hhi.fraunhofer.de/svn/svn_HEVCSoftware/tags/version_number,

where "version_number" corresponds to one of the versions described below (eg., HM-11.0). Intermediate code submissions can be found on a variety of branches available at:

https://hevc.hhi.fraunhofer.de/svn/svn_HEVCSoftware/branches/branch_name,

where "branch_name" corresponds to a branch (eg., HM-11.0-dev).
HM 12.1 had been released on November 1, 2013. 

The coding performance did not change compared to HM-12.0.
HM 13.0 had not yet been released, but was expected during the 16th JCT-VC meeting. This version contains additional bug fixes.

Unless the release has been tagged, the development branch can be found under

https://hevc.hhi.fraunhofer.de/svn/svn_HEVCSoftware/branches/HM-12.1-dev

There were no performance changes expected for HM 13.0.
The AHG recommended the following:

· Continue to develop reference software based on HM version 13.x and improve its quality.

· Test reference software more extensively outside of common test conditions

· Add more conformance checks to the decoder to more easily identify non-conforming bitstreams.

· Encourage people who are implementing HEVC based products to report all (potential) bugs that they are finding in that process.

· Encourage people to submit bitstreams that trigger bugs in the HM. Such bitstreams may also be useful for the conformance specification.

14.1.97.1.1.1.1.1.74 JCTVC-P0004 JCT-VC AHG report: HEVC conformance test development (AHG4) [T. Suzuki, W. Wan]
The ftp site at ITU-T is used to exchange bitstreams. The ftp site for downloading bitstreams is,

http://wftp3.itu.int/av-arch/jctvc-site/bitstream_exchange/

The spreadsheet to summarize the status of bitstream exchange, conformance bitstream generation is available at this directory. It includes the list of bitstreams, codec features and settings, and status of verification.

The guidelines to generate the conformance bitstreams are summarized in JCTVC-O1010.
The list of the candidate of the conformance bitstream and volunteers was summarized. 

So far, 128 bitstreams had been collected. Most of them were updated to the HM10 syntax. However, two bitstreams were still based on the older version of the spec. Those bitstreams must be updated based on the final spec of the HEVC, as soon as possible. The problems of bitstreams were summarized as shown below.
	Problems
	Bitstreams

	HM10.1 cannot decode (CRA/RPS issues, etc)
	ENTP_A_LG_2, ENTP_B_LG_2

	Profile/level indication
	ENTP_C_LG_3


(But the proponent committed to revise those bitstreams soon.)
The generated bitstreams are available at

http://wftp3.itu.int/av-arch/jctvc-site/bitstream_exchange/draft_conformance/

The features and conformance point of each bitstream are summarized in the attached Excel sheet.

The following bitstreams were planned to generate and the yellow highlighted bitstreams are not generated yet.
Previously-identified cases that may not yet be addressed

	
	
	MV
	motion vectors are random, maximum page DRAM misses / minimize cache hits
  (according to memory bandwidth model... e.g.  JCTVC-H007)
	Broadcom or TI

	
	Collocated ref idx
	RIDX
	Test collocated_ref_idx  (single slice or multiple slice/picture  with different reference lists.)
	May already have this

	
	
	HRD
	bitstream with largest possible CPB removal delay (maximum number of coded bits per picture but within MinCR)
	

	
	
	DBLK
	deblocking and SAO control combinations with tiles and slices
	We have some; more would be desirable

	
	
	
	Maximum number of slices permitted for Profile & Level combination; Each slice has unique ref_pic_list_modification() and pred_weight_table() with maximum num_long_term_pics
	C. Fogg

	
	
	
	CTU size is 64x64 with no CU splits, and only one coded transform unit in the lower right 4x4 corner of the CTU with deltaQp signalled  (as raised by P. Kaspenberg on the JCT reflector 12-Sept-2012)
	C. Fogg

	
	
	
	inferred splits along non-CTU both horizontally and vertically
	We may already have this

	
	
	
	various combinations of transform_skip_enabled_flag, transquant_bypass_enable_flag, cu_transquant_bypass_flag
	M. Zhou, J. Xu

	
	
	
	Additional features of POC signalling (combined with wrapping, leading pictures, sub-layer non-reference pictures)
	A couple of bitstreams have been provided; more would be desirable

	Video resolution
	
	
	pic_width_in_luma_samples  = pic_height_in_luma_samples = (1 << Log2MinCbSize), with various CTU sizes.
	F. Bossen


It was noted that some bitstreams are not compatible with planned extensions.

Particular additional syntax features that would be beneficial to have

	Syntax element
	Case to be tested
	Volunteers

	sps_video_parameter_set_id
	Value other than 0
	J. Boyce

	conf_win_bottom_offset

conf_win_top_offset

conf_win_left_offset

conf_win_right_offset
	Values other than 0, preferably not multiples of 4
	G. Sullivan ?

	num_short_term_ref_pic_sets
	Maximum value 64
	R. Sjöberg

	num_long_term_ref_pic_sps
	Value other than 0
	Y.K. Wang

	sub_layer_profile_present_flag

sub_layer_level_present_flag
	Values other than 0
	J. Boyce

	use_delta_flag
	Value other than 0
	T. K. Tan

	init_qp_minus26
	Value less than 0
	T. Suzuki

	nal_unit_type
	Values 38 (filler data)
	G. Sullivan ?


Additional items noted in review

	pic_output_flag
	Value other than 1
	Y.-K. Wang


There was a question on the tier of each conformance bitstreams. The tier should be clarified in the conformance spec.
P0085 and P0276 were noted to be related.

The AHG recommended discussing the plan to collect missing bitstreams and to continue to collect more bitstreams, especially corner case bitstreams.
14.1.97.1.1.1.1.1.75 JCTVC-P0005 JCT-VC AHG report: HEVC range extensions development (AHG5) [C. Rosewarne, M. Naccari]
This report summarizes the activities of the HEVC range extensions development Ad-Hoc Group (AHG5) between the 15th JCT-VC meeting in Geneva, CH (October-November 2013) and the 15th JCT-VC meeting in San José, CA, USA (January 2014).
After a kick-off message issued on the 18th of November, no further emails were sent to the reflector regarding AHG5.
The ‘HEVC Range extensions test model 1 encoder description’ (JCTVC-O1013) was prepared and uploaded to the document repository.
Contribution JCTVC-O1006 was uploaded, defining the test conditions as agreed at the 15th JCT-VC meeting for Range extensions development. As discussed at the 15th JCT-VC meeting, the number of encoded frames was reduced for several of the test sequences. This contribution also includes the spread sheet templates to be used in RExt Core Experiments (RCEs) at this meeting.
Relevant contributions were listed according to subject areas:

· RCE contributions (see RCE summary reports)

· Profiles & levels (6)

· High-level syntax and auxiliary pictures (8)

· High dynamic range (3)

· Cross-component decorrelation (4)

· Miscellaneous (5)

14.1.97.1.1.1.1.1.76 JCTVC-P0006 JCT-VC AHG report: Range extensions draft text (AHG6) [J. Sole, D. Flynn, C. Rosewarne, G. Sullivan, T. Suzuki]
This document reports on the work of the JCT-VC ad hoc group on Range extensions draft text (AHG6) between the 15th JCT-VC meeting in Geneva, CH (October-November 2013) and the 16th JCT-VC meeting in San Jose, US (January 2014).
The High Efficiency Video Coding (HEVC) Range Extensions test model was developed following the decisions taken at the 15h JCT-VC meeting in Geneva, CH (October-November 2013).
Four versions of JCTVC-O1005 were published by the Editing AhG following the 15th JCT-VC meeting in Geneva. Versions were based upon JCTVC-L1003_v34. The text of JCTVC-O1005 (revision 4) was submitted as WG11 N13933 Study text of ISO/IEC.

Changes in JCTVC-O1005 relative to the previous version were listed in the report.
JCTVC-P0007 JCT-VC AHG report: Range extensions software (AHG7) [K. Sharman, D. Flynn]
This report summarizes the activities of Ad Hoc Group 7 on support for range extensions between the 15th and 16th JCT-VC meetings.
The HM12.0_RExt4.1 software was upgraded to HM12.0_RExt4.2 (macro removal and code tidy) and then to HM12.1_RExt4.2 (reflecting the changes made to the main HM branch), with both revisions released on Tuesday November 19th. All were tested according to the HM and RExt4.0 test conditions; the latter was also tested using the latest RExt5 test conditions.

On Tuesday November 19th, the development code for RExt5.0 (RExt5.0_rc1) with changes for all tools was announced, and a request was made for proponents to verify their tools.

During the integration process, it was noticed that one of the tools changed the encoder search algorithm. This would mean that the RExt model would no longer be backwards compatible with the general HM model. The coordinators requested a scheme from the proponents, with the provided scheme being a duplication of one of the longer inter-encoder-search functions. To try to avoid code replication, the coordinators quickly made changes so that only one search function was used and that it was compatible with HM. The version in rc1 was backwards compatible with HM, however, there was a mistake when cross-component-decorrelation was used in the inter search.

To expedite the process of release of RExt5.0, the coordinators fixed the problem, but also used the duplicated search algorithm provided by the proponents (controlled by a macro). It is this second search algorithm that is being used in standard RExt test conditions; the original search is used in HM test conditions.

RExt5.0 was released on Tuesday December 3rd, and version RExt5.1 (with many of the new tool macros removed and a code tidy) was released on Thursday December 5th.
It was noted that there is an input contribution P0059 to address the search situation.

The changes adopted to this RExt5 were due to proposals listed in the report.

The naming of inter-component decorrelation / cross-component prediction was discussed, and it was agreed to suggest the term "cross-component prediction" to the editors.

Some items were identified as still to be integrated:
· O0044 – CU-adaptive chroma QP offsets (highest priority – this item is normative)
· O0043 – Best-effort decoding

· N0383 – Motion constrained tile sets SEI

· O0079 – Chroma sampling filter hint SEI (some HM patch software was in the contribution )
· O0099 – Time code SEI (patch against HM5.1 provided by proponents)

Encoding performance differences were reported

HM12.1_RExt4.1 vs HM12.1_RExt5.1 under RExt5 AHG5 conditions

	
	All Intra Main-tier
	All Intra High-tier
	All Intra  Super-High-tier

	
	Y
	U
	V
	Y
	U
	V
	Y
	U
	V

	RGB 4:4:4
	25.4%
	22.5%
	24.3%
	19.4%
	17.6%
	18.9%
	13.8%
	12.9%
	13.5%

	YCbCr 4:4:4
	1.5%
	7.8%
	8.2%
	1.9%
	5.1%
	7.4%
	2.0%
	3.6%
	5.2%

	YCbCr 4:2:2
	0.0%
	0.1%
	0.1%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	Enc Time[%]
	108%
	105%
	103%

	Dec Time[%]
	98%
	98%
	98%

	
	
	
	
	
	
	
	 
	 
	 

	
	Random Access Main-tier
	Random Access High-tier
	 
	
	

	
	Y
	U
	V
	Y
	U
	V
	 
	
	

	RGB 4:4:4
	18.2%
	15.4%
	17.8%
	14.1%
	10.7%
	13.7%
	 
	
	

	YCbCr 4:4:4
	0.5%
	10.0%
	8.6%
	0.9%
	7.3%
	9.0%
	 
	
	

	YCbCr 4:2:2
	0.0%
	0.1%
	0.0%
	0.0%
	0.0%
	0.0%
	 
	
	

	Enc Time[%]
	100%
	97%
	 
	
	

	Dec Time[%]
	99%
	99%
	 
	
	

	
	
	
	
	
	
	
	
	
	

	
	Low delay B Main-tier
	Low delay B High-tier
	 
	
	

	
	Y
	U
	V
	Y
	U
	V
	 
	
	

	RGB 4:4:4
	15.4%
	11.0%
	12.7%
	11.9%
	7.9%
	9.9%
	 
	
	

	YCbCr 4:4:4
	0.1%
	7.3%
	6.4%
	0.6%
	5.0%
	7.2%
	 
	
	

	YCbCr 4:2:2
	0.0%
	0.1%
	0.2%
	0.0%
	0.0%
	0.2%
	 
	
	

	Enc Time[%]
	98%
	95%
	 
	
	

	Dec Time[%]
	99%
	98%
	 
	
	


HM12.1_RExt4.1 vs HM12.1_RExt5.1 under RExt5 AHG8 lossless conditions

	
	Average bit-rate increase

	 
	AI
	RA
	LB

	Class F
	0.2%
	−0.5%
	−1.0%

	Class B
	0.1%
	0.0%
	0.0%

	RGB 4:4:4 SC
	27.1%
	20.0%
	17.0%

	RGB 4:4:4 Animation
	14.8%
	2.5%
	1.3%

	YCbCr 4:4:4 SC
	4.6%
	3.8%
	2.9%

	YCbCr 4:4:4 Animation
	1.7%
	0.3%
	0.2%

	RangeExt
	2.7%
	2.3%
	2.3%

	RGB 4:4:4 SC (Optional)
	47.2%
	44.1%
	44.5%

	YCbCr 4:4:4 SC (Optional)
	11.8%
	11.2%
	11.2%

	Enc Time[%]
	100%
	92%
	93%

	Dec Time[%]
	102%
	102%
	102%


HM12.1_RExt4.1 vs HM12.1_RExt5.1 under RExt5 AHG8 lossy conditions

	
	All Intra Main-tier
	All Intra High-tier
	All Intra Super-High-tier

	
	Y
	U
	V
	Y
	U
	V
	Y
	U
	V

	Class F
	0.4%
	0.5%
	0.4%
	0.3%
	0.4%
	0.4%
	0.2%
	0.4%
	0.3%

	Class B
	0.1%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.1%
	0.1%

	RGB 4:4:4 SC
	38.4%
	37.7%
	38.5%
	34.8%
	34.4%
	34.9%
	31.8%
	31.1%
	31.5%

	RGB 4:4:4 Animation
	37.3%
	36.8%
	35.0%
	36.5%
	34.6%
	33.5%
	32.0%
	29.0%
	28.5%

	YCbCr 4:4:4 SC
	5.4%
	9.7%
	9.4%
	5.3%
	7.6%
	8.3%
	4.7%
	6.1%
	6.8%

	YCbCr 4:4:4 Animation
	2.6%
	13.1%
	7.9%
	3.1%
	10.3%
	7.2%
	3.4%
	7.5%
	6.0%

	RangeExt
	0.9%
	3.1%
	6.8%
	0.9%
	2.4%
	5.6%
	1.0%
	2.0%
	4.2%

	RGB 4:4:4 SC (Optional)
	45.2%
	46.4%
	46.6%
	47.9%
	49.0%
	50.0%
	49.3%
	51.4%
	52.3%

	YCbCr 4:4:4 SC (Optional)
	9.8%
	11.7%
	10.4%
	9.1%
	8.9%
	9.4%
	7.6%
	7.1%
	8.0%

	Enc Time[%]
	110%
	107%
	105%

	Dec Time[%]
	98%
	98%
	98%

	
	
	
	
	
	
	
	 
	 
	 

	
	Random Access Main-tier
	Random Access High-tier
	 
	
	

	
	Y
	U
	V
	Y
	U
	V
	 
	
	

	Class F
	0.3%
	0.2%
	0.2%
	0.2%
	0.1%
	0.0%
	
	
	

	Class B
	0.0%
	0.0%
	0.0%
	0.1%
	0.0%
	0.0%
	
	
	

	RGB 4:4:4 SC
	33.4%
	33.3%
	34.3%
	31.9%
	31.8%
	32.4%
	
	
	

	RGB 4:4:4 Animation
	25.5%
	25.5%
	23.4%
	26.7%
	25.4%
	23.9%
	
	
	

	YCbCr 4:4:4 SC
	4.3%
	9.6%
	9.4%
	4.3%
	7.6%
	8.4%
	
	
	

	YCbCr 4:4:4 Animation
	1.0%
	12.5%
	6.6%
	1.4%
	11.5%
	7.0%
	
	
	

	RangeExt
	0.4%
	4.9%
	7.0%
	0.5%
	3.4%
	6.8%
	
	
	

	RGB 4:4:4 SC (Optional)
	43.9%
	44.9%
	45.1%
	48.2%
	49.7%
	50.3%
	
	
	

	YCbCr 4:4:4 SC (Optional)
	8.0%
	11.2%
	9.5%
	7.9%
	9.1%
	8.7%
	
	
	

	Enc Time[%]
	100%
	99%
	
	
	

	Dec Time[%]
	100%
	99%
	 
	
	

	
	
	
	
	
	
	
	 
	
	

	
	Low delay B Main-tier
	Low delay B High-tier
	 
	
	

	
	Y
	U
	V
	Y
	U
	V
	 
	
	

	Class F
	0.3%
	0.2%
	0.5%
	0.2%
	0.2%
	0.3%
	 
	
	

	Class B
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	−0.1%
	
	
	

	RGB 4:4:4 SC
	30.3%
	29.1%
	30.2%
	29.6%
	29.0%
	29.6%
	 
	
	

	RGB 4:4:4 Animation
	23.3%
	20.6%
	18.8%
	24.3%
	20.7%
	19.5%
	 
	
	

	YCbCr 4:4:4 SC
	3.4%
	8.1%
	8.0%
	3.9%
	6.8%
	7.3%
	 
	
	

	YCbCr 4:4:4 Animation
	0.3%
	10.3%
	4.4%
	1.0%
	9.9%
	5.1%
	 
	
	

	RangeExt
	0.2%
	2.9%
	4.4%
	0.3%
	1.6%
	4.7%
	 
	
	

	RGB 4:4:4 SC (Optional)
	41.1%
	42.2%
	42.2%
	48.5%
	49.9%
	50.4%
	 
	
	

	YCbCr 4:4:4 SC (Optional)
	11.3%
	14.5%
	12.7%
	11.7%
	13.0%
	12.7%
	 
	
	

	Enc Time[%]
	100%
	98%
	
	
	

	Dec Time[%]
	99%
	99%
	
	
	


AHG18 test conditions have been improved by the change in Rice parameter update, reset and maximum value. However, the AHG18 test conditions cannot be run without modifying RExt4 and so these results were not provided in the report.

As can be seen, RExt4.1 is different for 4:4:4 test conditions, with those differences being mainly due to cross-component decorrelation (which is never used under 4:2:2 test conditions).

Recommendations included the following:

· Continue to develop reference software based on HM and improve its quality.

· Update encoder and documentation to be consistent with the current usage.

· Remove macros introduced in previous HM versions before starting integration towards RExt6.0 such as to make the software more readable.

· Continue to identify bugs and discrepancies with text, and address them.

· Test reference software more extensively outside of common test conditions.

JCTVC-P0008 JCT-VC AHG report: Screen content coding (AHG8) [H. Yu, R. Cohen, A. Duenas, D.-K. Kwon, T. Lin, J. Xu]
This report summarizes the activities of the JCT-VC ad hoc group on screen content coding (AHG8) between the JCT-VC 15th meeting in Geneva, Switzerland, and the 16th meeting in San José, USA.
The sequences submitted in O0222 were revised and uploaded to the FTP site. The YUV version of these revised sequences were also uploaded to the FTP site.

The “sc_videoTesting_1920x1080_60_8bit” sequence submitted in O0256 was removed from the FTP site. In this sequence, the Traffic sequence was used as the screen background, which might not comply with its usage agreement. 

The “sc_video_conferencing_doc_sharing” sequence was removed from the test material in the current RCEs. As reported in JCTVC-O0337, some anomalous rate-distortion results were observed while encoding some of the screen content sequences by the HM-RExt software under RCE test conditions. This was considered as an encoder issue, and further investigation and study were encouraged. The group recommended that such activities should be separated from the current RCE work. Furthermore, the majority of the group supported to take this particular sequence out from the RCE test material set, because it brought the most confusing results. 

Below is the list of all the screen content sequences available to JCT-VC on the Hannover ftp site. Those marked in italics are used in the current RCEs.
Regarding test conditions for RCE2 and RCE3, due to the relatively short interim period before this meeting, the group suggested that the RCE tests related to AHG8 might consider using the same test conditions as the last time and all the old test sequences except for “sc_video_conferencing_doc_sharing”.
	JCT-VC number
	sequence name
	frames

	L0301
	sc_map_1280x720_60_8bit
	600

	
	sc_programming_1280x720_60_8bit
	600

	
	sc_wordEditing_1280x720_60_8bit
	600

	
	
	

	L0317
	sc_cad_waveform_1920x1080_20_8bit_200_r1
	200

	
	sc_cg_twist_tunnel_1280x720_30_8bit_300_r1
	300

	
	sc_pcb_layout_1920x1080_20_8bit_200_r1
	200

	
	sc_ppt_doc_xls_1920x1080_20_8bit_200_r1
	200

	
	sc_video_conferencing_doc_sharing_1280x720_30_8bit_300_r1
	300

	
	sc_web_browsing_1280x720_30_8bit_300_r1
	300

	
	
	

	M0431
	sc_doc_1280x720_10_8bit_500
	500

	
	sc_SlideShow_1280x720_20_8bit_500
	500

	
	sc_Web_1280x720_10_8bit_500
	500

	
	
	

	N0294
	sc_robot_1280x720_30_8bit_300
	300

	
	sc_viking_1280x720_30_8bit_300
	300

	
	
	

	O0222
	Basketball_Screen_2560x1440_60p_8b
	623

	
	BigBuck_1920x1080_60p_8b
	404

	
	KimonoError1_2560x1440_60p_8b
	1006

	
	KimonoError2_2560x1440_60p_8b
	516

	
	KristenAndSaraScreen_1920x1080_60p_8b
	604

	
	MissionControlClip1_2560x1440_60p_8b
	601

	
	MissionControlClip2_2560x1440_60p_8b
	600

	
	MissionControlClip3_1920x1080_60p_8b
	603

	
	
	

	O0256
	sc_console_1920x1080_60_8bit
	600

	
	sc_desktop_1920x1080_60_8bit
	600

	
	sc_flyingGraphics_1920x1080_60_8bit
	600

	
	sc_realtimeData_1920x1080_60_8bit
	600

	
	sc_socialNetworkMap_1920x1080_60_8bit
	601

	
	sc_videoTesting_1920x1080_60_8bit
	601

	
	
	

	O0268
	sc_cg2twist_tunnel_1280x720_30_8bit
	300

	
	
	

	Others
	sc_VenueVu_1920x1080_30_8bit
	300


Relevant contributions were listed in the report. The AHG recommended to schedule viewing sessions for the SCC related test results.

RCE3 and RCE4 were noted to be especially relevant for potential viewing needs.

JCTVC-P0009 JCT-VC AHG report: High-level syntax for HEVC extensions (AHG9) [M. M. Hannuksela, J. Boyce, Y. Chen, S. Deshpande, A. Norkin, Y.-K. Wang, P. Wu]
This report summarizes the activities of the ad-hoc group of high-level syntax for HEVC extensions (AHG9) between the 15th JCT-VC meeting and the 16th JCT-VC meeting.
No coordinated AHG activity took place. No emails were exchanged over the JCT-VC reflector. 

However, it was noted that there was a substantial number of related input contributions into this meeting (categorized in Sections 6.3, 6.4, and 6.5 below).
14.1.97.1.1.1.1.1.77 JCTVC-P0010 JCT-VC AHG report: Multi-layer picture order count derivation (AHG10) [G. J. Sullivan (chair)]
This document reports on the work of the JCT-VC ad hoc group on multi-layer picture order count derivation, including a report of the teleconferences held and the progress made during the interim period since the preceding meeting. (The reader of this report is assumed to be familiar with various jargon and abbreviations used in JCT-VC; recent meeting reports and the draft specification text for HEVC and its SHVC and MV-HEVC extensions can be consulted for definitions of terms.)

The AHG held six two-hour teleconferences with substantial discussions of the issues. 10–20 people participated in each call – each of which was announced with at least 7 days' notice. The calls were held at different times of day to ensure reasonable opportunities for participation from different time zones. It was generally agreed that the current draft design seemed basically "broken".The discussions primarily focused on two proposals: a scheme proposed by Nokia (now revised as JCTVC-P0056 / JCT3V-G0042) and a different scheme proposed by Qualcomm and ZTE (now revised as JCTVC-P0041 / JCT3V-G0031). The proposals for each of these schemes were refined during the interim period, with multiple uploaded revisions.

Pending further input, the AHG concluded that the Qualcomm/ZTE scheme of JCTVC-P0041 / JCT3V-G0031 seems the most mature as the basis for moving forward. It has more mature text, has no significant identified problems, and is asserted to have a resilience advantage. It would be desirable to have that resilience assertion more confidently assessed; however, no significant problem seems to exist in that scheme, so its selection is recommended by the AHG unless additional input indicates otherwise. There was really no serious problem found in the other scheme as well – it was agreed that either scheme seems to be a substantial improvement over the current draft text.
The AHG noted that software verification had not been conducted to really show the operation of the scheme in practice with important test cases. Follow-up on this issue was needed, as much as possible, to increase our confidence that the scheme has all details worked out and would not have any problems in important use cases.

Further study is also needed to determine what is needed for cross-codec multi-layer operation.

Additional new contributions were noted to be relevant, including the following:

· JCTVC-P0067 / JCT3V-G0045 MV-HEVC/SHVC HLS: Comments on POC alignment [M. Li, P. Wu, G. Shang, Y. Xie (ZTE)] – a new proposal asserted to have some characteristics of each of the other two proposals
· JCTVC-P0260 / JCT3V-G0224 MV-HEVC/SHVC HLS: Additional information on the POC design in JCTVC-P0041/JCT3V-G0031 [A. K. Ramasubramonian, Hendry, Y.-K. Wang (Qualcomm)] – a late-registered information document; not yet available as of the beginning of the meeting
14.1.97.1.1.1.1.1.78 JCTVC-P0011 JCT-VC AHG report: SHVC text editing (AHG11) [J. Chen, J. Boyce, Y. Ye, M. Hannuksela, Y.-K. Wang]
This document reports the work of the JCT-VC ad hoc group on SHVC text editing (AHG11) between the 15th JCT-VC meeting in Geneva (23 October – 1 November 2013) and the 16th JCT-VC meeting in San Jose (9–17 January 2014).
The editorial team worked on both two documents: JCTVC-O1007 (SHVC Test Model 4 text) and JCTVC-O1008 (SHVC draft 4). Editing JCTVC-O1008 was assigned a higher priority than editing JCTVC-O1007.

One version of JCTVC-O1007 and three versions of JCTVC-O1008 were published by the editing AHG following the 15th JCT-VC meeting in Geneva.
The main changes in JCTVC-O1008, relative to the previous JCTVC-N1008 (SHVC Draft 3) were listed in the AHG report.

JCTVC-O1007 Test Model 4 document mainly contains the general descriptions of SHVC framework, texture data resampling process and motion field mapping process. The main change to the previous JCTVC-N1007 (SHM3) is the inclusion of up-sampling and down-sampling process for arbitrary spatial ratios.
Use SHVC bug-tracker (https://hevc.hhi.fraunhofer.de/trac/shvc) to report issues related to SHVC Draft and Test Model text.
It was noted that some input contributions concerned scalable enhancement of a field-coded base layer.
14.1.97.1.1.1.1.1.79 JCTVC-P0012 JCT-VC AHG report: SHVC software development (AHG12) [V. Seregin, Y. He, D.-K. Kwon]
This report summarizes activities of the AHG12 on SHVC software development between 15th and 16th JCT-VC meetings.
The current latest software version is SHM-4.1 contains almost all the items adopted last meeting, however some work is still needed on signalling POC LSB in enhancement layer IRAP pictures related to JCTVC-N0065.

SHM software can be downloaded at https://hevc.hhi.fraunhofer.de/svn/svn_SHVCSoftware/tags/

The software issues can be reported using bug tracker https://hevc.hhi.fraunhofer.de/trac/shvc
Despite several emails sent to the reflector and private messages sent to the proponents, the following items had not been integrated:

· JCTVC-O0109 (Samsung) – planned to be completed during the meeting
· JCTVC-O0135 (Samsung) – planned to be completed during the meeting
· JCTVC-O0164 (Nokia/Sony/Arris) – HRD modification – this was noted to be a difficult area due to the general lack of HRD capability in our software
· JCTVC-O0137, JCTVC-O0200, JCTVC-O0223 (Samsung/HHI/Qualcomm) – it was remarked that this is a minor change and HHI had volunteered to fix it
Two software versions had been released by AHG12, integration details and performance summary are given in the next subsections. In the document, only HEVC base layer results are provided and AVC base layer data can be found in accompanying excel tables. Performance results were reportedly consistent with the adopted techniques.
Software version SHM4.0 based on HM12 was released according to the schedule, including a list of modifications as described in the AHG report.

Description of the common test conditions and anchor data were released as an output document JCTVC-O1009 “Common SHM test conditions and software reference configurations”.
Additional adopted items (listed in the AHG report) had been integrated on top of SHM4.0 version, software base was updated to HM12.1 and was released as SHM4.1.
According to the decision made last meeting, the informal downsampling tool was updated with JSVM based SHVC downsampling from JCTVC-O0071 which supports arbitrary spatial ratio and can be found as a standalone project in the SHM software package.

The downsampler reportedly generates reasonable output only in the scalability ratio range of approx. 1.3x ... 2.2x.
The supported command line and parameters can be found in the software itself and are also summarized in the report.

Notable changes included:

· Support of more than two layer

· Bit depth scalability

· Arbitrary scalability ratios

· Downsampling tool
14.1.97.1.1.1.1.1.80 JCTVC-P0013 JCT-VC AHG report: SHVC inter-layer filtering (AHG13) [E. Alshina, J. Chen, T. Yamamoto, Y. Ye, P. Topiwala]
This document reports on the work of the JCT-VC AHG on SHVC inter-layer filtering (AHG13) between the 15th JCT-VC meeting in Geneva, Switzerland, (22 Oct – 1 Nov. 2013) and 16th JCT-VC meeting in San Jose, US, (9 – 17 Jan. 2014), and lists the related input documents.
There have not been discussions related to the mandates of this ad-hoc group over the reflector between the 15th JCT-VC meeting and the 16th JCT-VC meeting. However, there were significant activities in the area of inter-layer filtering within the SCE1 core experiment (2 contributions) and in 4 non-SCE1 contributions. In addition to re-sampling filter different variants of colour-gamut and bit-depth conversion are studied.
Particular topics noted included:
· There was one contribution about extracting a region of interest. A modified scale and reference position derivation process as well as the associated new parameters are proposed.

· The performance effect of accurately taking into account chroma position alignment during re-sampling processing was studied. There was reportedly one contribution on this issue.

· Field to frame scalability requires re-sampling process modification and phase offset signalling proposed in three contributions.
Related contributions were identified in the report.

14.1.97.1.1.1.1.1.81 JCTVC-P0014 JCT-VC AHG report: Colour gamut scalability (AHG14) [A. Duenas, P. Bordes, E. Alshina, Y. He, K. Kwon, X. Li]
This report summarizes the activities of the ad-hoc group of colour gamut scalability (AHG14) between the 15th JCT-VC meeting and the 16th JCT-VC meeting.
Potential test sequences were provided by Technicolor and announced on the reflector on July 11, 2013.  The sequences were made available on the Hannover FTP site under /scalable/sequences/CGS and on a new FTP site (FTPserver: ftp-renn.thmulti.com, login: imx-wp3, password: HEVC2011wp).

Seven contributions related to the topic of wide colour and bit depth gamut scalability were identified in the report.
14.1.97.1.1.1.1.1.82 JCTVC-P0015 JCT-VC AHG report: SHVC hybrid codec scalability (AHG15) [J. Boyce, A. Duenas, K. Kawamura, J. Samuelsson]
This document reports on the work of the JCT-VC ad hoc group on SHVC hybrid codec scalability (AHG15) between the 15th JCT-VC meeting in Geneva, Switzerland, (22 Oct – 1 Nov. 2013) and the 16th JCT-VC meeting in San Jose (9 – 17 Jan. 2014).
The JCTVC-O1012 output document, “Designs under study for SHVC hybrid scalability” was released on 8 Nov. 2013.  This document contained all three methods for NAL unit codec identification that are under consideration;
· by external means (systems only approach), 

· by a prefix byte (HEVC inside AVC NAL units approach),

· by an HEVC encapsulation NAL unit type (AVC inside HEVC NAL units approach).

There was some reflector discussion regarding the intent of the JCTVC-O1012 document, and a clarification provided that the intent was to document various possible approaches for purposes of study, not to provide a single candidate text for adoption as a complete whole.
The reporting template and anchors using an AVC base layer were not updated for the SHM 4.0 software.  At the two previous meetings, there were no technical contributions using the anchors provided for the SHM 2.0 software.
Related contributions were identified. It was noted that having a field-coded base layer was one of the topics of contributions.

The AHG recommended that the following key questions be considered during the meeting:

· Which NAL unit codec identification method(s) should be supported, e.g. should either of the two proposed encapsulation methods be supported in addition to external means?

· Base layer AVC profile and tool restrictions, and in particular, if the base layer may use interlace?  And what coding tool(s) are required to support interlace-to-progressive scalability?

It was remarked that it was also necessary to determine the appropriate approach to the text specification in regard to in which documents the technical approach(es) are specified.
14.1.97.1.1.1.1.1.83 JCTVC-P0016 JCT-VC AHG report: Test sequence material (AHG16) [T. Suzuki, R. Chen, T. K. Tan, S. Wenger]
An updated list of available test sequence material was provided in the report of this AHG. New contributions related to test sequence availability were identified, including JCTVC-P0042, JCTVC-P0228, and JCTVC-P0229.

The AHG recommended the following:
· to create the list of test sequences available for HEVC development including licensing statement

· to review all related contributions

· to coordinate the viewing session of new test sequences at Geneva

· to continue to collect test materials

14.1.97.1.1.1.1.1.84 JCTVC-P0017 JCT-VC AHG report: SHVC complexity assessment (AHG17) [E. Alshina, M. Budagavi, E. François, J. Kang, X. Li, A. Tabatabai, X. Xiu]
This document reports on the work of the JCT-VC AHG on SHVC complexity assessment (AHG17) between the 15th JCT-VC meeting in Geneva, Switzerland, (22 Oct – 1 Nov. 2013) and 16th JCT-VC meeting in San Jose, US, (9 – 17 Jan. 2014), and lists the related input documents.
Since no tool-level adoption for SHVC common test conditions were done at 15th JCTVC meeting, the performance and complexity numbers were reportedly un-changed. A summary of BD-rate performance for a two-layer scalable system was provided in the report, compared to HEVC single layer decoder.
The only core experiment that was performed during inter-meeting period was on colour gamut scalability. Complexity assessment module was imported to SCE1 reference s/w, but not used in SCE activity.
A complexity analysis was suggested to be applied to the SCE1 tests in order to better understand complexity and performance benefits provided by colour gamut scalability tools.

14.1.97.1.1.1.1.1.85 JCTVC-P0018 JCT-VC AHG report: high bit-rate and bit-depth operating points (AHG 18) [K. Sharman, R. Joshi, H-Y. Kim] 
This report summarizes the activities of the Ad Hoc Group on high bit-rate and bit-depth operating points between the 15th JCT-VC meeting held in Geneva, Switzerland and the 16th JCT-VC meeting held in San José, USA.
The AhG intended to use the JCT-VC reflector for discussion, although there was no activity for this AhG. There have been some private discussions.
An updated set of test conditions was specified and used in RCE1 and RCE2, and announced to the community at the kick-off. The benchmarks (which were also emailed via the reflector) are attached to this contribution. The changes included additional sequences and synthesised high dynamic range video.
RCE1 is examining throughput and RCE2 is examining coding efficiency, which may impact AHG18.
Three other contributions were identified as relating to the topic (P0061, P0173, P0222). A fourth was also noted as somewhat related (P0162).
14.1.97.1.1.1.1.1.86 JCTVC-P0019 JCT-VC AHG report: Verification Test Preparation (AHG19) [TK Tan, V Baroncini, M Mrak, M Karczewicz, W Wan, J Wen]
This AHG was established to prepare the plan for the verification test of the HEVC Version 1 specification.

Several e-mails were exchanged test content were encoded and participants discussed the suitability of the test sequences and selected bit rates.
The test methodology description was updated and preparations of the test sites were made.

Candidate test sequences were obtained from the following sources:

· NTIA site: http://www.cdvl.org/index.php

· Technicolor

· Vidyo

· Plannet, Inc

· British Broadcasting Corporation (BBC) R&D

· Kamerawerk

· Sveriges Television AB (SVT), Sweden

· 4EVER Consortium

The following numbers of test sequences were shortlisted:

· 6 (out of a target of 5) for 4K

· 7 (out of a target of 5) for 1080p

· 5 (out of a target of 5) for 720p

· 5 (out of a target of 5) for 480p

All the test sequences were encoded using HM12.1 and JM18.5.

Please refer to document JCTVC-P0054 for details of the shortlisted sequences and suggested bit rates.

Related input documents were identified as follows:
· JCTVC-P0042 Source content for HEVC verification testing [J. Boyce (Vidyo)] 

· JCTVC-P0054 Updates to HEVC verification test plan draft 2 [TK Tan, V. Baroncini, M. Mrak]

The AHG recommended:
· To view the shortlisted test sequences encoded at the suggested bitrates during the San Jose meeting. 

· To finalize the proposed test conditions, shortlisted test sequences and suggested bitrates.

· To finalize the test logistics.

· To review and adopt the revised HEVC verification test plan (JCTVC-P0054) and publish as the HEVC verification test plan.

14.1.97.1.1.1.1.1.87 JCTVC-P0020 JCT-VC AHG Report: Multi-layer hypothetical reference decoder (AHG20) [K. Suehring (chair), S. Deshpande, M. M. Hannuksela, J. Kang, A. K. Ramasubramonian, A. Tabatabai (vice-chairs)]
This is summary AHG20 report on the work of the JCT-VC AHG on Multi-layer hypothetical reference decoder (AHG20) between the 15th JCT-VC meeting in Geneva and 16th JCT-VC meeting in San Jose, with the list of related input documents.
Four contributions were noted as related (P0138, P0069, P0156, P0192). Three of these were on DPB, and the fourth (P0138) was regarding CL-RAS pictures.

The AHG recommended not continuing to have such an AHG following the current meeting. However, it was remarked that further work in this area was probably still needed.
3 Project development, status, and guidance (29)

3.1 Communication to and by parent bodies (0)

See section 7.1.
3.2 Conformance test set development (2)

14.1.97.1.1.1.1.1.88 JCTVC-P0085 Conformance testing [C. Fogg (Harmonic), A. Wells, D. Le Gall (Ambarella)]

Conformance bitstreams testing some high-level aspects including HRD, are largely absent from the current test suite. It is proposed to add key combinations that will be relied upon in systems. The contributor asserted that bitstreams demonstrating correlation among the display timing elements (pic_struct, vui_time_scale, etc.) and bitstream splice users (time code, HRD) could assist implementers in the use of these elements.

For repeated pictures, the contribution suggested that the reconstructed .yuv file output by the reference decoder would contain the repeated pictures.
It was remarked that the "repeated picture" concept is more a display issue than a decoder output conformance issue, so it may not be desirable for the reference software to modify its output file content based on that, except perhaps in some special mode of decoder operation. Repetition is not a required output behaviour, and thus should not be tested for conformance.

It was agreed that having additional conformance bitstreams testing high-layer syntax (incl. SEI, VUI, parameter sets, HRD, etc.) would be highly desirable (and that the HM reference software may also need work in these areas).

It was asked whether the HM software parses all SEI messages that have been specified.

14.1.97.1.1.1.1.1.89 JCTVC-P0276 Editor's proposed draft text of HEVC conformance testing [T. Suzuki, W. Wan, G. Sullivan] [late]

Latest update from the editors. Detailed review was not requested.
3.3 Version 1 bug reports and cleanup (2)
See also notes for P0187 (no_output_of_prior_pics_flag) and P0043 (AU boundary detection) and P0044 (MinCR) and P0130 (end of bitstream).

LS input from ITU-R to the parent body is relevant to the VUI. Decision: Correct the equations accordingly.
14.1.97.1.1.1.1.1.90 JCTVC-P0064 Defect correction for HEVC version 1 (esp. modulo CPB removal delay wrapping) [G. J. Sullivan, L. Zhu (Microsoft), Y.-K. Wang, A. K. Ramasubramonian (Qualcomm)]

Discussion chaired by M. Hannuksela 01-16.

This contribution proposes an alternative to the approach previously proposed in JCTVC-N0094 to handling modulo wrapping for interpretation of the value of the syntax element au_cpb_removal_delay_minus1 for pictures that begin new buffering periods.

The prior planned fix for the reported problem included introducing a syntax change to version 1 bitstreams. This contribution suggests that the syntax change is unnecessary and that an alternative interpretation of how to compute CPB removal delays is actually what was intended when the version 1 syntax (and the similar syntax in AVC) was originally designed. An alternative approach to the reported problem is proposed that does not include this syntax change.

The contribution also suggests follow-up action to initiate a clarification of the same aspect of the AVC specification.

A couple of other editorial corrections for HEVC version 1 are also reported. These are asserted to be obvious corrections and merely typographical in nature.

It was requested the update HM according to the proposal.

Two other very small errata reports were included in the contribution.

Decision: Adopt.

Parent bodies may wish to make note of the AVC action request.

14.1.97.1.1.1.1.1.91 JCTVC-P0223 JPNB comment on HEVC defect report [Japan National Body]

A defect report of HEVC (23008-2) was produced at Geneva meeting (WG 11 document N 13931). It includes the syntax change of HRD parameters. Although the number of fixes is small, it was asserted to be desirable to produce such correction in formal way to avoid market confusion. JPNB requested WG11 to issue a corrigendum of 23008-2 as soon as possible.

After discussion, it was agreed that finalizing the approval of the corrections ASAP is desirable, and that rather than issuing a separate corrigendum, it was planned to integrate the corrections into near-term amendments.
3.4 HEVC coding performance, implementation demonstrations and design analysis (10)

3.4.1 General

JCTVC-P0302 BoG report on performance analysis and demos [J. Samuelsson]

A break out group discussion was held on Sunday the 12th of January 2014 to review the documents assigned to categories 3.4.2–3.4.5 in version 2 of the draft JCT-VC meeting report. P0261 was noted to be a technical change proposal, so it was not reviewed in the BoG.

Four contributions were reviewed in the BoG.

· P0169 reported on performance benefits obtained using a parallel-processing implementation for SHVC decoding.

· P0082 was tutorial information about using the pic_struct syntax coding of interlaced

· P0083 contained an analysis comparison of different techniques for coding interlaced material with HEVC (version 1). It contained a comparison against picture-adaptive frame/field coding (which is something not supported in version 1) and sequence-adaptive frame/field coding (which is supported in version 1).

· P0158 reported informal subjective video quality comparison results for HEVC versus AVC implemenation.

3.4.2 Version 1 verification test (2)
See also P0042 (on source content availability).
14.1.97.1.1.1.1.1.92 JCTVC-P0054 Updates to HEVC verification test plan draft 2 [TK Tan, Vittorio Baroncini, Marta Mrak]

Discussion 01-16.

This document contains updates to the JCTVC-O1011 document. The schedule and test sites have been updated and additional test sequences and proposed encoding bitrates for use in the verification test were added. The copyright statements for the sequences used have been clarified and listed in Annex B.
Some aspects incorporated into P1011 after discussion included the following:

· Subjective testing was expected to be completed by 3 March

· Test sites were identified as follows (further detail in P1011):

· BBC

· FUB

· EPFL

· HM 12.1 was planned to be used for HM.

· 5 sequences were recommended for each of the 4 resolutions to be tested

Adjustments as necessary may be needed for 4K content due to limitations of 4K playout.
3.4.3 RExt performance and design aspects (3)

14.1.97.1.1.1.1.1.93 JCTVC-P0200AhG8: Performance and complexity analysis of Range Extensions tools [J. Sole, T. Hsieh, C. Pang, M. Karczewicz (Qualcomm)]

See BoG report P0288 and related notes.

14.1.97.1.1.1.1.1.94 JCTVC-P0201 AhG8: Performance of encoder and parameter only changes for Screen Content Coding [J. Sole, C. Pang, L. Zhang, M. Karczewicz (Qualcomm)]

See BoG report P0288.
14.1.97.1.1.1.1.1.95 JCTVC-P0213 Comparison of Compression Performance of HEVC Range Extensions Draft 5 with AVC High 4:4:4 Predictive profile [B. Li, J. Xu, G. J. Sullivan (Microsoft)]

See BoG report P0288 and related notes.
3.4.4 SHVC performance and design aspects (1)

14.1.97.1.1.1.1.1.96 JCTVC-P0169 Update of JCTVC-O0115 on a pipeline and parallel architecture of an SHVC decoder [W. Hamidouche, M. Raulet (IETR/INSA)]

See BoG report P0302 and related notes.
3.4.5 Interlace (3)
14.1.97.1.1.1.1.1.97 JCTVC-P0082 How to use pic_struct [C. Fogg, O. Bar-Nir, P. Haskell (Harmonic), A. Wells, D. Le Gall (Ambarella)]

See BoG report P0302 and related notes.

14.1.97.1.1.1.1.1.98 JCTVC-P0083 pic_struct coding results [C. Fogg (Harmonic)]

See BoG report P0302 and related notes. Also see related contribution P0261.
3.4.6 Implementation demonstrations (1)

14.1.97.1.1.1.1.1.99 JCTVC-P0158 Informal Subjective Video Quality Comparison Between the eBrisk-UHD HEVC and x264 AVC Encoders [M. Horowitz, F. Kossentini, H. Tmar (eBrisk)

See BoG report P0302 and related notes.
3.5 Profile and level definitions (requirements related) (11)

3.5.1 RExt profiles and levels (7)
Contributions in this area were considered in joint discussions at the parent level. See section 7.1.
14.1.97.1.1.1.1.1.100 JCTVC-P0057 AHG 5: Profiles for Range Extensions [K. Sharman, N. Saunders, J. Gamei, T. Suzuki, A. Tabatabai (Sony)]

Discussion on profiles for RExt has been started, with a set of profiles included in the draft text. This contribution proposes the following:

· Adding all intra coding profiles

· Adding profiles supporting up to 16 bit video

· Profiles for monochrome video (4:0:0)

This contribution reportedly encompasses the operating points defined in JCTVC-O1005 (v3).
14.1.97.1.1.1.1.1.101 JCTVC-P0058 AHG 5 and 18: Request for 16 bit Profiles for Range Extensions [K. Sharman, N. Saunders, J. Gamei, T. Suzuki, A. Tabatabai (Sony)]

This document proposes to define 16 bit profiles as part of HEVC RExt. It was asserted that the following applications would make use of these profiles:

· 4:4:4 format for high end content creation, high end production, and medical applications

· 4:0:0 format for medical applications

All intra coding is reportedly used for high end production where 16 bit material is captured and used during the workflow; such 16 bit material has been added to the RExt test set. This contribution proposes to also include profiles for all intra coding.

The points of the proposed new profiles were suggested to be as follows:

· No 14-bit profiles were proposed – the extended processing design is already scalable, and therefore 14-bits being encoded under the 16-bit profile will be identical to a 14-bit encoding under a 14-bit profile. 

· For 12-bit high end content creation applications that require the extended precision processing capability, the 16 bit profiles would be used, noting again that the extended precision system is bit-depth scalable.

· 16-bit for 4:4:4 and 4:0:0 – the 4:0:0 would be for non-video sensors, such as in medical. Other specific 16-bit profiles for different chroma formats would be unnecessary at this bit depth, noting that the16 bit 4:4:4 profile would also be able to code 4:2:2 at 16-bit.

· The RExt tools indicated in the proposal may or may not include the current full set of tools present in the latest text and software. Such decisions are not part of this profile proposal and were suggested to be discussed separately following the profile definitions.

14.1.97.1.1.1.1.1.102 JCTVC-P0086 A proposal on level specification of Main 4:2:2 profiles [A. Minezawa, K. Miyazawa, S. Sekiguchi, H. Sakate (Mitsubishi)]

JCTVC-N0312 and JCTVC-O0288 proposed some modifications of the specification of Main 4:2:2 profiles and levels. According to the discussion at the last meeting, Main 4:2:2 profiles are required to disable some RExt-specific features as in 4:2:0 related profiles. On the other hand, level specification of Main 4:2:2 profiles was asserted to not have been discussed sufficiently. This contribution proposes the modification of level-related definitions on Main 4:2:2 profiles as addressed in JCTVC-N0312 and JCTVC-O0288 again.
See notes for P0044. Detailed review was not requested.
14.1.97.1.1.1.1.1.103 JCTVC-P0099 AHG5: Objective and subjective evaluations of cross-component decorrelation for range extensions profile [K. Kawamura, S. Naito (KDDI)]

This contribution reports objective and subjective performance of the cross-component decorrelation tool for the general content (camera captured content). The contribution proposed the inclusion of the cross-component decorrelation tool in all range extensions profiles to be finalized in April 2014. Experimental results reportedly indicated that the cross-component decorrelation tool obtained 5.2% gain without sacrificing the subjective quality under the random access Main tier condition of RExt CTC with a modified chroma λ value.
14.1.97.1.1.1.1.1.104 JCTVC-P0106 AHG5: Recommended profiling of range extension coding tools [S. Lee, E. Alshina, C. Kim (Samsung), K. McCann (Zetacast)] [late]

This contribution provides recommendations on the profiling of range extension coding tools for 4:4:4 profiles. The contribution asserts that cross-component decorrelation is the only additional coding tool in the draft RExt text that provides a beneficial trade-off between performance and complexity with camera-view video content and proposes that the Main 4:4:4 profiles should include cross component de-correlation, but not the other coding tools in the current draft text, which are asserted to provide a beneficial performance/complexity trade-off only with screen content.

It is also suggested that screen content 4:4:4 profiles should be developed in coordination with the call for proposals for coding of screen content and medical visual content planned for January 2014. It is suggested that all of the coding tools in the draft RExt text should be included in the initial test model for this new activity.
14.1.97.1.1.1.1.1.105 JCTVC-P0107 AHG5: Tools for lossless coding of medical image/video content in RExt profiles [P. Amon, P. Wojaczek, A. Hutter, U.-E. Martin, N. Wirsz (Siemens)]

This contribution analyses and discusses different coding tools currently under evaluation for incorporation into HEVC RExt profiles for compression of medical image/video content. Based on the analysis, especially the adoption of RDPCM is recommended for 12-bit and 16-bit monochrome profiles, for a potential 4.4:4 profile, and also for related higher profiles.
14.1.97.1.1.1.1.1.106 JCTVC-P0224 Request for an HEVC 4:4:4 8 bit profile [G. Martin-Cocher (Blackberry), M. Mrak (BBC), P. Onno, C. Rosewarne (Canon), A. Fuldseth (Cisco), R. Sjöberg (Ericsson), A. Duenas (NGCodec), M. Karczewicz (Qualcomm), A. Segall (Sharp Labs), M. Budagavi (TI)] [late]

This document proposes to define a 4:4:4 8 bit profile as part of HEVC RExt, which would include coding tools designed for 4:4:4 color sampling as well as tools that are useful for coding mixed content.

It was asserted that the following consumer applications would make use of this profile:

· wireless display

· video conferencing with screen sharing

· compression and transmission of computer generated sequences

· mixed content scenarios

It was reported that computer generated content predominantly uses the 4:4:4 8 bit format, and was reportedly strongly expected that mixed content will also use a 4:4:4 8 bit format. It was asserted that a corresponding HEVC profile needs to be defined to match the video codec capabilities to corresponding applications and existing video formats. It was asserted that the definition of this profile cannot be postponed to a later amendment in order to ensure that the next generation of wireless display products could take advantage of HEVC.

It was reported that some tools, previously identified as screen content tools, are in fact performing pretty well on natural sequences (e.g. block copying) and/or on mixed content (e.g. transform skip). It was reported that those tools seemed to have been mischaracterised as only being screen content coding tools.

It was proposed that the coding tools currently defined in the HEVC Rext draft text be included in the proposed 4:4:4 8 bit profile.
3.5.2 SHVC profiles and levels (4)

14.1.97.1.1.1.1.1.107 JCTVC-P0127 AHG14: On a CGS profile for SHVC [P. Andrivon, P. Bordes, E. François (Technicolor), X. Ducloux (Thomson Video Networks), Y. Ye (Interdigital), A. Duenas (NGCodec), A. Segall (Sharp Labs), Kemal Ugur (Nokia), Xiang Li (Qualcomm), Elena Alshina (Samsung)]

This contribution requests to define a profile for the HEVC scalable extension supporting colour gamut and bit-depth scalability (CGS). Such a scalability technology may be considered in applications standardization committees such as DVB CM-AVC/CM-UHDTV or ATSC3.0. Considering the foreseeable evolution of capture and display device capabilities and use cases, it was asserted that CGS appears to be one major feature to be supported in upcoming mainstream applications. This contribution also suggests to conduct liaison communication on colour gamut scalability requirements and performance between DVB CM-AVC/CM-UHDTV, SC 29/WG 11 and SG 16.
See action recorded from joint discussions with the parent level in section 7.1.

Decision: Scalable Main 10 Profile will be as in scalable main and allowing 10 bit in base and ELs.
14.1.97.1.1.1.1.1.108 JCTVC-P0134 Strawman SHVC level constraints [J. Boyce (Vidyo)]

Discussed 01-16 (GJS).

The current SHM draft specification does not define level constraints for SHVC. "Strawman" Scalable Main profile-specific level constraints are proposed. All of the existing general level constraints would apply individually to each layer within the operation point corresponding to the output layer set conforming to the profile/tier/level. In addition, cumulative constraints for all decoded layers are imposed for total picture size, total sample rate and total bit rate, equal to 2x their respective level limits for Main profile.
Decision: Adopt.

Further editorial work may be needed for expressing the bit rate limit.

It was noted that it is necessary to also develop a specification of levels for an enhancement-only profile.
14.1.97.1.1.1.1.1.109 JCTVC-P0142 On SHVC level limits [M. M. Hannuksela (Nokia)]

Discussed 01-16 (GJS).

Proposal #1: It is proposed to constrain the value of max_vps_dec_pic_buffering_minus1[ i ][ k ][ j ] as follows:

· max_vps_dec_pic_buffering_minus1[ i ][ k ][ j ] shall be in the range of 0 to MaxDpbSize − 1 (as specified in clause A.4), inclusive.

It is asserted that previously the sub-DPB sizes were not constrained at all.

Proposal #2:

· #2a: It is proposed to add a profile-specific constraint (for the Scalable Main profile and the potential Scalable AVC profile) on cross-layer DPB usage.

· #2b: The value of the constraint is proposed to be equivalent of allowing MaxDpbSize pictures in the sub-DPBs of a two-layer bitstream with 1.5x scalability. 

It is asserted that this constraint leaves encoders the flexibility to support any number of layers from 2 to 8, inclusive, for the scalable profiles, while provides a smaller upper limit for the DPB memory usage than the current limit, which is reportedly 8 * MaxDpbSize, where MaxDpbSize is asserted to be 6 for typical picture sizes used under the levels. When quality scalability is in use, all layers may have the same picture width and height and hence the current upper limit of the DPB memory usage is asserted to be 48 pictures in typical picture sizes. With the proposed constraint, the upper limit of the DPB memory usage is asserted to be equivalent to (1 + 2/3 * 2/3) * MaxDpbSize, i.e. about 9 pictures in typical picture sizes (in units of the highest enhancement layer pictures).

Illustrative figures were added in version 2.

JCTVC-P0192 is related; see notes on that contribution.
14.1.97.1.1.1.1.1.110 JCTVC-P0203 Hybrid codec scalability profile in SHVC [J. Samuelsson, J. Enhorn, R. Sjöberg (Ericsson)]

This contribution proposes to include a hybrid codec scalability profile as described in JCTVC-O1012 into the SHVC draft with the following modifications:

· To remove the option of encapsulating AVC NAL units in HEVC NAL units (and just keep the two options of no encapsulation and encapsulating HEVC NAL units in AVC NAL units).

· To specify that the base layer must obey all constraints specified for the High profile in the AVC specification.

The contribution asserts that only one encapsulation format is needed and that it is important that the AVC NAL units are unmodified (i.e. no additional header is put in front of the AVC NAL unit header).

See also sections 6.4.3 and 7.1.
3.6 HEVC, SHVC and RExt use cases (requirements related) (3)
See also section 7.1.
14.1.97.1.1.1.1.1.111 JCTVC-P0159 High Dynamic Range video coding [S. Lasserre, F. Le Leannec, E. François (Technicolor)] [late]

This contribution presents an HDR video coding scheme. The proposal aims at offering high compression performance while enabling re-using legacy lower bit-depth decoders (e.g. AVC 8-bit, HEVC 8- or 10-bit). It is reported that the design, while being fully generic, can be configured to guarantee backward compatibility with lower dynamic range devices (decoders and displays) and to be directly adapted to existing LCD-LED HDR display technologies. This adaptation is also presented. Finally preliminary coding results are provided, comparing performance of the proposed scheme to a coding chain based on prior global quantization of the HDR signal.
14.1.97.1.1.1.1.1.112 JCTVC-P0080 HDR coding results for FruitStall and Oblivion [B. Mandel (Universal), C. Fogg (Harmonic), J. Helman (Movielabs)]

Various HEVC HM encoding parameters tuned for the High Dynamic Range (HDR) test content clips "FruitStall" (submitted by Sony at the previous JCT meeting) and Universal Picture's "Oblivion" are compared in this study. The "PQ" non-linear curve, now documented as SMPTE ST.2084, serves as the EOTF. Both YDzDx (SMPTE ST.2085) and YCC (ITU-R Rec. 2020) are tested at 12-bit precision. Results reportedly show that the R-D behaviour of both color spaces are very similar.
14.1.97.1.1.1.1.1.113 JCTVC-P0162 On 16-bit coding [A. Aminlou, K. Ugur (Nokia)] [late]

This contribution proposes additional results on separating the 16-bit video into two lower bit depth sources (e.g. 8 bits) and coding those separately for lossless operation. It is asserted that this method improves the coding efficiency of 16-bit lossless operation and also provides backwards compatibility.
3.7 Source video test material (2)
14.1.97.1.1.1.1.1.114 JCTVC-P0042 Source content for HEVC verification testing [J. Boyce (Vidyo)]

See also AHG19 report on verification testing.

Source content was donated to the public domain – and planned for use in verification testing.
14.1.97.1.1.1.1.1.115 JCTVC-P0228 Description of HDR sequences proposed by Technicolor [S. Lasserre, F. Le Leannec, E. François (Technicolor)] [late]
Five high dynamic range (HDR) test sequences were proposed for experiments in the context of MPEG and JCT-VC HDR video coding exploration works. These sequences have been created in the framework of the French NEVEX collaborative project, by Binocle, Technicolor for four of them, and Polymorph Software for one of them. The document provides a description of these sequences.
These are HDR sequences (different than other sequences provided by Technicolor).
These use half-float representation in RGB with BT.709 primaries and linear EOTF.
14.1.97.1.1.1.1.1.116 JCTVC-P0229 Quantitative quality evaluation of images for HDR and WCG coding [S. Lasserre, F. Le Leannec, E. François (Technicolor)] [late]

An analysis of objective quality metrics is provided in the context of HDR and WCG content coding. The presentation is provided in the attached pdf slides.
Information document; detailed presentation was not requested. 
14.1.97.1.1.1.1.1.117 JCTVC-P0313 AHG19: License for provided material in verification tests [P. Andrivon (Technicolor)] [late]

Technicolor provided an attached updated license corresponding to the provided test material for HEVC and SHVC verification tests.
The attached license applies to the following sequences provided by Technicolor:

· BT709Birthday_3840x2160_50_10bit.yuv 

· BT709Parakeets_1280x720_50.yuv 

· BT709BirthdayFlash_960x540_50.yuv 

· BT709BirthdayFlash_832x480_50.yuv 

Production and characteristics of the sequences are described in JCTVC-N0163.
4 Core experiment in SHVC (6)

4.1 SCE1: Colour gamut and bit depth scalability (7)

Discussed 01-09 p.m. (JRO).
4.1.1 SCE1 summary and general discussion

14.1.97.1.1.1.1.1.118 JCTVC-P0031 SCE1: Summary Report of Colour Gamut and Bit Depth Scalability [P. Bordes, Y.Ye, E. Alshina, X. Li, S. H. Kim, A. Duenas, K. Ugur, K. Sato]

Two test cases:

	Test A
	AI, RA with SHM4.0
	AI, RA with SHM4.0_irap

	Test B
	AI, RA with SHM4.0
	AI, RA with SHM4.0_irap


Two use cases (UC1 and UC2) have been defined:

· Use case 1: LUT derived from the first picture of the sequence. In this case, we will use the regular SHM4.0 software with one single SPS, PPS at the beginning.
· Use case 2: LUT derived using one or several pictures of the previous RAP period. In this case, the modified software SHM4.0_irap will be used, with regular SPS, PPS insertion.

Two methods:

JCTVC-P0128 = “Test 1”

JCTVC-P0186 = “Test 2”

Results:

Use case 1, Test 1

The detailed experiment results are described in JCTVC-P0128. The cross-checking has been provided by Qualcomm (JCTVC-P0143) and Sony (JCTVC-P0234).
Results of use case 1, tests 1.A (second column) and 1.B (first column).

	
	AI HEVC 2x 10-bit base
	AI HEVC 2x 8-bit base

	
	Y
	U
	V
	Y
	U
	V

	Class A+
	
	
	
	
	
	

	Overall (Test vs Ref)
	−0.9%
	−4.1%
	−3.3%
	−2.2%
	−5.1%
	−4.1%

	Overall (Test vs single layer)
	17.7%
	17.8%
	14.6%
	18.8%
	18.4%
	14.9%

	Overall (Ref vs single layer)
	18.5%
	22.8%
	18.1%
	21.2%
	24.7%
	19.4%

	EL only (Test vs Ref)
	−2.3%
	−5.6%
	−4.2%
	−4.7%
	−7.5%
	−6.1%

	Overall (Test EL+BL vs single EL+BL)
	−21.5%
	−21.8%
	−24.0%
	−21.0%
	−21.6%
	−24.1%

	Enc Time[%]
	107.9%
	108.4%

	Dec Time[%]
	101.7%
	102.5%


	
	RA HEVC 2x 10-bit base
	RA HEVC 2x 8-bit base

	
	Y
	U
	V
	Y
	U
	V

	Class A+
	
	
	
	
	
	

	Overall (Test vs Ref)
	−2.6%
	−4.2%
	−5.8%
	−3.3%
	−4.6%
	−5.8%

	Overall (Test vs single layer)
	24.1%
	28.2%
	19.3%
	24.9%
	29.0%
	20.3%

	Overall (Ref vs single layer)
	27.5%
	33.7%
	26.9%
	29.2%
	35.2%
	27.8%

	EL only (Test vs Ref)
	−4.8%
	−6.2%
	−7.7%
	−6.0%
	−7.1%
	−8.2%

	Overall (Test EL+BL vs single EL+BL)
	−16.6%
	−13.4%
	−19.3%
	−16.4%
	−13.2%
	−19.0%

	Enc Time[%]
	70.7%
	70.3%

	Dec Time[%]
	105.4%
	102.9%


Use case 1, Test 2

The detailed experiment results are described in JCTVC-P0186. The cross-checking has been provided by Qualcomm (JCTVC-P0144).

Results of use case 1, tests 2.A (second column) and 2.B (first column).

	
	AI HEVC 2x 10-bit base
	AI HEVC 2x 8-bit base

	
	Y
	U
	V
	Y
	U
	V

	Class A+
	
	
	
	
	
	

	Overall (Test vs Ref)
	−2.9%
	−5.5%
	−5.0%
	−3.4%
	−5.8%
	−5.1%

	Overall (Test vs single layer)
	15.3%
	16.1%
	12.7%
	17.3%
	17.5%
	13.9%

	Overall (Ref vs single layer)
	18.5%
	22.8%
	18.1%
	21.2%
	24.7%
	19.4%

	EL only (Test vs Ref)
	−6.0%
	−8.5%
	−7.4%
	−6.9%
	−9.2%
	−7.9%

	Overall (Test EL+BL vs single EL+BL)
	−23.2%
	−22.9%
	−25.3%
	−22.0%
	−22.1%
	−24.8%

	Enc Time[%]
	99.9%
	79.2%

	Dec Time[%]
	100.7%
	101.1%


	
	RA HEVC 2x 10-bit base
	RA HEVC 2x 8-bit base

	
	Y
	U
	V
	Y
	U
	V

	Class A+
	
	
	
	
	
	

	Overall (Test vs Ref)
	−3.8%
	−5.1%
	−7.3%
	−4.0%
	−5.2%
	−6.9%

	Overall (Test vs single layer)
	22.6%
	27.1%
	17.4%
	24.0%
	28.4%
	18.9%

	Overall (Ref vs single layer)
	27.5%
	33.7%
	26.9%
	29.2%
	35.2%
	27.8%

	EL only (Test vs Ref)
	−6.9%
	−7.9%
	−10.0%
	−7.2%
	−8.1%
	−9.7%

	Overall (Test EL+BL vs single EL+BL)
	−17.7%
	−14.0%
	−20.7%
	−17.0%
	−13.5%
	−20.0%

	Enc Time[%]
	69.7%
	57.7%

	Dec Time[%]
	107.1%
	107.4%


Use case 2, Test 1

The detailed experiment results are described in JCTVC-P0128. The cross-checking has been provided by Qualcomm (JCTVC-P0143).

Results of use case 2, tests 1.A (second column) and 1.B (first column).

	
	AI HEVC 2x 10-bit base
	AI HEVC 2x 8-bit base

	
	Y
	U
	V
	Y
	U
	V

	Class A+
	
	
	
	
	
	

	Overall (Test vs Ref)
	−5.6%
	−7.8%
	−9.9%
	−5.9%
	−8.0%
	−10.0%

	Overall (Test vs single layer)
	11.9%
	13.1%
	6.7%
	14.0%
	14.7%
	7.8%

	Overall (Ref vs single layer)
	18.5%
	22.8%
	18.1%
	21.2%
	24.7%
	19.4%

	EL only (Test vs Ref)
	−11.5%
	−13.3%
	−15.4%
	−12.0%
	−13.7%
	−15.7%

	Overall (Test EL+BL vs single EL+BL)
	−26.3%
	−25.7%
	−30.4%
	−24.9%
	−24.7%
	−29.9%

	Enc Time[%]
	96.3%
	96.7%

	Dec Time[%]
	96.2%
	97.8%


	
	RA HEVC 2x 10-bit base
	RA HEVC 2x 8-bit base

	
	Y
	U
	V
	Y
	U
	V

	Class A+
	
	
	
	
	
	

	Overall (Test vs Ref)
	−5.1%
	−6.1%
	−9.7%
	−5.1%
	−6.1%
	−9.3%

	Overall (Test vs single layer)
	20.9%
	25.7%
	14.4%
	22.5%
	27.1%
	15.9%

	Overall (Ref vs single layer)
	27.5%
	33.7%
	26.9%
	29.2%
	35.2%
	27.9%

	EL only (Test vs Ref)
	−9.6%
	−10.2%
	−13.9%
	−9.7%
	−10.2%
	−13.5%

	Overall (Test EL+BL vs single EL+BL)
	−19.3%
	−15.5%
	−23.4%
	−18.4%
	−14.8%
	−22.6%

	Enc Time[%]
	67.4%
	67.0%

	Dec Time[%]
	104.7%
	107.7%


Use case 2, Test 2

The detailed experiment results are described in JCTVC-P0186. The cross-checking has been provided by Qualcomm (JCTVC-P0144) and Samsung (JCTVC-P0248).
Results of use case 2, tests 2.A (second column) and 2.B (first column).
	
	AI HEVC 2x 10-bit base
	AI HEVC 2x 8-bit base

	
	Y
	U
	V
	Y
	U
	V

	Class A+
	
	
	
	
	
	

	Overall (Test vs Ref)
	−7.8%
	−8.9%
	−11.6%
	−7.8%
	−8.9%
	−11.5%

	Overall (Test vs single layer)
	9.2%
	11.8%
	4.7%
	11.8%
	13.6%
	6.1%

	Overall (Ref vs single layer)
	18.5%
	22.8%
	18.1%
	21.2%
	24.7%
	19.4%

	EL only (Test vs Ref)
	−15.2%
	−15.9%
	−18.6%
	−15.2%
	−15.9%
	−18.4%

	Overall (Test EL+BL vs single EL+BL)
	−28.3%
	−26.5%
	−31.9%
	−26.6%
	−25.4%
	−31.1%

	Enc Time[%]
	90.9%
	93.0%

	Dec Time[%]
	98.3%
	98.6%


	
	RA HEVC 2x 10-bit base
	RA HEVC 2x 8-bit base

	
	Y
	U
	V
	Y
	U
	V

	Class A+
	
	
	
	
	
	

	Overall (Test vs Ref)
	−6.3%
	−6.5%
	−11.0%
	−6.2%
	−6.5%
	−10.6%

	Overall (Test vs single layer)
	19.3%
	25.1%
	12.7%
	21.2%
	26.6%
	14.3%

	Overall (Ref vs single layer)
	27.5%
	33.7%
	26.9%
	29.2%
	35.2%
	27.9%

	EL only (Test vs Ref)
	−11.7%
	−11.4%
	−16.0%
	−11.5%
	−11.4%
	−15.4%

	Overall (Test EL+BL vs single EL+BL)
	−20.5%
	−15.7%
	−24.6%
	−19.4%
	−15.0%
	−23.8%

	Enc Time[%]
	64.0%
	65.1%

	Dec Time[%]
	106.1%
	106.3%


Discussion:

· Was the WP using same approach of optimization in use case 1 and 2? No – optimized per picture, “as is” in reference software by LMS.

· If inter-layer texture prediction is used, WP is always used. Hypothetically, with two inter-layer references, it could be switched on or off.

· It was pointed out during the discussion that in use case 1 (offline coding) optimization could also be done using several pictures.

· It was also pointed out by one expert that the current software used in SCE1 crashes in LD configuration under Windows, but not Linux (needs further investigation).

· The LUT table methods use 9x9x9x3 table entries.

· The amount of side information is 6000 bits on average, but it is sequence dependent. If no oct-tree split occurs (as may be the case for less colorful sequences), the amount is much lower (it is mentioned that from the results of the last meeting, the number of bits varied between approx. 2000 and 9000).

· The LUT methods require 4 multiplications per sample per component, whereas WP requires 1 mult per sample per component. Furthermore, some more logic is required at the pixel level to determine the table entry to be used.

· However, LUT operations are applied before upsampling.

Overall Conclusion:

· Several experts expressed concerns that the additional complexity (table size, inter component dependency) is undesirable

· Continue CE: More thorough complexity analysis; analysis of the impact of encoder optimization; impact of table size; more test material (possibly)

(Was further discussed in context of non-CE; established BoG to discuss the items of the continuing CE, e.g. complexity analysis.)
4.1.2 SCE1 primary contributions (2)
14.1.97.1.1.1.1.1.119 JCTVC-P0128 SCE1: Results on Core Experiment on Colour Gamut and Bit-Depth Scalability, tests 1A & 1B [P. Bordes, P. Andrivon, E. Francois (Technicolor)]

This contribution reports a performance analysis of SCE1 on Colour Gamut and Bit-Depth Scalability, based on the use of 3D colour Look-Up Tables (CLUT) to perform inter-layer prediction. Results of tests 1.A and 1.B for use cases 1 and 2, described in SCE1 description (JCTVC-O1101) are provided.

Considering use case 1 (one single SPS, PPS inserted at the sequence start), it is reported that compared with the SCE1 anchor (SHM4.0 with Weighted-Prediction (WP) enabled on inter-layer prediction), the CLUT method achieves an average BD rate gain of {−2.2%, −5.1%, −4.1%} for Y, U, V in AI, and {−3.3%, −4.6%, −5.8%} for Y, U, V in RA using 8-bit base layer and 10-bit enhancement layer, and an average BD rate gain of  {−0.9%, −4.1%, −3.3%} for Y, U, V in AI, and {−2.6%, −4.2%, −5.8%} for Y, U, V in RA using 10-bit base layer and 10-bit enhancement layer.

Considering use case 2 (one SPS, PPS inserted at RAP periodicity of one second), it is reported that compared with the SCE1 anchor (SHM4.0 with Weighted-Prediction (WP) enabled on inter-layer prediction), the CLUT method achieves an average BD rate gain of {−5.9%, −8.0%, −10.0%} for Y, U, V in AI, and {−5.1%, −6.1%, −9.3%} for Y, U, V in RA using 8-bit base layer and 10-bit enhancement layer, and an average BD rate gain of {−5.6%, −7.8%, −9.9%} for Y, U, V in AI, and {−5.1%, −6.1%, −9.7%} for Y, U, V in RA using 10-bit base layer and 10-bit enhancement layer.

It was reported the complexity of the proposed method, compared to the anchors, is slightly lower.

Complexity analysis is presented, assuming that LUT and upsampling are applied on the fly such that no additional memory is required. It is also reported that the number of multiplications and additions is reduced compared to WP anchors. However, some doubt is raised that more systematic analysis would be required, in particular considering the irregularity of LUT operations. Furthermore, due to the need to access all three colour components, it is likely more complex in terms of memory access than WP.

Further, the assessment that worst case complexity is equivalent to WP is not fully correct, as WP could be used in the enhancement layer anyway (unless explicitly disabled in a scalable profile), and the LUT operations are additionally necessary in the inter-layer processing stage.
14.1.97.1.1.1.1.1.120 JCTVC-P0186 SCE1: Combined bit-depth and colour gamut conversion with 3D LUT for SHVC colour gamut scalability [Y. He, Y. Ye, J. Dong (InterDigital)]

This proposal tested the combined bit-depth and colour gamut conversion method with online 3D LUT derivation for SHVC colour gamut scalability (CGS) proposed in JCTVC-O0161 with SCE1 test conditions. Two usecases with two tests are considered. For usecase 1 test, compared to SCE1 anchors, the proposed scheme reportedly achieves average {Y, U, V} BD rate gain of {−3.1%, −5.6%, −5.0%} and {−3.9%, −5.1%, −7.1%} for AI and RA-2x, respectively. For usecase 2 test, the proposed scheme reportedly achieves average {Y, U, V} BD rate gain of {−7.8%, −8.9%, −11.5%}, and {−6.2%, −6.5%, −10.8%} for AI and RA-2x, respectively.

Differences between P0128 and P0186 (P0186 performs better in both use cases):

· Main reason for performance difference is the parameter estimation, which is more complex in P0186.

Two normative differences:
· P0186 does 8-to-10 bit conversion before upsampling

· P0186 uses additional filtering for alignment of luma with chroma samples

P0186 achieves better performance by higher complexity (both encoder and decoder)

4.1.3 SCE1 cross checks (4)
14.1.97.1.1.1.1.1.121 JCTVC-P0143 SCE1: Crosscheck report of SCE1.1 on Colour Gamut and Bit-Depth Scalability (JCTVC-P0128) [X. Li (Qualcomm)] [late]

14.1.97.1.1.1.1.1.122 JCTVC-P0144 SCE1: Crosscheck report of SCE1.2 [X. Li (Qualcomm)] [late]

14.1.97.1.1.1.1.1.123 JCTVC-P0234 SCE1: Crosscheck Result of Use Case 1: Test 1.A & Test 1.B [K Sato (Sony)] [late]

14.1.97.1.1.1.1.1.124 JCTVC-P0248 SCE1: Crosscheck report of SCE1 test 2 (JCTVC-P0186) [A. Alshin, E. Alshina (Samsung)] [late]

5 Core experiments in Range Extensions (45)

5.1 RCE1: High bit rate coding at high bit depths (11)

See BoG report P0288 and related notes.
5.1.1 RCE1 summary and general discussion

14.1.97.1.1.1.1.1.125 JCTVC-P0032 RCE1: Summary report on HEVC Range Extensions Core Experiment 1 (RCE1) on high bit rate coding at high bit depths [R. Joshi, K. Sharman (CE coordinators)]

5.1.2 RCE1 primary contributions (7)
14.1.97.1.1.1.1.1.126 JCTVC-P0060 RCE1: Results for tests B1, B2 and B3a [K. Sharman, N. Saunders, J. Gamei (Sony)]

14.1.97.1.1.1.1.1.127 JCTVC-P0073 RCE1: Results for subtest A [R. Joshi, J. Sole, M. Karczewicz (Qualcomm)]

14.1.97.1.1.1.1.1.128 JCTVC-P0074 RCE1: Results for subtests B5, B6, B7 [R. Joshi, J. Sole, M. Karczewicz (Qualcomm)]

5.1.3 RCE1 cross checks (6)
14.1.97.1.1.1.1.1.129 JCTVC-P0077 RCE1: A crosscheck report on subtest B.1 [R. Joshi (Qualcomm)] [late]

14.1.97.1.1.1.1.1.130 JCTVC-P0194 RCE1: Cross-verification of subtest A.2 [S. Lee, C. Kim (Samsung)] [late]

14.1.97.1.1.1.1.1.131 JCTVC-P0195 RCE1: Cross-verification of subtest B.6 [S. Lee, C. Kim (Samsung)] [late]

14.1.97.1.1.1.1.1.132 JCTVC-P0220 Cross-check report of 'RCE1: Results for subtest A' test A4 (JCTVC-P0073) by Qualcomm [C. Rosewarne, M. Maeda (Canon)] [late]

14.1.97.1.1.1.1.1.133 JCTVC-P0221 Cross-check report of 'RCE1: Results for subtests B5, B6, B7' test B5 (JCTVC-P0074) by Qualcomm [C. Rosewarne, M. Maeda (Canon)] [late]

14.1.97.1.1.1.1.1.134 JCTVC-P0245 RCE1: Cross-verification of subtest B.7 [S.-H. Kim, A. Segall (Sharp)] [late]

14.1.97.1.1.1.1.1.135 JCTVC-P0247 RCE1: Cross-check of P0073 RCE1 Subtest A.1 [J. Ye, S. Liu (MediaTek)] [late]

5.2 RCE2: Rice parameter initialization (6)

See BoG report P0288 and related notes.
5.2.1 RCE2 summary and general discussion

14.1.97.1.1.1.1.1.136 JCTVC-P0033 RCE2: Summary report on HEVC Range Extensions Core Experiment 2 (RCE2) on Rice parameter initialization [C. Rosewarne, M. Karczewicz, K. Sharman, S.-H. Kim]

5.2.2 RCE2 primary contributions (2)
14.1.97.1.1.1.1.1.137 JCTVC-P0168 RCE2: Test A2. Rice parameter initialization based on quantization parameter and bit-depth [S.-H. Kim, K. Misra, A. Segall (Sharp)]

14.1.97.1.1.1.1.1.138 JCTVC-P0199 RCE2: Results of Test 1 on Rice Parameter Initialization [M. Karczewicz, L. Guo, J. Sole (Qualcomm), K. Sharman, N. Saunders, J. Gamei (Sony)]

5.2.3 RCE2 cross checks (3)
14.1.97.1.1.1.1.1.139 JCTVC-P0210 RCE2: Cross-check of test A2 (JCTVC-P0168) [L. Guo (Qualcomm)]

14.1.97.1.1.1.1.1.140 JCTVC-P0219 Cross-check report of ' RCE2: Results of Test 1 on Rice Parameter Initialization' (JCTVC-P0199) by Qualcomm and Sony [C. Rosewarne, M. Maeda (Canon)] [late]

14.1.97.1.1.1.1.1.141 JCTVC-P0236 RCE2: Verification for Test 1 on Rice Parameter Initialization [E. Alshina (Samsung)] [late]

5.3 RCE3: Intra block copy refinement (21)

See BoG report P0288 and related notes.
5.3.1 RCE3 summary and general discussion

14.1.97.1.1.1.1.1.142 JCTVC-P0034 RCE3: Summary report on HEVC Range Extensions Core Experiment 3 (RCE3) on Intra block copy refinement [J. Sole, E. Alshina, D.-K. Kwon, W.-H. Peng]

5.3.2 RCE3 primary contributions (10)
14.1.97.1.1.1.1.1.143 JCTVC-P0053 RCE3: Subtest C.4 - Padding-based generation of unavailable samples in intra block copy [S. Lee, E. Alshina, C. Kim (Samsung)]

14.1.97.1.1.1.1.1.144 JCTVC-P0055 RCE3: Subtest B.4 - Sample masking for intra block copy [J. Lainema, K. Ugur (Nokia)]

14.1.97.1.1.1.1.1.145 JCTVC-P0145 RCE3: Subtest B.3 - Intra block copy with NxN PU [C. Pang, J. Sole, L. Guo, M. Karczewicz (Qualcomm)]

14.1.97.1.1.1.1.1.146 JCTVC-P0146 RCE3: Subtest C.2 - Intra block copy with CU-based padding [C. Pang, J. Sole, L. Guo, M. Karczewicz (Qualcomm)]

14.1.97.1.1.1.1.1.147 JCTVC-P0147 RCE3: Subtest C.3 - Intra block copy with CTU-based padding [C. Pang, J. Sole, L. Guo, M. Karczewicz (Qualcomm)]

14.1.97.1.1.1.1.1.148 JCTVC-P0176 RCE3: Results of Subtest B.1 on Nx2N/2NxN Intra Block Copy [T.-S. Chang, R.-L. Liao, C.-C. Chen, W.-H. Peng, H.-M. Hang (NCTU), C.-L. Lin, F.-D. Jou (ITRI)]

14.1.97.1.1.1.1.1.149 JCTVC-P0180 RCE3: Results of Subtest D.2 on Nx2N/2NxN/NxN Intra Block Copy [T.-S. Chang, R.-L. Liao, C.-C. Chen, W.-H. Peng, H.-M. Hang (NCTU), C.-L. Lin, F.-D. Jou (ITRI)]

14.1.97.1.1.1.1.1.150 JCTVC-P0189 RCE3: Results of Subtest D.1 on Combining Nx2N/2NxN Intra Block Copy with TU process [C.-C. Chen, R.-L. Liao, T.-S. Chang, W.-H. Peng, H.-M. Hang, C.-L. Lin, F.-D. Jou (NCTU/ITRI)] [late]

14.1.97.1.1.1.1.1.151 JCTVC-P0211 RCE3: intra block copy search range (tests A) [E. Alshina, A. Alshin (Samsung), C. Pang, J. Sole, M. Karczewicz (Qualcomm)]

14.1.97.1.1.1.1.1.152 JCTVC-P0212 RCE3: preset of un-available for intra block copy samples [E. Alshina, A. Alshin (Samsung)]

5.3.3 RCE3 cross checks (10)
14.1.97.1.1.1.1.1.153 JCTVC-P0088 RCE3: Cross-check on Subtest C.4 - Padding horizontally or vertically [A. Minezawa, K. Miyazawa, S. Sekiguchi (Mitsubishi)]

14.1.97.1.1.1.1.1.154 JCTVC-P0105 RCE3: Cross-verification of subtest C.2 [S. Lee, C. Kim (Samsung)] [late]

14.1.97.1.1.1.1.1.155 JCTVC-P0148 RCE3: Crosscheck report of RCE3 Subtest C.1 [C. Pang (Qualcomm)] [late]

14.1.97.1.1.1.1.1.156 JCTVC-P0185 RCE3: Crosscheck report of B.4 on sample masking [J. Xu (Sony)] [late]

14.1.97.1.1.1.1.1.157 JCTVC-P0188 RCE3: Cross-check report of Subtest B.3 - Intra Block Copy with NxN PU (JCTVC-P0145) [R.-L. Liao, T.-S. Chang, C.-C. Chen, W.-H. Peng, H.-M. Hang (NCTU), C.-L. Lin, F.-D. Jou (ITRI)]

14.1.97.1.1.1.1.1.158 JCTVC-P0191 RCE3: Cross-check report of Subtest B.1 on Nx2N/2NxN Intra Block Copy (JCTVC-P0176) [X. Xu, S. Liu (MediaTek)] [late]

14.1.97.1.1.1.1.1.159 JCTVC-P0193 RCE3: Cross-check report of Subtest D.2 on Nx2N/2NxN/NxN Intra Block Copy [X. Xu, S. Liu (MediaTek)] [late]

14.1.97.1.1.1.1.1.160 JCTVC-P0196 RCE3: Cross-verification of subtest D.1 [S. Lee, C. Kim (Samsung)] [late]

14.1.97.1.1.1.1.1.161 JCTVC-P0232 Cross-check report of 'RCE3: Subtest C.3 - Intra block copy with CTU-based padding (JCTVC-P0147) by Qualcomm [C. Rosewarne, M. Maeda (Canon)] [late]

14.1.97.1.1.1.1.1.162 JCTVC-P0233 Cross-check report of 'RCE3: intra block copy search range (tests A)' test A5 (JCTVC-P0211) by Qualcomm and Samsung [C. Rosewarne, M. Maeda (Canon)] [late]

JCTVC-P0310 Crosscheck of JCTVC-P0145 on NxN Intra Block Copy without TU process [J. Xu (Sony)] [late]

5.4 RCE4: Palette coding (6)

5.4.1 RCE4 summary and general discussion

14.1.97.1.1.1.1.1.163 JCTVC-P0035 RCE4: Summary report of HEVC Range Extensions Core Experiments 4 (RCE4) on palette coding for screen content [X. Guo, A. Saxena (CE coordinators)]
Discussed 01-10 p.m. (JRO).

It was pointed out that P0198 is different from the original method proposed in O0218. Formally, P0198 is a new contribution that was not originally planned to be investigated in the CE. P0108 is one of the three methods that were originally proposed in O0182.

“Test1” = P0108

In this method, the most significant N peak values in the histogram are selected as major colors. The pixel values that are close to a major colour will be quantized to the major colour. Other pixels which do not belong to any major colour sets are escape pixels, which would also be quantized before coding. For lossless coding, no quantization is used.

By using classification, pixels of a CU can be converted into colour indices. After that, the major colour number and values are coded. Then, the colour indices are coded as follows.

1. For each pixel line, a flag is signalled to indicate the coding mode. There are three modes: horizontal mode, vertical mode and normal mode.
a. If the mode is horizontal mode, the whole line shares the same colour index. In this case, the colour index is transmitted.

b. If the mode is vertical mode, the whole line is the same with the above line. In this case, nothing is transmitted. The current line copies the colour indices of the above line.

c. If the mode is normal mode, a flag is signalled for each pixel position to indicate whether it is the same with one of the left and above pixels. If not, the index itself is transmitted.

2. If the pixel is an "escape" pixel, the pixel value is transmitted.

“Test 2” = P0198

The palette CU mode encoding process is as follows:

1. Transmission of the palette: An entry-wise prediction scheme is used to encode the current palette based on the palette of the left CU. After that, no predicted entries are transmitted. 

2. Transmission of pixel values: the pixels in the CU are encoded in a raster scan order using 3 modes.

2.1 “Run mode”: A palette index is first signalled followed by “palette_run” (M). The following M palette indexes are the same as the signalled. 

2.2 “Copy above mode”: A value “copy_run” (N) is transmitted to indicate that for the following N palette indexes are the same as their above neighbors, respectively.
2.3 “Pixel mode”: A prediction flag is first transmitted. The flag is 1 indicates prediction residual using reconstructed top neighboring pixel as predictor is transmitted. If this flag is 0, the pixel value is transmitted without prediction.

Summary of results:

The tested methods were implemented on top of HM-12.1+RExt-5.1. The test conditions defined in JCTVC-O1124 [3] are used. Both lossy and lossless results are summarized as follows. The full results can be found in the attached Excel files of the contributions.
Lossy coding results

	
	 
	AI-MT
	AI-HT
	AI-SHT
	RA-MT
	RA-HT
	LB-MT
	LB-HT

	Test 1
	Class F
	−2.9%
	−3.0%
	−3.0%
	−2.1%
	−2.0%
	−1.2%
	−1.3%

	
	Class B
	0.0%
	0.0%
	0.0%
	0.1%
	0.1%
	0.1%
	0.1%

	
	SC RGB 444
	−8.3%
	−10.4%
	−12.2%
	−7.6%
	−9.1%
	−6.4%
	−7.8%

	
	Animation RGB 444
	0.0%
	0.0%
	0.0%
	0.1%
	0.0%
	0.1%
	0.0%

	
	SC YUV 444
	−7.1%
	−9.4%
	−11.2%
	−6.2%
	−8.2%
	−4.6%
	−6.2%

	
	Animation YUV 444
	0.0%
	0.0%
	0.0%
	0.1%
	0.1%
	0.2%
	0.1%

	
	RangeExt
	0.0%
	0.0%
	0.0%
	0.1%
	0.1%
	0.1%
	0.1%

	
	SC(444) GBR Optional
	−28.1%
	−31.6%
	−37.0%
	−24.0%
	−27.5%
	−20.2%
	−24.9%

	
	SC(444) YUV Optional
	−16.4%
	−22.4%
	−29.7%
	−14.8%
	−19.6%
	−13.9%
	−17.5%

	
	Enc. Time[%]
	102%
	102%
	102%
	102%
	102%
	102%
	101%

	
	Dec. Time[%]
	102%
	101%
	101%
	110%
	109%
	112%
	112%


	
	 
	AI-MT
	AI-HT
	AI-SHT
	RA-MT
	RA-HT
	LB-MT
	LB-HT

	Test 2
	Class F
	−0.6%
	−1.1%
	−1.4%
	−0.3%
	−0.5%
	0.0%
	−0.2%

	
	Class B
	0.1%
	0.0%
	0.0%
	0.2%
	0.1%
	0.1%
	0.1%

	
	SC RGB 444
	−10.0%
	−13.0%
	−16.3%
	−9.3%
	−11.4%
	−4.2%
	−5.4%

	
	Animation RGB 444
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	
	SC YUV 444
	−7.0%
	−11.1%
	−14.7%
	−6.8%
	−10.3%
	−2.9%
	−4.4%

	
	Animation YUV 444
	0.0%
	0.0%
	0.0%
	0.1%
	0.1%
	0.1%
	0.0%

	
	RangeExt
	0.0%
	0.0%
	0.0%
	0.1%
	0.0%
	0.2%
	0.1%

	
	SC(444) GBR Optional
	−26.8%
	−30.5%
	−37.1%
	−21.8%
	−24.9%
	−11.1%
	−15.0%

	
	SC(444) YUV Optional
	−22.0%
	−29.4%
	−37.2%
	−19.3%
	−24.3%
	−10.2%
	−14.0%

	
	Enc. Time[%]
	 118%
	116%
	115%
	107%
	106%
	106%
	105%

	
	Dec. Time[%]
	99%
	98%
	96%
	100%%
	99%
	101%
	100%


Lossless coding results

	
	
	 
	AI
	 
	 
	RA
	 
	 
	LB
	 

	
	Bit-rate saving
	Average
	Min
	Max
	Average
	Min
	Max
	Average
	Min
	Max

	Test 1
	Class F
	−0.6%
	−1.5%
	0.0%
	−0.2%
	−0.4%
	0.0%
	0.0%
	−0.1%
	0.0%

	
	Class B
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	
	SC RGB 444
	−12.6%
	−36.8%
	−0.1%
	−10.4%
	−36.6%
	0.2%
	−9.7%
	−34.6%
	−0.1%

	
	Animation RGB 444
	−0.2%
	−0.5%
	0.0%
	−0.2%
	−0.5%
	0.0%
	−0.2%
	−0.5%
	0.0%

	
	SC YUV 444
	−8.6%
	−26.9%
	−0.3%
	−7.2%
	−26.6%
	−0.1%
	−6.0%
	−23.6%
	−0.1%

	
	Animation YUV 444
	−0.4%
	−1.2%
	0.0%
	−0.4%
	−1.2%
	0.0%
	−0.4%
	−1.2%
	0.0%

	
	RangeExt
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	
	SC(444) GBR Optional
	−34.5%
	−48.0%
	−14.4%
	−31.8%
	−45.7%
	−9.6%
	−27.0%
	−41.6%
	−9.3%

	
	SC(444) YUV Optional
	−27.1%
	−40.3%
	−12.2%
	−24.9%
	−39.5%
	−6.3%
	−22.4%
	−37.4%
	−5.7%

	
	Enc. Time[%]
	
	103%
	
	
	102%
	
	
	102%
	

	
	Dec. Time[%]
	
	94%
	
	
	104%
	
	
	107%
	


	
	
	 
	AI
	 
	 
	RA
	 
	 
	LB
	 

	
	Bit-rate saving
	Average
	Min
	Max
	Average
	Min
	Max
	Average
	Min
	Max

	Test 2
	Class F
	−0.4%
	−1.2%
	0.0%
	0.0%
	−0.1%
	0.3%
	0.0%
	0.0%
	0.1%

	
	Class B
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	
	SC RGB 444
	−17.8%
	−42.5%
	−0.3%
	−12.0%
	−41.8%
	−0.2%
	−8.2%
	−35.0%
	−0.1%

	
	Animation RGB 444
	0.0%
	−0.1%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	
	SC YUV 444
	−17.4%
	−40.5%
	−0.3%
	−12.4%
	−39.8%
	−0.1%
	−8.4%
	−33.4%
	0.0%

	
	Animation YUV 444
	−0.8%
	−2.5%
	0.0%
	−0.1%
	−0.2%
	0.0%
	0.0%
	−0.2%
	0.0%

	
	RangeExt
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%
	0.0%

	
	SC(444) GBR Optional
	−38.9%
	−48.5%
	−27.1%
	−27.8%
	−39.0%
	−7.0%
	−17.3%
	−23.8%
	−6.2%

	
	SC(444) YUV Optional
	−37.5%
	−48.6%
	−15.9%
	−29.8%
	−46.5%
	−0.8%
	−22.4%
	−33.6%
	−0.1%

	
	Enc. Time[%]
	
	123%
	
	
	108%
	
	
	105%
	

	
	Dec. Time[%]
	
	100%
	
	
	101%
	
	
	102%
	


For P0108, some reservation was expressed on the grounds that the method is not fully understood w.r.t. the quantization table in the escape mode. Some other issues on both P0108 and P0198 are recorded in the notes of related proposals in non-RCE4 section.
5.4.2 RCE4 primary contributions (7)
14.1.97.1.1.1.1.1.164 JCTVC-P0108 RCE4: Test 1 Major-colour-based screen content coding [X. Guo, Y. Lu, S. Li (Microsoft)]

14.1.97.1.1.1.1.1.165 JCTVC-P0198 RCE4: Results of Test 2 on Palette Mode for Screen Content Coding [L. Guo, W. Pu, M. Karczewicz, J. Sole, R. Joshi, F. Zou (Qualcomm)]

5.4.3 RCE4 cross checks (4)
14.1.97.1.1.1.1.1.166 JCTVC-P0104 RCE4: Cross-check on Test 2 - Palette Mode Coding [C. Park, C. Kim (Samsung)] [late]

14.1.97.1.1.1.1.1.167 JCTVC-P0225 Crosscheck of RCE4: Results of Test 2 on Palette Mode for Screen Content Coding [Z. Ma, H. Yu (Huawei)] [late]
14.1.97.1.1.1.1.1.168 JCTVC-P0226 Crosscheck of RCE4 test 1 [Z. Ma, H. Yu (Huawei)] [late]
14.1.97.1.1.1.1.1.169 JCTVC-P0271 RCE4: Cross-check on Test 1 - Major-colour-based screen content coding [W. Pu, J. Sole (Qualcomm)] [late]

6 Non-CE Technical Contributions (164)

6.1 Range extensions (87)

6.1.1 General (1)
14.1.97.1.1.1.1.1.170 JCTVC-P0288 BoG report on Range Extensions [C. Rosewarne, K. Sharman]
Discussed in JCT-VC plenary Sunday 01-12 a.m. (JRO & GJS).

Further discussed in JCT-VC Wed 01-15 (GJS).

A break out group was held between Thursday the 9th and Monday the 13th of January 2014 to review input documents relating to the Range Extensions. Specifically, topics on RCE1 on entropy coder throughput, RCE2 on Rice parameter initialization and RCE3 on intra block refinement and other technical contributions were discussed. 

In addition, contributions indicated that RExt is giving significant compression benefits over AVC High 4:4:4, with up to 8:1 compression improvement reported for screen content (see P0200 and P0213), and around 30% for AI, and 40% to 50% for inter (based on PSNR).
This report conveys a number of recommendations from the BoG. These recommendations are summarized in section 1. Throughout the report, the expression "Recommendation:" was used to express the consensus in the group when a positive action was recommended by the AHG.

(Note: RCE4 was not addressed in the BoG.)
First pass on contributions had been completed.

The current status was reported by the BoG and discussed by JCT-VC:

RCE1:

· (updated 01-15 and 01-16) If there is a 16-bit profile with a "super tier", using "Option B3a" (setting CABAC to raw bin coding if any coeff_abs_level_remaining codeword is present). An SPS level flag would indicate this usage, and would be required to be 1 in such "super tier" bitstreams – and this requires consideration of whether "super tier" decoders would also be required to decode lower-tier bitstreams. It was remarked that the lower-tier decoding capability requirement might not provide the decoder with the intended complexity reduction, and that this might mean that some profile might be needed that would not be required to decode bitstreams that don't use this feature (e.g., an all-intra profile that has a non-onion-shell relationship with other all-intra profiles). Decision: Agreed (after parent-level review regarding profiling about the need for such a profile, which left the question open regarding whether the decoder would be required to decode lower-level bitstreams). Add control flag and low-level specification, prohibit usage in non-16 bit profiles, identify as TBD in 16 bit profiles, identify 16 bit 4:4:4 as TBD.
RCE2:

· (updated 01-15 and 01-16) Rice parameter initialization – high bit-depth lossless coding had not originally been considered (there was interaction of tested approaches with new AHG18 lossless test results). After consideration of this issue, it was suggested to focus on the A1 scheme of P0199 with unlimited Rice parameter. Decision: Adopted as described.
RCE3:

· Padding approaches for intra block copy are not necessary.

· Initialization of the intra block copy vector predictor is left unchanged. In follow-up discussion about initialization in the JCT-VC plenary Sunday a.m., a contributing participant requested re-consideration of the initialization issue (which currently initializes to zero, which cannot be a valid displacement). As a result of this follow-up discussion, an initialization discussed in JCTVC-P0111 (initialization to displacement (−W,0)) was adopted. Decision: Initialize to (−W, 0).

(Test results for this initialization value are provided in P0217-v2.)
· The allowed range of vectors for intra block copy was not recommended to be decreased.

· Clarification was requested regarding all discrepancies between the intra block copy software and the text. In the JCT-VC review, this was agreed as follows:

· The intended behaviour of the BV range for different CTU sizes (i.e., always 64 wide versus the current CTB width). Decision: Always 64 wide for luma.
· Reconstruction process (TU or CU based). The current text already has a restriction that would allow the decoder to use CU-based prediction.
· (updated 01-15) Adoption of either of: “NxN only” or “NxN/2NxN/Nx2N” partitioning for intra block copy (with PU-level overlap prohibited). Text for “NxN/2NxN/Nx2N” was provided in an update to P0180. Between these two, the “NxN/2NxN/Nx2N” variation was preferred in plenary discussion. No concerns were raised regarding adoption of this.

JCT-VC discussion chaired by C. Rosewarne: Decision: Adopted.

· The earlier discussion was opened for further comments and no new concerns were raised.
· (updated 01-15) To establish an RCE if NxN intra block is adopted (i.e. either of the above options) to examine block vector coding and binarization, to include P0149. To be further discussed to decide whether to define an RCE.

Non-CE:

· The BoG requested review of the remaining two contributions under “Source video test material”.

· The BoG recommended to discuss establishing a CE to study worst case code lengths for coeff_abs_level_remaining for high bit-depths and complexity aspects. [P0061]

· Decision: Adopt P0066 on bit depth correction for CCP.

· The BoG recommended plenary-level discussion for SEI for FPA. See section 7.1.

· Add lossless testing to the AHG18 test conditions and/or establish a CE relating to this.

· (updated 01-16) Decision: Adopt change to SAO for high bit depths (P0222) to send shift values for luma and chroma for the offset value in PPS (no change to classification, with shift value in the range of 0 to Max{BitDepth – 10, 0}).

· To discuss establishing a CE/AHG for motion vector precision

· To discuss establishing a CE/AHG to examine encoder configuration for CCP, regarding two methods (predict Cr from Cb, and use of a programmable LUT)

· Decision: Adopt an additional context for CCP alpha signalling [P0154].

· Further study is recommended on encoder RQT searching following previous changes for CCP.

· See other notes regarding P0044.

· (updated 01-16) The group considered moving the rotation and single context enable from the SPS to the PPS conditional on trans-quant bypass or transform skip being enabled [P0166], but thought that having these aspects switching on a picture-by-picture basis did not seem reasonable, so no action was taken on this.

Further discussion in closing plenary (JRO):

· Integer MVs for inter prediction gives benefit for screen that was likely rendered with integer precision. Requires changing the interpretation of decoded motion vector (conditional shift), and conditional rounding of predictor. No change of parsing. This appears as a slight increase of worst case complexity, whereas for content types where it is used the average complexity would decrease. Agreed to start a CE. Part of the reported gain could likely be achieved by encoder decision, this should also be investigated in the CE.

· TU or PU overlap IBC - More study is required on the complexity impact. No CE.
14.1.97.1.1.1.1.1.171 JCTVC-P0166 Some Syntax Modifications for HEVC Range Extension [Y. Yu, L. Wang Arris)]

See BoG report P0288 and related notes.
6.1.2 RCE1 related (high bit rate coding and high bit depth) (2)

14.1.97.1.1.1.1.1.172 JCTVC-P0075 non-[RCE1, RCE2]: Combination of RCE1 subtests B5 and B6 with RCE2 subtest A1 [R. Joshi, L. Guo, J. Sole, M. Karczewicz (Qualcomm)]

Presentation not requested.
14.1.97.1.1.1.1.1.173 JCTVC-P0289 Non-RCE1: Combination of subtests A1 and B3.a of RCE1 [R. Joshi, J. Sole, M. Karczewicz (Qualcomm)] [late]

Presentation not requested.
6.1.3 Implementation aspects of high bit rate and high bit depth (6)
14.1.97.1.1.1.1.1.174 JCTVC-P0044 On MinCR [T. Suzuki (Sony)]

See BoG report P0288 and related notes. Discussed further in plenary 01-16 (GJS).

The constraint on MinCR is specified to limit the worst case of CABAC decoding process. In the current level/tier definition, the value of MinCR is the same for both Main Tier and High Tier. The current MinCR was defined mainly for Main Tier and larger value is used for higher level. For example, MinCR is equal to 8 for level 5.1 (4K@60p). However this value is reportedly too large for high-end professional equipment, and it was suggested to define this as 4. In addition, the implicit minimum sequence compression ratio defined by the maximum bit rate and maximum luma sample rate is asserted to be overly restrictive when using all-intra coding or higher bit depths and chroma formats, to the point where MinCr becomes superfluous. This contribution proposes to reduce the value of MinCR and introduce a new tier to allow increased bit rates for high end professional applications.
Regarding version 1, it was remarked that making such a change to the Main and Main 10 profiles would be a serious matter.

For RExt, it was noted that bit rate is not specified to change with bit depth, but is affected by chroma format.

It was commented that the lack of effect on CPB size in the RExt draft could be justifiable in terms of expecting shorter-GOP and more constant bit rate per picture for the newer profiles.

P0086 is related to this discussion.

Suggestions:

· P0044 (v6, option 2) has a suggestion with

· three tiers of 4:4:4 16 b profiles (all-intra 16 b as output of this meeting)

· scale bit rates proportional to bit depth for new profiles

· Scale CPB size with bit depth (as well as chroma format)

Decision: Agreed as above (with syntax flag constraining downwards).
14.1.97.1.1.1.1.1.175 JCTVC-P0061 AHG18: Worst-case Escape Code Length Mitigation [K. Sharman, N. Saunders, J. Gamei (Sony)]

See BoG report P0288 and related notes.
14.1.97.1.1.1.1.1.176 JCTVC-P0296 Cross-check report of 'AHG18: Worst-case Escape Code Length Mitigation' (JCTVC-P0061) by Sony [C. Rosewarne, M. Maeda (Canon)] [late]
14.1.97.1.1.1.1.1.177 JCTVC-P0066 AHG5: Luma-chroma prediction for different bitdepth [O. Nakagami, T. Suzuki (Sony)]

Relates to cross-component prediction. See BoG report P0288 and related notes.
14.1.97.1.1.1.1.1.178 JCTVC-P0100 AHG5: cross-check results of luma-chroma prediction for different bitdepth (JCTVC-P0066) [K. Kawamura, S. Naito (KDDI)] [late]

14.1.97.1.1.1.1.1.179 JCTVC-P0173 AHG 5 and 18: Coding of high bit-depth source with lower bit-depth encoders and a continuity mapping [C. Auyeung, J. Xu (Sony)]

Related to P0162. Was first discussed in RExt BoG P0288, then in HLS BoG., then discussed in plenary 01-16 (GJS).

This contribution proposes a method to encode high bit-depth video by lower bit-depth encoders and a continuity transform. In this contribution, the high bit-depth source is divided into an MSB part and an LSB part. The MSB part is losslessly coded as a primary picture, and the LSB part is transformed by a continuity mapping and then encoded as an auxiliary picture. SEI message is proposed to combine the MSB and the LSB parts, based on the SEI message from JCTVC-O0090. The BDR spreadsheet from the common test conditions, JCTC-L11100, reported that the continuity mapping improved the coding efficiency of the 4 LSB bits of the 10 bit BT.709 test sequences from SCE1 with luma BDR equals to−52.9%, −94.7%, and −93.1% for all intra main, random access main, and low delay B main respectively.
A question asked was what is the relative coding efficiency of this relative to a full-bit-depth encoder (for lossy coding).

Coding results were provided to show that the continuity mapping was beneficial.

It was suggested to consider usage with as many bits as possible placed in the LSBs to test lossy coding efficiency.

Using overlapping ranges and coding the LSBs as a difference from a prediction was suggested as an alternative.

SEI message usage was proposed.

P0162 and O0090 were related. These contributions are interesting for purposes of analysis of coding effectiveness.

This was agreed not to be an action item for RExt.

No action was taken on this.

14.1.97.1.1.1.1.1.180 JCTVC-P0287 AhG 5 and 18: Cross-check of coding of high bit-depth source with lower bit-depth encoders and a continuity mapping in JCTVC-P0173 [W.-S. Kim, W. Pu (Qualcomm)] [late]

14.1.97.1.1.1.1.1.181 JCTVC-P0222 AhG 18: On SAO performance at high bit-depth and high bit-rates [E. Alshina, A. Tourapis, W.-S. Kim, Y.-W.Huang] [late]
See BoG report P0288 and related notes.
6.1.4 RCE2 related (Rice parameter initialization) (0)

No contributions noted on this topic.
6.1.5 RCE3 related (intra block copy refinement) (26)

14.1.97.1.1.1.1.1.182 JCTVC-P0087 Non-RCE3: On padding/unavailable samples pre-set for intra block copy [A. Minezawa, K. Miyazawa, S. Sekiguchi, T. Murakami (Mitsubishi)]

See BoG report P0288 and related notes.
14.1.97.1.1.1.1.1.183 JCTVC-P0089 Non-RCE3: On unavailable sample preset for intra block copy [C. Park, S. Lee, C. Kim (Samsung)]

See BoG report P0288 and related notes.
14.1.97.1.1.1.1.1.184 JCTVC-P0284 Non-RCE3: Cross-check of JCTVC-P0089 "On unavailable sample preset for intra block copy" [A. Minezawa, K. Miyazawa, S. Sekiguchi (Mitsubishi)] [late]

14.1.97.1.1.1.1.1.185 JCTVC-P0102 Non-RCE3: On displacement vector coding for intra block copy [C. Park, S. Lee, C. Kim (Samsung)]

See BoG report P0288 and related notes.

14.1.97.1.1.1.1.1.186 JCTVC-P0178 Non-RCE3: Bv coding with default predictor [J. Xu, A. Tabatabai, O. Nakagami (Sony)]

See BoG report P0288 and related notes. Same as P0102-Method1. Also tested other CTU sizes, showing increased gains as CTU size is decreased.
14.1.97.1.1.1.1.1.187 JCTVC-P0273 Crosscheck report of JCTVC-P0178 on Bv coding with default predictor [C. Pang (Qualcomm)] [late]

14.1.97.1.1.1.1.1.188 JCTVC-P0111 Non-RCE3: Motion predictor initialization for Intra Block Copy [G. Laroche, P. Onno, C. Gisquet, T. Poirier (Canon)]

See BoG report P0288 and related notes.
14.1.97.1.1.1.1.1.189 JCTVC-P0150 Non-RCE3: Block vector predictor initialization for intra block copy [C. Pang, J. Sole, R. Joshi, M. Karczewicz (Qualcomm)]

See BoG report P0288 and related notes. Same as P0111.
14.1.97.1.1.1.1.1.190 JCTVC-P0149 Non-RCE3: Block vector signalling for intra block copy [C. Pang, J. Sole, R. Joshi, M. Karczewicz (Qualcomm)]

See BoG report P0288 and related notes.
14.1.97.1.1.1.1.1.191 JCTVC-P0250 Crosscheck of JCTVC-P0149 [J. Xu (Sony)] [late]

14.1.97.1.1.1.1.1.192 JCTVC-P0217 Initialization of block vector predictor for intra block copy [L. Zhu, J. Xu, G. J. Sullivan, S. Sankuratri, B. A. Kumar, F. Wu (Microsoft)]

See BoG report P0288 and related notes.

14.1.97.1.1.1.1.1.193 JCTVC-P0275 Crosscheck report of JCTVC-P0217 (method 3) on initialization of block vector predictor for intra block copy [C. Pang (Qualcomm)] [late]

14.1.97.1.1.1.1.1.194 JCTVC-P0305 Crosscheck of JCTVC-P0217: Initialization of block vector predictor for intra block copy [F. Zou] [late]

14.1.97.1.1.1.1.1.195 JCTVC-P0151 Non-RCE3: Fast encoder search for RCE3 Subtest B.3 [C. Pang, J. Sole, R. Joshi, M. Karczewicz (Qualcomm)]

See BoG report P0288 and related notes.
14.1.97.1.1.1.1.1.196 JCTVC-P0279 Non-RCE3: Cross-check of fast encoder search for RCE3 Subtest B.3 (JCTVC-P0151) [Christophe Gisquet (Canon)] [late]

14.1.97.1.1.1.1.1.197 JCTVC-P0190 Non-RCE3: On padding of overlapped area for IntraBC [K. Zhang, X. Xu, J. An, X. Zhang, S. Liu, S. Lei (MediaTek)]

See BoG report P0288 and related notes.
14.1.97.1.1.1.1.1.198 JCTVC-P0285 Non-RCE3: Cross-check of padding of overlapped area for IntraBC (JCTVC-P0190) [B. Li, J. Xu (Microsoft)] [late]

14.1.97.1.1.1.1.1.199 JCTVC-P0202 Non-RCE3: On Intra block copy [C. Rosewarne, M. Maeda (Canon)]

See BoG report P0288 and related notes.
14.1.97.1.1.1.1.1.200 JCTVC-P0293 Crosscheck report of JCTVC-P0202 on Intra Block Copy [S.-H. Kim, A. Segall (Sharp)] [late]

14.1.97.1.1.1.1.1.201 JCTVC-P0205 Intra block copy syntax clean up [X. Xu, K. Zhang, X. Zhang, S. Liu, S. Lei (MediaTek)]

See BoG report P0288 and related notes.
14.1.97.1.1.1.1.1.202 JCTVC-P0230 Crosscheck of JCTVC-P0205: Intra block copy syntax clean up [Z. Ma (Huawei)] [late]

14.1.97.1.1.1.1.1.203 JCTVC-P0218 Non-RCE3 subtest B.2: Search Methods for Intra block copying for CU-level block vectors with TU-level prediction processing [L. Zhu, J. Xu, G. J. Sullivan (Microsoft)]

See BoG report P0288 and related notes.
14.1.97.1.1.1.1.1.204 JCTVC-P0237 Non-RCE3: Major Colour Padding Algorithm for Intra Block Copy [C.-H. Hung, E.-C. Ke, H.-T. Chiao (ITRI), W.-H. Peng (NCTU)] [late]

See BoG report P0288 and related notes.
14.1.97.1.1.1.1.1.205 JCTVC-P0254 Crosscheck of JCTVC-P0237 on major colour padding algorithm for intra block copy [K. Zhang, Y.-W. Huang (MediaTek)] [late]

14.1.97.1.1.1.1.1.206 JCTVC-P0238 Non-RCE3: Padding schemes for intra block copy [Y.-J. Chang, H.-L. Tsai, C.-L. Lin, F.-D. Jou (ITRI), C.-C. Chen, R.-L. Liao, W.-H. Peng (NCTU)] [late]

See BoG report P0288 and related notes.
14.1.97.1.1.1.1.1.207 JCTVC-P0255 Non-RCE3: Horizontal/vertical padding scheme for intra block copy [Yao-Jen Chang, Hua-Lung Tsai, Chun-Lung Lin, Fan-Di Jou (ITRI), Chun-Chi Chen, Ru-Ling Liao, Wen-Hsiao Peng, Hsueh-Ming Hang (NCTU)] [late]
See BoG report P0288 and related notes.
14.1.97.1.1.1.1.1.208 JCTVC-P0272 Non-RCE3: A cross-check report for JCTVC-P0255 [A. Saxena, F. Fernandes (Samsung)] [late]
14.1.97.1.1.1.1.1.209 JCTVC-P0256 Non-RCE3: Vertical padding schemes for intra block copy [Yao-Jen Chang, Hua-Lung Tsai, Chun-Lung Lin, Fan-Di Jou (ITRI), Chun-Chi Chen, Ru-Ling Liao, Wen-Hsiao Peng, Hsueh-Ming Hang (NCTU)] [late]

See BoG report P0288 and related notes.
14.1.97.1.1.1.1.1.210 JCTVC-P0301 On the TU process and PU partitioning in Intra Block Copy [C.-C. Chen, W.-H. Peng] [late]
See BoG report P0288 and related notes.
14.1.97.1.1.1.1.1.211 JCTVC-P0308 Cross-check of JCTVC-P0301 [J. Xu (Microsoft)] [late]

14.1.97.1.1.1.1.1.212 JCTVC-P0309 A cross-check report for JCTVC-P0301 [A. Saxena (Samsung)] [late]

14.1.97.1.1.1.1.1.213 JCTVC-P0304 Text and results for block vector predictor for intra block copy [G. Laroche, C. Gisquet, P. Onno, T. Poirier (Canon), L. Zhu, J. Xu, G. J. Sullivan, S. Sankuratri, B. A. Kumar, F. Wu (Microsoft)] [late]

See BoG report P0288 and related notes.
6.1.6 RCE4 related (palette mode) (44)
14.1.97.1.1.1.1.1.214 JCTVC-P0298 BoG report on Palette mode [C. Rosewarne]

Discussed in JCT-VC plenary Sunday 01-12 a.m. (JRO & GJS).

Candidate software and reference configuration(s) for TE or AHG testing were discussed.

The following recommendations were made by the BoG:
Options recommended are either to have one or two basis softwares.

Two basis software option:

New test 1: P0108 also with previous coded palette reuse [P0153].

New test 2: P0231 + previous CU palette prediction [P0114] and the copy-from-above syntax [P0116, P0095] and removal of the copy-from-above for first line [P0116, P0179].

One basis software option:

P0198 less prediction of escape pixel with throughput issue scheme [an aspect of P0231] + previous CU palette prediction [P0114, P0153] and the copy-from-above syntax [P0116, P0095] and removal of the copy-from-above for first line [P0116, P0179] + adaptive bit lengths to code the quantized escape value [aspect of P0231] + escape pixel index signalling [an aspect of P0108].

No consensus on selecting whether to have one or two basis software codebases.

As a conclusion, it was discussed in the plenary that the investigation of palette mode coding shall be further conducted in an AHG on investigation of palette mode coding tools with mandates to perform further investigation of P0108, P0198 and related technology, define test conditions for investigating the compression performance, investigate the complexity.
14.1.97.1.1.1.1.1.215 JCTVC-P0090 Non-RCE4: Advanced copy mode for palette coding [Erh-Chung Ke, Jih-Sheng Tu, Chao-Hsiung Hung (ITRI)]

Discussed 01-10 p.m. (JRO).

In the 14th JCT-VC meeting, the contribution JCTVC-N0249 proposed a palette-based coding method for screen contents. This method was implemented on top of the Range Extension software HM-12.0+RExt-4.1 for the 15th JCT-VC meeting, and the performance evaluation was provided in contribution JCTVC-O0218. In this contribution, an extended modification is proposed.
Relates to group of “test 2” of RCE4.

Extends the method of O0218 into a more general copy mode, including three more neighbour positions as candidates. As the original method, it uses only data from current CU.

The copy index is coded in bypass mode (not context coded).

Performance for screen content slightly better than P0198, but probably also more complex.

The size of the candidate list is fixed.
14.1.97.1.1.1.1.1.216 JCTVC-P0251 Crosscheck of JCTVC-P0090 on advanced copy mode for palette coding [Y.-C. Sun, Y.-W. Huang (MediaTek)] [late]

14.1.97.1.1.1.1.1.217 JCTVC-P0091 Non-RCE4 : On palette update for palette coding [C. Park, S. Lee, C. Kim (Samsung)]

Discussed 01-10 p.m. (JRO).

In this contribution, palette update restriction options are presented for pair performance comparison between two palette coding proposals in RCE4 and other possible proposals. This restriction is also asserted to be useful to solve memory and bandwidth problems. In this contribution, five options are presented: no palette update, left-only palette update, palette update within the current CTU, palette update within the current and left CTUs, and palette update within current slice. For current palette coding proposals, left-only palette update and palette update within the current and left CTUs are asserted to be the most preferable because very small or no BD-BR drop is expected and the maximum memory size for palette update is limited.

Some results:

· No palette update vs palette update

· RCE4 T1 : 0.1% / 0.8% / 0.4% for class F / SC (444) RGB / YUV

· RCE4 T2 : 0.1% / 2.7% / 2.0% for class F / SC (444) RGB / YUV

· Palette update from left CU only

· RCE4 T1 : average 0.0% loss

· RCE4 T2 : no loss

· Palette update from left and current CTU

· RCE4 T1 : no results available

· RCE4 T2 : no loss

· Palette update within current slice

· RCE4 T1 : no loss

· RCE4 T2 : no loss

It is proposed to add a picture-layer flag to disable palette update.
JCTVC-P0291 Cross-check report for P0091: On palette update for palette coding [M. Naccari, M. Mrak (BBC)] [late]

14.1.97.1.1.1.1.1.218 JCTVC-P0093 Non-RCE4: Cross-CU major colour index prediction [Y.-C. Sun, T.-D. Chuang, Y.-W. Chen, Y.-W. Huang, S. Lei (MediaTek)]

Discussed 01-10 p.m. (JRO).

In RCE4 Test1 (JCTVC-P0108), major colour index prediction is performed within each CU. In this proposal, it is proposed to allow major colour index prediction across CUs. To obtain major colour index prediction at boundaries of a current CU, pre-deblocked samples on the last column of the left CU and the last row of the above CU are converted into major colour indices through the major colour table of the current CU. It is shown that the proposed method achieves 0.6%, 0.5%, and 0.3% BD-rate savings compared with RCE4 Test1 for SC YUV 444 sequences under AI-Main-Tier, RA-Main-Tier, and LB-Main-Tier, respectively.

Gain is also reported for class F (0.2–0.3%), RGB444 (0.5–0.8%)

The method also performs colour index prediction across CTU boundaries. For this purpose, the same line buffer is used as for de-blocking, but it requires an additional operation to convert the reconstruction back into the index.

Discussion: For both original “test 1” and “test 2” methods, there may be some issue where either the parsing or the reconstruction requires pixel recursion. This was further discussed offline (test 1 and test 2 proponents, Y.-W. Huang). Further study in AHG was encouraged.
14.1.97.1.1.1.1.1.219 JCTVC-P0265 Non-RCE4: Cross-check report for JCTVC-P0093 [X. Guo (Microsoft)] [late]

14.1.97.1.1.1.1.1.220 JCTVC-P0094 Non-RCE4: Inter-component major colour table sharing [Y.-C. Sun, Y.-W. Chen, T.-D. Chuang, Y.-W. Huang, S. Lei (MediaTek)]

Discussed 01-10 p.m. (JRO).

In this proposal, it is proposed to allow sharing a major colour table between colour components for a CU. Experimental results show that, compared with RCE4 Test1, 1.2%, 1.0%, and 1.1% BD-rate savings are shown for SC RGB 444 sequences under AI-Main-Tier, RA-Main-Tier, and LB-Main-Tier, respectively.

The proposal was effective only for the RGB cases, where the dependencies of the histograms (or cross-colour dependencies) are utilized to determine the colour table
14.1.97.1.1.1.1.1.221 JCTVC-P0266 Non-RCE4: Cross-check report for JCTVC-P0094 [X. Guo (Microsoft)] [late]

14.1.97.1.1.1.1.1.222 JCTVC-P0095 Non-RCE4: Removal of syntax redundancy in RCE4 Test2 [Y.-C. Sun, T.-D. Chuang, Y.-W. Chen, Y.-W. Huang, S. Lei (MediaTek)]

Discussed 01-10 p.m. (JRO).

In RCE4 Test2 (JCTVC-P0198), run coding can be used to represent major colour indices of multiple samples in a CU. In the run coding, a mode flag to indicate copy-above or send-index is first signalled, followed by a major colour index if the send-index mode is selected, and then followed by a run value to describe the number of multiple samples. In the copy-above mode, indices of the above line are copied for the multiple samples. In the send-index mode, the multiple samples share the explicitly signalled index. In this proposal, it is proposed to prohibit the copy-above mode and save the mode flag when the previous group of samples selects the copy-above mode. Experimental results show that, compared with RCE4 Test2, 0.3%, 0.4%, and 0.3% BD-rate savings are achieved for SC YUV 444 sequences under AI-Main-Tier, RA-Main-Tier, and LB-Main-Tier, respectively.

Avoids the unreasonable case of two groups of samples using “copy above” which could right away be combined.

It is noted that a similar trick could also be applied to the index, where it is unreasonable that two subsequent groups would use the same index.
14.1.97.1.1.1.1.1.223 JCTVC-P0152 Non-RCE4: Major colour table (palette) merge from above and left CU [P. Lai, S. Liu, T.-D. Chuang, Y.-W. Huang, S. Lei (MediaTek)]

Discussed 01-10 p.m. (JRO).

This document presents major colour tables (or, palettes) merge methods, in which the major colour tables (or, palettes) of the current CU are copied entirely from the major colour tables (or, palettes) of its above or left CUs. When the major colour tables are shared using the proposed merge methods, syntax corresponding to the current CU’s major colour tables is omitted. Implementation example using RCE4 Test1 as anchor demonstrates 2.2%, 1.6%, and 1.0% BD-rate savings for SC YUV 444 sequences under AI-Main-Tier, RA-Main-Tier, and LB-Main-Tier, respectively. Furthermore, when the proposed method is combined with the “major colour table propagation” in JCTVC-P0096 using RCE4 Test1 as anchor, the corresponding BD-rate savings are 4.6%, 3.7%, and 2.4%. The proposed method can also be applied to RCE4 Test2. This document provides results on RCE4 Test1 just as an implementation example.
In the current methods, the prediction/copy is performed element-wise for each entry of the palette; this proposal also allows to copy the palette entirely.

Gains are also observed also in class F (0.3–0.6% lossy, 0.1% lossless) and SC RGB 444 (1–2.5% lossy, 1–1.6% lossless).

The encoder is more complex to test the additional entire-table merge mode.
14.1.97.1.1.1.1.1.224 JCTVC-P0096 Non-RCE4: Major colour table propagation through non-palette CUs [T.-D. Chuang, P. Lai, Y.-C. Sun, Y.-W. Chen, Y.-W. Huang, S. Liu, S. Lei (MediaTek)]

Discussed 01-10 p.m. (JRO).

In RCE4 Test1 (JCTVC-P0108) and RCE4 Test2 (JCTVC-P0198), major colour tables of neighboring CUs can be used to predict the major colour table of the current CU. If a neighboring CU is not coded in palette mode, all elements of the major colour table from the neighboring CU are set to 0. In this contribution, major colour table propagation through non-palette CUs is proposed. For a non-palette CU, the major colour table of its left CU is used as its major colour table for predicting future CUs. When RCE4 Test1 is the anchor and implementation basis, the proposed method reportedly shows 2.7%, 2.3%, and 1.5% BD-rate savings for SC YUV 444 sequences under AI-Main-Tier, RA-Main-Tier, and LB-Main-Tier, respectively. When RCE4 Test2 is the anchor and implementation basis, the BD-rate savings are 1.4%, 1.3%, and 0.6%. When the proposed method is combined with the major colour table sharing in JCTVC-P0152 using RCE4 Test1 as the anchor and implementation basis, the BD-rate savings are 4.6%, 3.7%, and 2.4%.

Both P0152 and P0096 use copy across CTU boundary from the left (not above). Note: In RCE4, both Test 1 and Test 2 are also using prediction across the CTU boundary from the left.

14.1.97.1.1.1.1.1.225 JCTVC-P0243 Crosscheck of JCTVC-P0096: Non-RCE4: Major colour table propagation through non-palette CUs [F. Zou(Qualcomm)] [late]

14.1.97.1.1.1.1.1.226 JCTVC-P0267 Non-RCE4: Cross-check report for JCTVC-P0096 [X. Guo (Microsoft)] [late]

14.1.97.1.1.1.1.1.227 JCTVC-P0153 Non-RCE4: Major colour table (palette) sharing [P. Lai, S. Liu, T.-D. Chuang, Y.-W. Huang, S. Lei (MediaTek)]

Discussed 01-10 p.m. (JRO).

This document presents major colour tables (or, palettes) sharing methods, in which encoder and decoder store previously coded major colour tables (or, palettes), and the current CU can either copy its entire major colour tables from the stored ones, thus sharing, or use a its own new set of major colour tables. When the major colour tables are shared using the proposed sharing methods, syntax corresponding to the current CU’s major colour tables is omitted. As an example, tests were conducted with only the most recently coded palettes from one previous CU stored for sharing purposes. Implementation example using RCE4 Test1 as anchor demonstrates 4.0%, 3.4%, and 2.2% BD-rate savings for SC YUV 444 sequences under AI-Main-Tier, RA-Main-Tier, and LB-Main-Tier, respectively. The proposed method can also be applied to RCE4 Test2, and sharing using palettes from more than one previously coded CU can also be tested.
Only the palette from the most recent CU coded in palette mode is stored.

Gains were also reported for class F (0.6%–1.4% lossy, 0.1–0.4% lossless) and RGB SC 444 (2.5–3.6% lossy, approx. 2% lossless).

Note: Currently, no reset is performed per CTU line, such that parallel processing is not possible. (This characteristic could be disabled.)

14.1.97.1.1.1.1.1.228 JCTVC-P0280 Non-RCE4: Cross-check of Major colour table (palette) sharing (JCTVC-P0153) [C. Gisquet (Canon)] [late]
14.1.97.1.1.1.1.1.229 JCTVC-P0098 Non-RCE4: Four-neighbor major colour index prediction [T.-D. Chuang, Y.-C. Sun, Y.-W. Chen, Y.-W. Huang, S. Lei (MediaTek)]

Discussed 01-10 p.m. (JRO).

In RCE4 Test1 (JCTVC-P0108), the major colour indices of the left sample and the above sample can be used to predict that of the current sample. The selection of the neighboring sample is explicitly signalled. In this contribution, two methods are proposed, and both of them additionally include the major colour indices of the above-left sample and the above-right sample into the prediction candidate list. In method-1, to maximize coding efficiency, any redundant candidate is pruned, resulting in an adaptive candidate list size and an adaptive codeword to signal the selected candidate index. In method-2, to improve coding efficiency while maintaining parsing throughput, after pruning of redundant candidates and reconstruction of the candidate list, the candidate list size is fixed, resulting in a fixed codeword to signal the selected candidate index. When RCE4 Test1 is used as the anchor and implementation basis, the proposed method-1 reportedly achieves 1.0%, 0.8%, and 0.7% BD-rate savings for SC YUV 444 sequences under AI-Main-Tier, RA-Main-Tier, and LB-Main-Tier, respectively. As for the proposed method-2, the BD-rate savings are reported as 0.6%, 0.3%, and 0.5%.

In method 1, the size of the candidate list depends on decoded values -> parsing dependency.

Method 2 uses constant list size.

14.1.97.1.1.1.1.1.230 JCTVC-P0268 Non-RCE4: Cross-check report for JCTVC-P0098 [X. Guo (Microsoft)] [late]

14.1.97.1.1.1.1.1.231 JCTVC-P0101 Non-RCE4: Removal of syntax redundancy in RCE4 Test1 [T.-D. Chuang, Y.-C. Sun, Y.-W. Chen, Y.-W. Huang, S. Lei (MediaTek)]

Discussed 01-10 p.m. (JRO).

In RCE4 Test1 (JCTVC-P0108), two different codewords are used to indicate predicting the major colour index of a sample from its left or above. However, the current codeword design results in redundancy when the left index and the above index are the same. In this proposal, the syntax redundancy is removed by assigning only one codeword for the two prediction directions when the two neighboring indices are the same. It is reported to achieve 0.6%, 0.5%, and 0.5% BD-rate savings for SC YUV 444 sequences under AI-Main-Tier, RA-Main-Tier, and LB-Main-Tier, respectively.

In the method, the parsing is dependent on the index values of left and above samples. This introduces an additional pixel-recursive dependency and requires interleaving of parsing and reconstruction. This is undesirable.

14.1.97.1.1.1.1.1.232 JCTVC-P0269 Non-RCE4: Cross-check report for JCTVC-P0101 [X. Guo (Microsoft)] [late]

14.1.97.1.1.1.1.1.233 JCTVC-P0113 Non-RCE4: Run coding for palette mode [G. Laroche, T. Poirier, C. Gisquet, P. Onno (Canon)]

Discussed 01-10 p.m. (JRO).

The RCE4 studies several proposals related to palette-like coding methods. In particular, Test2 related to contribution JCTVC-O0218 evaluates a palette coding tool which uses 2 prediction modes: The “Run mode” and the “Copy above mode”. For both modes a run value is transmitted indicating the number of consecutive locations with the same palette index for the Run mode or the number of consecurive locations with the same palette index as the position in the above row. The run is coded with the same function as the absolute remaining coefficient in the implementation of JCTVC-O0218. In this contribution 2 modifications for the coding of the Run are proposed. The first one consists in adapting the Rice Golomb parameter used for the binarization of the run value. And the second one consists in avoiding sometimes the coding of the run value. It is reported that these modifications provide gains for all configuration. When the two methods are combined, the gains are, respectively for AI/RA/LDB configurations, 4.2%/4.0%/3.0% for SC classes compared to the JCTVC-O0218 implementation integrated in HM-12.1+RExt-5.1.

Indicates that encoding is not yet optimum. Gain compared to P0198 is 0.7/0.8/0.3% for SC in AI/RA/LDB, and 0.9/0.7/0.6% for optional screen content.
14.1.97.1.1.1.1.1.234 JCTVC-P0244 Non-RCE4: A cross-check report for JCTVC-P0113 [A. Saxena, F. Fernandes (Samsung)] [late]

14.1.97.1.1.1.1.1.235 JCTVC-P0114 Non-RCE4: Palette prediction for palette mode [G. Laroche, T. Poirier, C. Gisquet, P. Onno (Canon)]

Discussed 01-10 p.m. (JRO).

The RCE4 studies several proposals related to palette-like coding methods. In contribution JCTVC-O0218 the palette is transmitted for each CU. This contribution proposes to predict the current Palette using the last decoded Palette. The Palette predictor is reset for each CTB line. It is reported that these modification provides gains for respectively AI/RA/LDB configurations, 2.8%/1.4%/1.6% for SC classes, and up to 8.9%/7.1%/6.1% on optional classes compared to the JCTVC-O0218 implementation integrated in HM-12.1+RExt-5.1, and 1.2%/ 1.0%/ 0.5% for SC classes, and up to 4.4%/ 3.4%/ 3.4% on optional classes compared to RCE4 Test 2.

An advantage that the memory is reduced, as it is only necessary to store one palette of the most recent CU coded in palette mode.

(Approach similar to JCTVC-P0153, which was implemented on top of test 1.)
14.1.97.1.1.1.1.1.236 JCTVC-P0246 Non-RCE4: Cross-check of P0114 on Palette Prediction for Palette mode [P. Lai, S. Liu (MediaTek)] [late]
14.1.97.1.1.1.1.1.237 JCTVC-P0115 Non-RCE4: Transition copy mode for palette mode [C. Gisquet, G. Laroche, P. Onno (Canon)]

Discussed 01-10 p.m. (JRO).

In RCE4, Test2 related to contribution JCTVC-O0218 evaluates a palette coding tool which predicts indices using the above line or the left index. It is proposed in the present contribution to add new prediction modes that take into account the last occurring position of indices. It is reported that the use of one such prediction mode provides gains for respectively AI/RA/LDB configurations, on top of RCE4 Test2, of more than 3.2%/3.0%/1.3% for SC classes, and up to 7.5%/7.2%/5.7% on optional classes.

The idea is similar to template matching, but the “template” is only one neighbor sample. The last position where the same index value of that neighbor has occured is used to determine the transition. This can be implemented by a table lookup at the decoder.

(JCTVC-P0249 is similar, related to Test 1.)
14.1.97.1.1.1.1.1.238 JCTVC-P0240 Crosscheck of JCTVC-P0115: Non-RCE4: Transition copy mode for Palette mode [F. Zou (Qualcomm)] [late]

14.1.97.1.1.1.1.1.239 JCTVC-P0257 Crosscheck of JCTVC-P0115: Non-RCE4: Transition copy mode for Palette mode [J. Xu (Sony)] [late]

14.1.97.1.1.1.1.1.240 JCTVC-P0116 Non-RCE4: On palette prediction modes coding [G. Laroche, T. Poirier, C. Gisquet, P. Onno (Canon)]

Discussed 01-10 p.m. (JRO).

In RCE4, , Test2 related to contribution JCTVC-O0218 evaluates a palette coding tool which used 2 prediction modes: The “Run mode” and the “Copy above mode”. These modes are systematically transmitted, but it is not always needed. In this contribution, it is proposed to avoid the signalling of the mode for some cases. It is reported that these modifications provide an average gain, of 0.4% for SC classes, and up to 2% on optional classes compared to RCE4 Test 2.

· No copy above for first line of CUs. (Note: same as P0179)

· No copy above mode if previous run was using “copy above”. (Note: same as P0095)

The second modification seems to provide most of the gain.
14.1.97.1.1.1.1.1.241 JCTVC-P0252 Crosscheck of JCTVC-P0116 on palette prediction modes coding [T.-D. Chuang, Y.-W. Huang (MediaTek)] [late]

14.1.97.1.1.1.1.1.242 JCTVC-P0117 Non-RCE4: combined coding of run and index for RCE4 Test2 [C. Gisquet, G. Laroche, P. Onno (Canon)]

Discussed 01-10 p.m. (JRO).

In the scope of RCE4, Test2 related to contribution JCTVC-O0218 evaluates a palette coding tool where runs of values and potentially indexes are encoded. These indexes currently use a fixed length code depending on the number of elements in the palette. It is asserted that, while it is possible to maximize the palette for a given codelength or use variable length codes, this depends on the encoder degree of optimization. It is proposed in this contribution to reuse the unused codewords to encode couples of runs and indexes. It is reported that this method provides luma gains for respectively AI/RA/LDB configurations, on top of RCE4 Test2, of more than 0.4%/0.3%/0.3% for SC classes, and up to 1.6%/1.2%/1.0% on optional classes.
14.1.97.1.1.1.1.1.243 JCTVC-P0241 Crosscheck of JCTVC-P0117: Non-RCE4: combined coding of run and index for RCE4 Test2 [F. Zou (Qualcomm)] [late]

14.1.97.1.1.1.1.1.244 JCTVC-P0119 Non-RCE4: combination of improvements for Palette mode [G. Laroche, C. Gisquet, T. Poirier, P. Onno (Canon)]

Discussed 01-10 p.m. (JRO).

This contribution is about the combination of several modifications related to the Colour Palette mode integrated on top of the original method presented in JCTVC-O0218. This contribution includes the technologies presented in contributions JCTVC-P0113, JCTVC-P0114, JCTVC-P0115 and JCTVC-P0116. It also includes 3 non-normative changes. It is reported that the results of the combinations provide gains, for respectively AI/RA/LDB configurations, of at least 13.6%/11.7%/9.1% for SC classes, and up to 45.8%/34.4%/31.2% on optional classes over HM-12.1+RExt-5.1. Additionally, gains over RCE4 Test2, for respectively AI/RA/LDB configurations, of at least 6.1%/6.1%/6.6% for SC classes, and up to 14.0%/13.9%/19.8% on optional classes are observed.

Note: The above numbers are not matching the numbers given in the presentation deck which reports improvements relative to RCE4 test 2 of 7.7%/7.7%/9.4% for SC, which are without class F.

14.1.97.1.1.1.1.1.245 JCTVC-P0242 Crosscheck of JCTVC-P0119: Non-RCE4: combination of improvements for Palette mode [F. Zou (Qualcomm)] [late]

14.1.97.1.1.1.1.1.246 JCTVC-P0160 Non-RCE4: Palette prediction for palette coding [G. Jin, A. Saxena, F. Fernandes (Samsung)]

Discussed 01-10 p.m. (JRO).

Palette coding for screen content was proposed in JCTVC-O0218. It was reported in JCTVC-O0218 that palette coding can significantly improve the coding performance for screen content. In JCTVC-O0218, there was no palette prediction considered. In JCTVC-P0198, a palette prediction technique which tries to re-use the palettes from left adjacent CU is presented. In this contribution, two improved palette prediction algorithms are proposed. The first prediction technique uses the palette from CUs to the left; and the second uses the palette from CUs in the current CTU. Simulation results tests show up to 3.0 % average bit-rate gain for lossless configurations and 2.5 % gain for lossy configurations on top of HM12.0+RExt5.1+JCTVC-O0218.

The gain compared to P0198 is around 0.8%.

The proposal stores the most recent palette for each row of CUs (in method 1 only within the current CTU, in method 2 for the current or previous CTU), and refers to the stored palette for prediction. The gain compared to P0198 is due to the fact that P0198 only refers a directly adjacent CU for prediction.

The gain seems to be slightly smaller than the gain reported in P0114, which may be due to the restriction to CTU.
14.1.97.1.1.1.1.1.247 JCTVC-P0281 Non-RCE4: Cross-check of Palette prediction for palette coding (JCTVC-P0160) [Christophe Gisquet (Canon)] [late]

14.1.97.1.1.1.1.1.248 JCTVC-P0161 Non-RCE4: Simplification of major colour based palette prediction [G. Jin, A. Saxena, C. Park, F. Fernandes (Samsung)]

Discussed 01-10 p.m. (JRO).

Major-colour-based coding, a palette prediction coding scheme was proposed in JCTVC-O0182. It was shown that major-colour-based coding can provide significant compression gains for screen content sequences. In JCTVC-P0108, a simple palette prediction technique, which tries to re-use the palettes from above or left CUs, was also introduced. In this contribution, the effectiveness of such palette prediction schemes is studied, and various simplifications of using only left CU palette; or none of left and top palettes as prediction are proposed. Simulation results shows that marginal 0.1% average bit-rate gain loss on disabling the prediction from the above CU palette, but the codec need no longer store the above CU palette data, which can be huge, especially for higher resolution sequences.

The losses when both left and top prediction are disabled are somewhat higher, 0.2–0.8% for the different types of SC.

14.1.97.1.1.1.1.1.249 JCTVC-P0270 Non-RCE4: Cross-check report for JCTVC-P0161 [X. Guo (Microsoft)] [late]

14.1.97.1.1.1.1.1.250 JCTVC-P0179 Non-RCE4: on palette coding mode in RExt [J. Xu, A. Tabatabai (Sony)]

Discussed 01-10 p.m. (JRO).

Same as P0116 method 1 (disable prediction from above for first row).

14.1.97.1.1.1.1.1.251 JCTVC-P0274 Crosscheck report of JCTVC-P0179 on palette coding mode in RExt [C. Pang (Qualcomm)] [late]

14.1.97.1.1.1.1.1.252 JCTVC-P0231 Non-RCE4: Refinement of the palette in RCE4 Test 2 [W. Pu, F. Zou, J. Sole, M. Karczewicz, R. Joshi (Qualcomm)] [late]

Discussed 01-10 p.m. (JRO).

RCE4 Test 2 evaluated a palette coding tool. This proposal refines the design with the feedback given in the RCE process. The refinement reportedly improves the performance and increases the throughput by reducing the number of context-coded bins.

Elements:

· Skip index coding when palette has only one entry

· Skip coding of escape flag when number of palette entries is smaller than maximum

· Modify escape pixel coding: Remove the prediction of escape, only MSB is context coded

Gain relative to P0198: 2.5–3.6% for RGB SC 444, around 2.5% for YUV.

The modification reduces the possible maximum number of context coded bins per sample to around 2.

(Note: The contributors of test 2 mention that the maximum number of context coded bins had been 8 in the original test 2 of RCE4. For test 1, it is reported to be around 6).

It was pointed out by another expert that the second bullet (not using escape when palette is not having maximum number of entries) may not be advantageous with encoder designs other than the current one.

14.1.97.1.1.1.1.1.253 JCTVC-P0294 Cross-check of JCTVC-P0231 on the Refinement document of the Palette in RCE4 Test 2 [P. Onno] [late]

JCTVC-P0239 Non-RCE4: Joint proposal of JCTVC-P0231 and JCTVC-P0119: Palette with limit run and palette predictor [F. Zou, W. Pu, J. Sole, M. Karczewicz (Qualcomm), G. Laroche, T. Poirier, C. Gisquet, P. Onno (Canon)] [late] 

Discussed 01-10 p.m. (JRO).

RCE4 Test 2 evaluated a palette coding tool. This proposal combines Non-CE4 Test 2 related proposals, including JCTVC-P0231 and JCTVC-P0119. The joint proposal evaluates the joint performance of these two. Simulation results reportedly demonstrate that the coding gain is additive and thus 16.9% for Intra RGB SC 4:4:4, YCbCr 4:4:4 SC 12.2% are reportedly achieved.

(Results for RA and LDB were not available yet when discussed.)
14.1.97.1.1.1.1.1.254 JCTVC-P0249 Non-RCE4: A combination of the four-neighbor major colour index prediction in JCTVC-P0098 and a simplified transition copy mode from JCTVC-P0115 on top of RCE4 Test1 [Y.-C. Sun, T.-D. Chuang, Y.-W. Chen, Y.-W. Huang, S. Lei (MediaTek)] [late]

Discussed 01-10 p.m. (JRO).

In this proposal, a combination of the four-neighbor major colour index prediction in JCTVC-P0098 and the transition copy mode in JCTVC-P0115 is shown on top of RCE4 Test1 (JCTVC-P0108). The transition copy mode is simplified and added into the major colour index candidate list. Simulation results reportedly show that the proposed method achieves 4.1%, 3.7%, and 2.8% BD-rate savings compared with RCE4 Test1 for SC YUV 444 sequences under AI-Main-Tier, RA-Main-Tier, and LB-Main-Tier, respectively.
14.1.97.1.1.1.1.1.255 JCTVC-P0286 Non-RCE4: Cross-check of JCTVC-P0249 [C. Gisquet] [late]

14.1.97.1.1.1.1.1.256 General discussion of palette mode

Discussed 01-10 p.m. (JRO).

First conclusion:

Methods of palette mode coding are showing significant benefit for screen content, but from the current CE, a mature point of technical definition had not yet been reached. 

· Issues have been raised w.r.t. maximum number of context coded bins, possible pixel-recursive dependencies

· New proposals have been received that indicate significant further margin for improving the compression performance, and some reduction of complexity such as reducing the memory for storing palette, removing the prediction from CU above, replacing element-wise prediction by copying the whole palette.

It was suggested to continue a CE (or TE). BoG (C. Rosewarne) discussion was established as follows:

· Try to identify a common basis for comparison.

· If not successful, perform coordinated study of palette mode tools in AHG.

See BoG report P0298.

14.1.97.1.1.1.1.1.257 JCTVC-P0253 Non-RCE4: PU based Colour Palette Coding [J. Ye, S. Liu, P. Lai, X. Xu, S. Lei (MediaTek)] [late]

Contributors indicated this contribution as withdrawn during the palette mode presentations.
14.1.97.1.1.1.1.1.258 JCTVC-P0303 Suggested software for the AHG on investigation of palette mode coding tools [W. Pu (Qualcomm), X. Guo (Microsoft), P. Onno (Canon), P. Lai (MediaTek), J. Xu (Sony)] [late]

Was presented in closing plenary (JRO). 
RCE4 Test 1 and Test 2 evaluated two colour palette coding methods and their respective software implementations was released. This contribution suggests a combined software as the basis for AHG investigation of colour palette coding. It is asserted that the suggested basis addresses the issues expressed in the RCE4 discussions. Better coding performance than both methods in RCE4 is reported.
According to the opinion of several experts, it would be practical to use some reference for comparison, but there is disagreement that P0303 should be used for that purpose. AHG wor was requested to determine how to organize to get reasonable evaluation of different proposals.
To be further considered in AHG.
6.1.7 Lossless and screen content coding related contributions (5)

14.1.97.1.1.1.1.1.259 JCTVC-P0097 Extended Cross-Component Decorrelation for Animated Screen Content [A. Khairat, T. Nguyen, D. Marpe (Fraunhofer HHI)]

See BoG report P0288 and related notes.
14.1.97.1.1.1.1.1.260 JCTVC-P0311 AHG5 and AHG8: Cross-check of Extended Cross-Component Decorrelation in JCTVC-P0097 [W.-S. Kim, W. Pu (Qualcomm)] [late]

14.1.97.1.1.1.1.1.261 JCTVC-P0112 AHG8: Chroma interpolation filters for Lossless compression [G. Laroche, T. Poirier, P. Onno, C. Gisquet (Canon)]

See BoG report P0288 and related notes.
14.1.97.1.1.1.1.1.262 JCTVC-P0214 Screen content coding using dictionary based mode [B. Li, J. Xu, F. Wu (Microsoft)]

See BoG report P0288 and related notes.
14.1.97.1.1.1.1.1.263 JCTVC-P0277 Motion Vector Resolution Control for Screen Content Coding [Y. Zhou, B. Li, J. Xu, G. J. Sullivan, B. Lin (Microsoft)] [late]

See BoG report P0288 and related notes.
14.1.97.1.1.1.1.1.264 JCTVC-P0283 Adaptive MV precision for Screen Content Coding [X. Li, J. Sole, M. Karczewicz (Qualcomm)] [late]

See BoG report P0288 and related notes.
6.1.8 Other (4)

14.1.97.1.1.1.1.1.265 JCTVC-P0109 AHG8: Sample adaptive offset with multiple parameters [S.-T. Hsiang, S. Lei (MediaTek)]

See BoG report P0288 and related notes.
14.1.97.1.1.1.1.1.266 JCTVC-P0278 AHG8: Cross-check report of Sample adaptive offset with multiple parameters (JCTVC-P0109) [Christophe Gisquet (Canon)] [late]

14.1.97.1.1.1.1.1.267 JCTVC-P0154 AHG5 and AHG8: Alpha parameter coding methods for inter-component residual prediction in HEVC range extension [X. Zhang, K. Zhang, J. An, S. Lei (MediaTek)]

See BoG report P0288 and related notes.
JCTVC-P0282 AHG5 and AHG8: Cross-check of parameter coding methods for inter-component residual prediction in JCTVC-P0154 [W.-S. Kim, W. Pu (Qualcomm)] [late]
6.2 SHVC (16)

6.2.1 General (2)
Discussed 01-09 p.m. (JRO).
14.1.97.1.1.1.1.1.268 JCTVC-P0208 SHVC upsampling ratio constraint [K. Misra, A. Segall (Sharp)]

This contribution proposes a bitstream constraint on the upsampling ratio for SHVC. It was reported that the current SHVC draft allows the ratio of dimensions of the reference layer picture and its scaled representation to be greater than 1. In such an event the SHVC decoder operation was asserted to not be clear. The proposed bitstream constraint would bound this ratio to be less than or equal to 1.
Revision1 of the document includes the proposed bitstream constraint language.

Discussion: There is no technical problem in the current draft spec and software about supporting enhancement layer resolutions that are lower than the base layer resolution. There seemed to be no harm in allowing it.

No action.
14.1.97.1.1.1.1.1.269 JCTVC-P0209 On chroma format scalability using spatial scaling [K. Misra, S. Deshpande, A. Segall (Sharp)]

This contribution proposes enabling chroma format scalability within the existing SHVC design through the use of spatial scalability. It is asserted that the desired functionality can be enabled with the proposed text.

This is not relevant for Scalable Main Profile. It could become relevant for a later combination (e.g. with Main Profile as base layer and some RExt based decoder in the enhancement layer). However, it should be a simple exercise to re-write the re-sampling process in a way that it supports different ratios for luma and chroma.

Further consideration would only be reasonable once a concrete request for an application case is made, and after RExt is finalized.
6.2.2 SCE1 related (colour gamut and bit depth scalability) (7)
Discussed 01-09 p.m. (JRO).
14.1.97.1.1.1.1.1.270 JCTVC-P0063 Non-SCE1: Asymmetric 3D LUT for Colour Gamut Scalability [X. Li, J. Chen, M. Karczewicz (Qualcomm)]

In this proposal, a method based on asymmetric 3D lookup table (up to 384 entries) is proposed for colour gamut scalability. It is reported that on average 8.2% (AI-10bit), 8.2% (AI-8bit), 6.3% (RA-10bit) and 6.2% (RA-8bit) luma BD rate reduction was achieved over SCE-1 use case 1 anchor , and 8.4% (AI-10bit), 8.4% (AI-8bit), 6.6% (RA-10bit) and 6.4% (RA-8bit) luma BD rate reduction over SCE-1 use case 2 anchor. Note that the SCE-1 anchors employ weighted prediction to compensate colour gamut difference between layers.

Lookup table with 8x2x2 partitions (instead of 9x9x9) – more partitions along Y direction.

Signalling in PPS, updating in slice header when necessary. (Note: table is only used in current slice)

Results in abstract are with picture level update; the contribution also provides results with use cases 1 and 2 of SCE1.

Applied after upsampling, therefore with 2x scalability decoding is more complex than SCE1 methods (P0197 is another proposal which applies this method before upsampling).
14.1.97.1.1.1.1.1.271 JCTVC-P0129 Non-SCE1: Cross-check report of Asymmetric 3D LUT for Colour Gamut Scalability (JCTVC-P0063) [P. Bordes (Technicolor)] [late]

14.1.97.1.1.1.1.1.272 JCTVC-P0124 Non-SCE1: Colour gamut scalability using modified weighted prediction [A. Aminlou, K. Ugur, M. M. Hannuksela (Nokia)]

SCE1 tests two tools utilizing look-up tables for increasing the coding efficiency of SHVC for colour gamut scalability. This contribution proposes an alternative method that is based on modified weighted prediction process for improving the coding efficiency of colour gamut scalability. The proposal makes three changes to HEVC weighted prediction so that it is more suitable for inter-layer colour gamut mapping: Firstly, the YUV space is divided into an NYxNCbxNCr region and for each region different parameters are signalled. Secondly, WP utilizes a matrix based mapping to derive the prediction pixel values (the luminance value of the prediction pixel is calculated using luminance and chrominance values of the reference pixel). As a third modification, second order polynomial equations are used for matrix based mapping, instead of linear equations. Experimental results show that the proposed method improves the coding efficiency by 8.6% and 6.4% on average for AI and RA cases respectively. In addition, results for several variations and simplifications are also included in the contribution. 

As an update to the contribution, full results for polynomial based matrix mapping are provided. In addition more details on encoder algorithm and the syntax are provided.

The title “modified weighted prediction” is misleading, as this is additional inter-layer processing (such as the LUT methods in SCE1) rather than modification of the WP in enhancement layer. Applied after upsampling.

Three elements: Divide YUV colour space into NxNxN regions, use matrix mapping (introducing inter-component dependency), use second order polynomial to reduce the number of regions

Configurations (with results for AI):

N=8 with linear matrix (i.e. similar to 9x9x9 of SCE1), approx. 8% gain

N=1 with linear matrix (equivalent to WP, but inter-component dependency), approx. 3% gain

N=8 without matrix (i.e. piecewise linear), approx. 5% gain

N=1 with polynomial mapping), approx. 7% gain

Zero point of polynomial mapping is currently center value (e.g. 128); one expert points out that making this adaptive might further improve the performance (but also increase complexity).

Adaptation per RAP period

Signalling at slice header (this might be problematic in error prone environment).

14.1.97.1.1.1.1.1.273 JCTVC-P0227 Crosscheck report of JCTVC-P0124 on colour gamut scalability using modified weighted prediction [K. Misra, A. Segall (Sharp)] [late]

14.1.97.1.1.1.1.1.274 JCTVC-P0197 Non-SCE1: Improved colour gamut scalability [Y.W. He, Y. Ye, J. Dong (InterDigital), X. Li, J. Chen, M. Karczewicz (Qualcomm)] [late]

This proposal tested two improvements based on asymmetric 3D LUT for SHVC colour gamut scalability (CGS) proposed in JCTVC-P0063 under SCE1 core experiment test conditions. It can reduce the computation complexities. For usecase 2 test, the proposed scheme reportedly achieves average {Y, U, V} BD rate gain of {−8.3%, −10.0%, −12.9%}, and {6.0%, −6.9%, −10.5%} for AI and RA-2x, respectively. 

Combines P0063 with elements of P0186 (8–10 bit conversion before upsampling, additional filtering, LUT before upsampling).

Moving LUT before upsampling increases bit rate 0.1%–0.2% for AI, 0.5% for RA.

Conclusion supported by proponents of SCE1 contributions: Usage of smaller lookup table is highly preferable.

Overall summary on SCE1 & P0063, P0124, P0197:

· Continue SCE1

· Only investigate 8x2x2 LUT configuration (P0063/P0197) in combination with entropy coding elements from P0128 and P0186

· Investigate P0124 configurations 2, 3, 4. To be discussed in BoG whether investigation of configuration 1 is also of benefit.

A BoG P0292 (A. Duenas) was established to further discuss the setup of the CE (items to be investigated, test conditions) and the methodology for assessment of complexity.
14.1.97.1.1.1.1.1.275 JCTVC-P0171 AHG14: Extension of SNR scalability with bit-depth scalability [C. Auyeung, O. Nakagami, K. Sato (Sony)]

In SHM WD4 JCTVC-O1008_v3, when the base layer and the enhancement layer have the same picture size and the scaled reference layer offsets are zero, video bit-depth scalability is not supported. This contribution proposes to enable SHVC to support bit-depth scalability when both the base layer and enhancement layer have the same picture size. One use case is the encoding of high dynamic range (HDR) video with colour gamut scalability tools. In this use case of SHVC, the high dynamic range video with higher bit-depth is encoded in the enhancement layer and the corresponding low dynamic range video with lower bit-depth is encoded in the base layer, and both layers have the same picture size.

It is clarified during the discussion that the current spec does not prohibit different bit depth of base and enhancement layer in case of 1X (SNR) scalability, as formally the upsampling of the zero phase position is still expressed as multiplication which is rounded to the bit depth of the enhancement layer.

Further study was encouraged in an AHG on colour gamut and bit depth scalability.

14.1.97.1.1.1.1.1.276 JCTVC-P0235 Non-SCE1: Trade-off between coding efficiency and buffer size with the 3D-LUT-based method for Colour Gamut Scalability [K Sato (Sony)] [late]

In SCE1, two methods have been studied as predictors for color gamut scalability. One is a weighted-prediction-based approach and the other is a 3D-LUT-based approach. For the 3D LUT-based approach, the original table size was defined as 17x17x17, and in SCE1 it has been defined as 9x9x9.

In this contribution, the trade-off between coding efficiency and implementation cost for different 3D LUT size is studied. It is recommended that the trade-off between coding efficiency and implementation cost of the 3D-LUT-based method, as well as the weighted-prediction-based method, should be studied in an SCE or AHG.

These issues should be further studied in the future work of AHG14 and SCE1.

14.1.97.1.1.1.1.1.277 JCTVC-P0292 BoG Report on Colour Gamut Scalability (CGS) [A. Duenas]

Discussed in JCT-VC plenary Sunday 01-12 a.m. (JRO & GJS).

This report summarizes the activities of the BoG on colour gamut scalability during the 16th JCT-VC meeting. Break out group sessions were held during Friday the 10th and Saturday 11th of January.

This report conveys a number of recommendations from the BoG.

The BoG recommended testing 1x and 2x spatial scalability cases.

From discussion of JCTVC-P0127 two use cases were identified as valuable for technical study of CGS techniques:

· HEVC HD (1080p50/60) with Rec. ITU-R BT.709 and 8 bits to HEVC UHD-1 (2160p50/60) with Rec. ITU-R BT.2020 and 10 bits.
· HEVC UHD-1 (2160p50/60) with Rec. ITU-R BT.709 and 10 bits to HEVC UHD-1 (2160p50/60) with Rec. ITU-R BT.2020 and 10 bits. (The resolutions, bit depth and frame rate are the same in both layers. The only differences between the two layers will be just the colour representation. In this second use case, the base layer and the enhancement layer will be 10 bits or above.)

The BoG recommended further reviewing contribution JCTVC-P0127 On a CGS profile for SHVC, as it relates to profiling and use cases.
The BoG recommended continuing using

· The current 1080p (BT.709 and BT.2020) sequences for 1x tests

· Using 1080p downsampled (with SHVC downsampling) versions of 2160p BT.709 version for the 2x case, with an enhancement layer that is BT.2020.

The source test sequences were generated in the P3 domain as 2160p and then "colour graded" to BT.709 and BT.2020 (by Technicolor, see N0163).

Further discussion of some aspects of test conditions was needed.

It was noted that it is important that the content needs to be available for use by all participants for developing, analyzing and reporting results of technical approaches. A new version of the Technolor terms was later provided (see P0292). It was asserted by a Technicolor representative that these terms allow development of technology considered for contribution as well as evaluation of actual contributions.

Based on the review of JCTVC-L0440 it was noted that the following items are important to take into account to evaluate complexity of colour gamut scalability. The BoG recommended to use the following data when analyzing the algorithmic complexity of each of the techniques:

· Consider the number of multipliers and if they are 8 bits or 16 bits (or any other type). As we are now considering 10 Bits input we should consider the different cost for different types of multipliers. We need to count the number of multipliers and type. It was noted that they may cases where we have a mixed type of operation and this may be affecting some implementations. The BoG recommends that when we do worse case analysis we should consider the different types of operations and those should be reported independently.

· Reporting the potential sizes of LUT in number of table entries contained on the LUT.

· Reporting the number of stages and a short summary of each stage (reporting how many passes of the data or pipeline stages are needed). This would capture aspects such as 2D spatial filters applied as part of the colour transformation.
· Reporting if re-sampling is used when reporting the number of multiplications.

· Reporting if cross colour dependency is being used.

The BoG did not conclude that it was necessary to report the memory access for each of the proposals, although some participants suggested that this should be done.

One example raised in the discussion was whether the transformation would apply before or after an upsampling process, which does not seem to be accounted for in the above.

The BoG recommended that proposals should include descriptions of the encoder optimizations being used.

Other agreed aspects of CE plans were also included in the BoG report.

Further BoG discussion was held and additionally discussed in JCT-VC on 01-16 (GJS).
6.2.3 Up-/downsampling process (3)
Discussed 01-09 p.m. (JRO).
14.1.97.1.1.1.1.1.278 JCTVC-P0164 AHG13: chroma phase offset for SHVC resampling process [K. Rapaka, J. Chen, M. Karczewicz (Qualcomm)]

In this contribution, the coding performance impact of chroma sample position in SHVC resampling process are investigated. The test results shows that consideration of the actual chroma sample position in resampling process provides –0.1% to –0.4% Luma BD rate saving, compared to the current SHVC, which assumes position “b” of chroma sample in resampling process. 

Additional test results are provided that show –0.1% to –1.0% Luma BD rate saving, compared to when using position “a” for chroma sample in resampling process

With the typical configurations (phases b and d), the loss is only 0.2–0.4% when different phases are used for chroma down and upsampling.

It is unlikely that subjective differences would be visible (proponents report they did not find any difference subjectively).

Results were provided only for AI; for RA bit rate difference would be almost unnoticeable

No action – retain the current “b” position for upsampling.

It was planned to not include a related mandate in future AHG work.
14.1.97.1.1.1.1.1.279 JCTVC-P0177 On handling re-sampling phase offsets with fixed filters [K. Minoo, D. Baylon, A. Luthra (ARRIS)]

This contribution discusses an approach to signalling phase offsets to improve inter-layer prediction precision and hence the compression performance of SHEVC. The proposed method uses phase offset per phase index per direction and per colour type to correct the upsampling behaviour. This information is signalled at PPS so alternative phase correction can be applied per slice or picture, which benefits the use case of upsampling from field to frame.

The contribution version as presented had not been uploaded yet.

A problem of phase misalignment is claimed to occur with some formats > 2048.

Results were shown with "People on Street" @ 1.5x, showing 0.3% bit rate reduction for all cases (AI, RA, LD, LDP).

Some doubts were raised whether the problem of rounding error for picture sizes >2048 exists.

More evidence would be needed (more sequences e.g. from the RExt and CGS test sets) that the potential misalignment of phase is a problem in terms of compression.
14.1.97.1.1.1.1.1.280 JCTVC-P0215 Tile Based Resampling for SHVC [R. Skupin, K. Suehring, Y. Sanchez, T. Schierl (Fraunhofer HHI)]

When performing tile- and layer-parallel processing of an SHVC encoded video sequence, the resampling process can affect parallelization as it does not regard tile boundaries. Constraining the encoder by Inter-Layer Constrained Tile Sets impacts compression efficiency. An alternative tile based resampling is proposed that enables the same degree of parallelism with lesser impact on compression efficiency.

A first revision of the document adds additional results of the Inter-Layer Constrained Tile Sets and the proposed scheme against anchor using the same tile configuration.
It was reported that for 2x scalability AI and a 4x4 tile configuration the ILCTS results in a loss of 15.1%, and for 1.5X 27.4%. Several experts expressed that this loss is unreasonably high and may be due to a bug (or not optimum encoder implementation) in the reference software implementation of ILCTS, e.g. that inter-layer prediction is disabled for CTU at the tile boundary, not for CU/PU as it should be. 

The proposal would require a normative change in the upsampler, whereas ILCTS is just an encoder restriction. Further clarification should be made with the implementers of the ILCTS RS, and if possible further results should be provided what the actual gap is.

Investigation with different numbers of tiles (e.g. 2x2 for HD) would also be recommended.

The contribution was further discussed 01-16 (GJS).

Further test results were reported. Losses in the range of 0.5–3% were reported (with the deblocking disabled on tile boundaries in the reference layer in both cases).

For the proposed scheme, the measured impact on the coding efficiency was very small (with the deblocking disabled on tile boundaries in the reference layer in both cases).

No subjective effects were reported for the work. The proponent said they did not observe a significant visual difference between the approaches.

Even as proposed, the reference layer would need to have deblocking disabled on the tile boundaries.

The proposal is based on the location of the tile boundaries in the enhancement layer, rather than in the base layer.

Further study was encouraged to see if there are subjective differences.

No action taken.
6.2.4 Inter-layer information derivation (1)
Discussed 01-09 p.m. (JRO).
14.1.97.1.1.1.1.1.281 JCTVC-P0049 AHG 13: Scale and reference position derivation for sub-region extraction [T. Yamamoto, T. Tsukuba, T. Ikai (Sharp), E. Alshina (Samsung)]

When a bitstream is generated by extracting the sub region of the original picture, the reconstructed pixel values could be changed if scale and/or phase are not preserved. This contribution proposes 1) new syntax in SPS extension and 2) modified scale and reference pixel location derivation. The proposed changes help keeping the same scale and phase, and thus useful for the applications using sub-region extraction.

The method had been presented before as O0056, and further study had been performed in AHG13 (inter-layer filtering). During this, some more improvement of the method was achieved.

This is only relevant for a case where an ROI is extracted from both the base and enhancement layer (where the enhancement layer ROI cannot cover a larger area than the base layer ROI).

In principle, the same thing could be achieved with the current scaled ref layer offset, but not guaranteed at any combination of sample position of base and enhancement layers (where the allowed positions have some restriction due to CTU boundaries anyway).

It was also mentioned that something similar can be achieved by the ILCTS SEI message, and it is unclear what the additional benefit of the proposed method is.

Questions were raised about the relevant use cases that require the high accuracy of region extraction. More information about this was requested.
6.2.5 Field-to-frame scalability (3)
14.1.97.1.1.1.1.1.282 JCTVC-P0163 AHG15: Interlaced to progressive scalability for SHVC hybrid codec use case [Y. Ye, Y. He, Y. W. He (InterDigital)]

Discussed 01-10 a.m. (JRO).

SHVC draft 4 supports hybrid codec scalability in concept, where the base layer is coded using AVC, and the enhancement layers are coded using HEVC. This contribution, however, asserts that, SHVC draft 4 does not provide a complete solution when the AVC coded base layer contains interlaced content. This contribution focuses on interlaced-to-progressive scalability for the hybrid codec use case. It is proposed proposed to apply a field-parity-based resampling process on reconstructed base layer field pictures to generate the inter layer reference pictures, which are then used as additional reference pictures for coding of the progressive content in the enhancement layer. Experiments reportedly show that, compared to simulcast, the proposed method achieves {Y, U, V} BD-rate reduction of {−20.3%, −15.6%, −14.8%} for Random Access. Equivalently, for the HEVC coded progressive content (EL-only), {Y, U, V} BD-rate reduction of {−42.6%, −38.6%, −38.0%} can reportedly be achieved.

Combination of 1080i AVC base layer and 1080p enhancement.

Signalling of top/bottom field in slice header, upsampling phases are determined from that

For the AVC base layer, PAFF and MBAFF was turned off

Results with five sequences (not available) that were reportedly captured in 1080p60 and professionally downconverted to 1080i were described.

The gain compared to the SHM (without correcting the vertical upsampling phase) was reportedly 1.6% for RA.

One expert pointed out that the combination of 1080i base layer and UHD progressive enhancement layer could also be interesting; however, other opinions are that in that case the gain over simulcast could be significantly less attractive due to the larger difference of resolutions.

The question was raised whether the signalling in the slice header of the enhancement layer is the appropriate position; another option could be to determine from the base layer bitstream whether frame or field coding is applied, and whether the field is top or bottom (relates to HLS concepts). Signalling in PPS could be another option, however this might be inappropriate under the expectation that the information changes quite frequently.
14.1.97.1.1.1.1.1.283 JCTVC-P0165 Interlaced to progressive scalability in SHVC [J. Chen, K. Rapaka, Y.-K. Wang, M. Karczewicz (Qualcomm)]

Discussed 01-10 a.m. (JRO).

In this contribution, an approach to interlaced-to-progressive scalability was proposed.

The proposal uses signaling in a PPS flag whether it is a frame or field picture and in the slice header whether it is a top or bottom field.

Results with SVT sequences and HEVC base layer, 1080i/1080p60 were described.

Reported gain for AI: 9.1%, RA 0.2%, IbbB coding 4.1% (in the latter case, B toggles between top and bottom field and therefore the gain is higher).

Results with AVC were described including MBAFF. The reported gain is 7.3% for AI, 0.8% for RA. No results were provided on IbbB or other configurations.

Some more discussion was held about the PPS flag. It seemed unclear what happens in the case of frame structured pictures:

· Would this implement scalability with PAFF?

· Would the merged base layer frame be used for two subsequent EL frames? How is the timing in that case?

See notes on other related contributions.
14.1.97.1.1.1.1.1.284 JCTVC-P0175 On field to frame scalability [K. Minoo, D. Baylon, A. Luthra (ARRIS)]

Discussed 01-10 a.m. (JRO).

This document discusses field-to-frame scalability, such as in conversion from 1080i to 1080p. If spatial upsampling of a field is performed to generate the “de-interlaced” frame, then it is asserted to be important that particular vertical field offsets be used. Simulation results where such phase offsets are used reportedly show BD-rate changes relative to SHM 4.0 for luma and chroma, respectively of −11.7% and −12.8% for AI, −1.2% and −1.3% for RA, −3.9% and −2.3% for LD-B, and −4.3% and −2.6% for LD-P.  The results reportedly show BD-rate changes relative to HM 12.0 simulcast for luma and chroma, respectively of −30.1% and −30.7% for AI, −25.1% and −16.3% for RA, −21.9% and −15.9% for LD-B, and −21.0% and −14.2% for LD-P.

Results were reported with current class B sequences, using HEVC base and enhancement layers.

The approach is different to that in other contributions, in that instead of signalling top/bottom field the phase offset is signalled in the PPS. This means that two PPSs need to be present for top/bottom field offset differences. It was suggested that such a method could also be applied to signal top/bottom field usage (without explicit phase offset).
As a general conclusion, it seems manageable to do field/frame switching at sequence level, where either vertical field upsampling (with filter phase dependent on top/bottom or unchanged with some compression loss) is used, or in the case of field-to-frame merging, temporal scalability would be used.

The phase precision computed in the upsampling process is 1/16th sample.

Questions:

· Do DPB concepts of hybrid scalability allow frame/field switching at the sequence level?

· Could this cause inconsistency with access unit/POC definitions?

· At which position (PPS, slice header) is it best to signal a top/bottom field flag?

Next steps were suggested as follows:

· Clarify issues with HLS experts.

· Bring to attention of parent bodies.

· More study (likely AHG when parent bodies conclude to embark on such an application case, after further discssion later in the meeting): Unified test conditions, concepts of signalling.

Parent-level joint discussion of 01-13 was noted on 01-14 (GJS). A similarity was noted between the phase offset used for rescaling filtering and the phase offset that would be used for field-based operation, and the parent-level guidance was to consider a general approach. It was agreed to establish a phase adjustment BoG P0312 (coordinated by E. Alshina) to consider what should be done along those lines.

14.1.97.1.1.1.1.1.285 JCTVC-P0312 BoG report on phase adjustment in SHVC re-sampling process [E. Alshina]

Discussed 01-15 (GJS).

It was clarified that the enhancement layer is not envisioned to be switching between frame and field referencing to the base layer on a picture-by-picture basis within a CVS. So the scalability resampling ratio is fixed within a CVS. (At least if the referenced "picture" array is supplied by external means, this does not constrain how that array was coded before it was presented to the enhancement layer for referencing.)

Only the 2:1 case has been tested.

Currently the draft has a cross-layer phase alignment flag at the VPS level to control vertical phase.

The BoG was considering (but had not concluded on discussion of) a four-flag scheme

· A VPS VUI constraint indicator applying to all layers

· The cross-layer phase alignment flag

· A presence flag at the SPS level

· When present, a vertical phase position flag at the slice header level

Alternatives discussed included having 4 bits for luma and 4 bits for chroma in the PPS (with some gating flag(s)).

For horizontal phase, the same possibilities exist, but there was less interest in having additional flexibility horizontally.

For upsampling ratios other than 2:1, the scheme would not necessarily provide optimal phase behaviour.

Further BoG discussion was held.
BoG report (r2) reviewed.

Decision: Add the proposed signalling (3 added bits and the previously drafted bit) and its mechanism for phase adjustment described above in to the SHVC specification draft text and next release of SHM s/w. Do not constrain the use of the flags to particular scalability ratios.

It was noted that the vertical alignment of chroma relative to luma built into the scheme corresponds to that used for interlaced fields in the 2:1 case. However, the chroma phase alignment does not seem critical.

Further study was requested to determine whether constraints should be imposed or different syntax should be used.
6.3 HL syntax common issues for range extensions, 3D, SHVC, and single-layer HEVC coding (11)

6.3.1 Auxiliary pictures (6)

See also section 6.5 (SEI and VUI).

It was noted that we have syntax and semantics for interpreting auxiliary pictures for alpha, but do not have a specification of how to interpret the alpha data. At the previous meeting, it was said that this should be defined in SEI. See additional notes elsewhere on this topic.

A general question raised by P0137, P0207, and P0071 is how to determine what decoder capabilities are needed for decoding auxiliary pictures. See also P0137 in that regard.

We need a way to convey the syntax constraints and decoding process needed for auxiliary pictures. This was agreed, but needs to be solved by further work.
The need to establish rules for future allocation of codepoints was noted. This was the subject of joint discussion with the parent bodies, and the outcome is reported in section 7.1.

We note that the types identified as "unspecified" may be accompanied by an additional indicator (e.g., SEI / VUI) that explains the use.

The possibility of wanting to have multiple instances of a particular type (e.g., multiple alpha planes for different purposes or even multiple depth maps for different purposes) was discussed. It was remarked that this relates to contribution P0135.

14.1.97.1.1.1.1.1.286 JCTVC-P0065 Guided transcoding using auxiliary pictures [K. Andersson, Y. Rai, T. Rusert, R. Sjöberg, J. Samuelsson (Ericsson)]

Discussed 01-09 p.m. (GJS).

At the Geneva meeting it was proposed in JCTVC-O0127 to enable "guided transcoding" using SHVC. This time it is proposed to enable guided transcoding for both spatial and SNR scalability using auxiliary pictures without normative low-level changes. With this approach, the higher fidelity is represented in the base layer and the side information for generation of another resolution/fidelity is represented as an auxiliary picture. The results reportedly show gains compared to simulcast coding of 21.5%/26.2% for all intra, 15.1%/18.9%/13.2% for random access, and 13.9%/17.6%/11.7% for low delay 2x/1.5x/SNR scalability for the common conditions. In comparison to traditional transcoding (re-encoding to another resolution/fidelity), the proposed guided transcoding reportedly significantly reduces the transcoding time to be comparable with the decoding time and to have less loss in BD BR performance compared to single-layer coding. The proposed modification to the specification is to add a new auxiliary picture type AUX_TRANSCODING and an informative note on how to use a primary and auxiliary picture to enable guided transcoding.
The auxiliary picture would be coded at the target resolution of the transcoding process. The syntax would be ordinary syntax but the transform coefficients are meant to be discarded.

It was asked how much gain could be obtained if the syntax were modified so that no coefficients are sent instead of sending "junk" coefficients. This was suggested to be perhaps 5–10% of the size of the auxiliary picture data (and perhaps 2–3% of the total data), but this was said to be only a rough guess.

The downsampling process would probably need to be known – and using relatively short filters were suggested to be used for this.

The transcoder could instead just do a full re-encode with R-D search instead of using the guidance provided in the auxiliary picture. But if the encoder generates a reference picture using some method different from what was anticipated in the semantics, there would be drift which could make subsequent data substantially less relevant.

It was remarked that potentially just having a proprietary user-defined type of auxiliary picture (for which signalling is already anticipated) might be a way to enable this.

Some generalization of filter description, such as a filter description SEI message, was a suggested way to handle the downsampling filter. However, it was asked whether transcoders would really want to support a general family of filtering or would only want to implement a specific method – and perhaps just discard all data accompanied by an indication different than their favourite filter.

No specific filter description method was proposed.

Some experiment results relative to simulcast and relative to SHVC were provided. It was asked whether there was a really benefit relative to SHVC. The proponent said it was a matter of prioritization of whether the desire is having good fidelity for the enhanced resolution or good fidelity for the base layer. The prioritization of the layers with SHVC was also noted to be a relevant issue.

The relevance of the data in terms of potential drift relative to the original encoder would also depend on the requantization process (including QP and other aspects). If that process is fully specified to avoid this issue, it would involve output of only one specific bit rate as the output.

Feedback to the original encoder was suggested as a way to perform bit rate control; however, it was remarked that this again ends up having the usefulness of the feature depend on some (potentially undocumented and proprietary) external technology – so it was suggested that simply having the auxiliary picture indicated as a proprietary type of auxiliary picture might suffice.

It was agreed that, pending further input, no action seems (currently) justified to enable this other than defining an auxiliary picture type indicated as "unspecified" (already currently drafted as type codes between 128 and 143, inclusive).

Further study was encouraged. If further study results in new information at some point in the future to resolve the "gaps" in the concept, this could be reconsidered for action.

14.1.97.1.1.1.1.1.287 JCTVC-P0299 Cross-check report of JCTVC-P0065: Guided transcoding using auxiliary pictures [D. Bugdayci, K. Ugur (Nokia)] [late]
14.1.97.1.1.1.1.1.288 JCTVC-P0071 MV-HEVC/SHVC HLS: On auxiliary pictures [B. Choi, Y. Cho, M.W. Park, J.Y. Lee, H. Wey, C. Kim (Samsung)] [late]

Discussed 01-09 p.m. (GJS).

Signalling the auxiliary picture types used for a CVS in VPS extension is proposed for session negotiation and sub-bitstream extraction. 
It was commented that in the current VPS syntax, we have an "aux ID" that corresponds to an auxiliary picture type, and it was suggested that this may be sufficient to provide the intended functionality.

No action was taken on that aspect.

Additionally, for efficient layer-dependency signalling, layer dependency information, direct_dependency_flag[ i ][ j ] and direct_dependency_type[ i ][ j ], are proposed to be signalled by grouping a layer with primary pictures and layers with their associated auxiliary pictures, when they have the same layer dependencies.

It was remarked that the potential bit rate savings for this is minimal (no estimate was provided, but this seemed basically true). It was also commented that it may not be clear that the auxiliary pictures would have the same type of inter-layer dependency characteristics as the non-auxiliary pictures. The proponent suggested to consider the multiview case with depth map auxiliary pictures, wherein each view may be accompanied by a depth map and inter-layer referencing may have the same characteristics – and asserted that this is a common test case used in experiments.

It was noted that the proposal would retain the current type of dependency indication – this would add an additional type of dependency indication as an alternative rather than simplifying the syntax.

In the absence of an understanding that the number of bits saved would be significant, there seemed to be no interest from non-proponents, so no action was taken on this aspect either.

Furthermore, some constraints for slice header parameters of auxiliary pictures were proposed.
Proposed constraint 1:

· When present, the value of the slice segment header syntax elements pic_output_flag, no_output_of_prior_pics_flag, slice_pic_order_cnt_lsb, discardable_flag, cross_layer_bla_flag, poc_reset_flag, shall be the same in all slice segment headers of a primary coded picture and the associated auxiliary coded pictures.

It was remarked that one-way constraints may be more reasonable for some of these – establishing a constraint on the auxiliary as a function of what is happening in the primary.

It was also asked to consider each specific constraint – for each specific syntax element, and think about its reason for being constrained. Each seems to have its own characteristics, and detailed reasoning was not provided in the contribution.

Proposed constraint 2:

· For all slices of auxiliary pictures, slice_sao_luma_flag and slice_sao_chroma_flag shall both be equal to 0; or

· When AuxId[ lId ] is equal to AUX_DEPTH, slice_sao_luma_flag and slice_sao_chroma_flag shall both be equal to 0

It was remarked that if such a constraint is needed, it should be part of a profile constraint and specific to particular auxiliary picture types.

As applied to depth maps, this should be considered a JCT-3V issue.

Proposed constraint 3:

· For all slices of auxiliary pictures, slice_deblocking_filter_disabled_flag shall be equal to 0 

· When AuxId[ lId ] is equal to AUX_DEPTH, slice_deblocking_filter_disabled_flag shall be equal to 0

It was remarked that if such a constraint is needed, it should be part of a profile constraint and specific to particular auxiliary picture types.

As applied to depth maps, this should be considered a JCT-3V issue.
14.1.97.1.1.1.1.1.289 JCTVC-P0092 MV-HEVC/SHVC HLS: Proposal for supporting optional overlays with help of auxiliary pictures [N. Stefanoski, O. Wang, A. Smolic (DRZ), T. Szypulski (ESPN)]

Presented in joint VC+3V session 01-14 (GJS & JRO).

This proposal is based on JCTVC-O0358/ JCT3V-F0057, which proposed to realize a functionality of "optional overlays" with the use of an SEI message and different views of MV-HEVC.
It was suggested that "selectable" might be a better name than "optional" to clarify the intent.

Auxiliary picture types have since become the envisioned method for which the interpretation can be specified by an SEI message. In this document, a revised version of the SEI message presented in JCTVC-O0358/ JCT3V-F0057 is proposed to provide the functionality of "optional overlays" with use of auxiliary pictures instead of views.
The overlay use of three auxiliary pictures per overlay: texture, "label", and alpha.

Can overlays have different size than the accompanying video? Yes.

Additional requirement for buffers? Not significant, as only the overlay that is currently displayed needs to be fully decoded.

Strings are proposed to be sent (using UTF-8) as user-identifiable names for the selectable elements. It was remarked that these should have variable length.

As described, "label id" is a luma value associated with a label and "label offset" defines a tolerance range around the value.

It was remarked that there had been prior parent-level review of the concept without objection.

See also notes on P0135.

At the concept level, it was agreed to plan to support such a capability. Further study was needed to work out details.
14.1.97.1.1.1.1.1.290 JCTVC-P0135 MV-HEVC/SHVC HLS: Auxiliary pictures for multiple overlays [J. Boyce, S. Wenger (Vidyo)]

Presented in joint VC+3V session 01-14 (GJS & JRO).

Changes to the VPS extension and a new SEI message are proposed to support overlay pictures with individually controllable overlay elements using auxiliary pictures, to enable the use case described in contribution JCTVC-O0358 and expand the use case to support multiple overlay pictures. In the VPS, an aux_type syntax element is proposed to be explicitly signalled, rather than inferring the type from the AuxId. Three new aux type values are proposed to represent overlay content, overlay layout, and overlay alpha. An overlay info SEI message is proposed to describe the overlays, by indicating the layer_id values of the various aux type layers, and providing overlay layout mapping parameters.
The segmentation map (here called a "layout", in other proposal called "label") is proposed to be sharable among defined sets with different texture overlay content.

It was noted that, with the current syntax, it is possible to use layer ID to enable sending multiple auxiliary layers with the same Aux type associated with the same primary picture.

Aside from the modified VPS syntax, it was suggested to define specific types rather than using the "unspecified" range of auxiliary type identifiers.

The primary purpose of having some kind of enumerated auxiliary type is to be usable in session negotiation.

It was suggested that it might not be necessary to use three different type codes rather than using one and having other information identify the sub-type of pictures within the overlay scheme.

Currently, we have assigned 16 values to the "unspecified" range.

Interest was expressed in the functionality. There was some question of whether this should be specified using auxiliary pictures in the video bitstream versus at the systems level.

A proponent indicated that defining this information in the video bitstream can simplify usage, e.g., for video editing, and that such schemes are used in product applications.

It was asked what our rules should be for assigning enumeration type codes to auxiliary picture types.

It was planned to raise the topic for parent-level discussion. See section 7.1.

14.1.97.1.1.1.1.1.291 JCTVC-P0207 RExt/MV-HEVC/SHVC: On Auxiliary Alpha Plane Pictures [K. Misra, S. Deshpande, A. Segall (Sharp)]

Discussed 01-09 p.m. (GJS).

This contribution proposes a bitstream constraint that requires alpha plane auxiliary pictures associated with IDR primary pictures to also be IDR pictures. The proposed constraint guarantees that if random access is performed at the primary picture IDR then the corresponding alpha plane auxiliary picture would also be a random access point.

In revision 1 the proposed bitstream constraint language is modified with change marks.

It was remarked that if we add such a constraint, additional details may be desirable – e.g., also saying that if the primary picture is IRAP, the auxiliary must be IRAP.

It was remarked that some constraints that may be applied in all cases would resolve particular cases involving alpha pictures.

It was remarked that we have other cases where we envision having an IDR picture in a base layer and no IRAP in an enhancement layer and therefore do not apply such a constraint (e.g., for layer-wise start-up).

The question is whether the spirit of the intent is to require the alpha to always be decodable along with the primary picture whenever the alpha is present, including for purposes of random access.

It was suggested that this seems like the sort of constraint we might specify if alpha decoding is part of a profile capability, but may not be necessary if alpha decoding capability is not profiled. No action was taken for this reason.
14.1.97.1.1.1.1.1.292 JCTVC-P0122 On chroma auxiliary pictures [K. Ugur, D. Bugdayci, M. M. Hannuksela (Nokia)]

Discussed 01-09 p.m. (GJS).

Presentation was initially deferred for coordination with section 6.5.2.
Discussed 01-16 p.m. (GJS).

In version 3 of the contribution, an alternative of the specification text was proposed, which would specify, through an SEI message, that a pair of auxiliary layers associated with an unspecified AuxId value would carry chroma enhancement pictures.
P0209 proposed a combination of RExt and SHVC for chroma enhancement. It was deferred.

This proposal uses monochrome coding of the auxiliary pictures, which is a capability not enabled in v1 profiles. Alpha and depth raise that same issue.

No objections were raised to the proposal at this time, and the latest "option 2" variant seemed mature.

Discussed 01-17 a.m. (JRO).

An advantage claimed was backward compatibility with 4:2:0 decoding, “simulcasting” the chroma, with an estimated bit rate increase of 15%.

4:2:0 decoding would be normative, while 4:4:4 would not have a normative decoding process.

One expert said that the value is unclear.

Another expert said that external bodies could use this for application standards.

It seemed unclear which application domains would benefit and what are the associated requirements.

The topic was deferred for consideration at the next meeting, with a plan to bring it again to the attention of parent bodies.
6.3.2 Other (5)

14.1.97.1.1.1.1.1.293 JCTVC-P0062 MV-HEVC/SHVC HLS: Redundant pictures for SHVC/MV-HEVC/HEVC [M. Sychev, V. Stepin, V. Anisimovskiy, S. Ikonin (Huawei)]

Discussed 01-09 p.m. (GJS).

This contribution proposes a scheme for coding redundant pictures in SHVC/MV-HEVC (and possibly HEVC v1). The proposal describes syntax and semantics for such redundant pictures (in the enhancement layers) by enabling more than one frame in the same layer to have the same POC, and proposes HRD behaviour when processing a frame with a duplicated POC. This contribution has two proposed schemes for usage of redundant pictures for loss resilience and one for performing inter-layer prediction for redundant pictures.
It was proposed for the redundant pictures to be coded in a different order than the primary coded pictures. It was asked whether a decoder would be expected to wait several picture periods for a redundant picture to arrive and then decode that picture for use as a reference picture for the prediction of other dependent pictures that have arrived in the meantime.

It was noted that the proposal is entirely new as a concept for HEVC, and has arrived at a late stage of the development of the current phase of extensions development.

It was asked whether, assuming we like the proposed functionality, it could be added in a later extension rather than being done within the current phase of work. This seemed possible in principle, so it was suggested that it may be appropriate to prioritize this lower than current in-progress work.

Several variants of the concept were described in the proposal, and some modifications were discussed in its discussion.

It was noted that the lack of redundant pictures in non-Baseline AVC profiles has not previously been broadly identified as a serious problem.

No significant interest was expressed by non-proponents for short-term action on this.

Further study was encouraged, although it seemed unlikely that such a concept could be incorporated within our current phase of active extension developments.
14.1.97.1.1.1.1.1.294 JCTVC-P0118 RExt HLS: Picture referencing across CRA pictures [R. Sjöberg, J. Samuelsson, Y. Wang (Ericsson)]

Discussed 01-10 a.m. (GJS).

This contribution claims that the restriction “When a picture is a leading picture, it shall precede, in decoding order, all trailing pictures that are associated with the same IRAP picture” can hurt compression efficiency, especially for field coding picture structures.

The contribution proposes to use NAL unit type 11 to indicate a new type of picture: the CRA trailing reference (CTR) picture, which may be associated with CRA and BLA pictures. The contribution further proposed that the restriction above is changed to “When a picture is a leading picture, it shall precede, in decoding order, all trailing pictures with nal_unit_type not equal to CTR_NUT that are associated with the same IRAP picture” and that a new restriction is added: “Any CTR picture associated with a CRA or BLA picture shall precede any leading picture associated with the CRA or BLA picture in decoding order”.

The contribution reports a −1.56% average bit-rate difference on the four publicly available test sequences used within the MPEG AHG on study of interlaced coding in HEVC.

Version 2 of this contribution contains source code patches for HM-12.1+RExt-5.0rc1 that are claimed by proponents to enable testing the compression efficiency effect of the restriction.

It was suggested to check whether the HM encoding technique that was integrated into HM 12.1 is actually producing non-conforming bitstreams in regard to having a trailing picture of a CRA picture reference a leading picture (or vice versa). (It was later remarked on 01-14 that there did not seem to be a problem in that regard.)

The contribution proposed a new NUT for a trailing picture that can be used as a reference for trailing pictures, termed a CTR picture. CTR pictures would lie between IRAP and leading pictures in decoding order.

It was remarked that perhaps there should be a constraint such a CRA/BLA can have only one such CTR picture.

It was remarked that one approach for v1 bitstreams would be to, instead of using a CRA picture, to use an all-intra picture with a recovery point SEI message (and code the complementary field as a "trailing picture" of that pseudo-IRAP picture).

It was remarked that, rather than using a different NUT, we could change the constraint specification such that one picture that follows a CRA or BLA in decoding order can be a trailing picture that is followed (in decoding order) by leading picture that use it as a reference picture.

It was remarked that the primary decision is whether there should be such a special functionality in range extensions profiles (esp. 4:2:2) that is not supported in version 1 – particularly for interlace, which is a topic being studied for other future extension work. It was remarked that in 4:2:2 use, GOP structures are typically smaller and bit rates are typically higher – such that the benefit may be smaller.

No action was taken on this. However, if we had thought of this sooner, we probably would have done something different in version 1.

This was further discussed on 01-16.

A 1.5% average gain for interlaced test sequences with field coding was reported for the modification.

It was suggested to add a flag in the RExt SPS extension to allow the behaviour to change (such that one picture that follows a CRA or BLA in decoding order can be a trailing picture that is followed (in decoding order) by leading picture that uses it as a reference picture), and infer the value 0 when not present.

It was noted that using a recovery point SEI message is an alternative approach that does not require a change.

Further study was encouraged for consideration at the next meeting.
14.1.97.1.1.1.1.1.295 JCTVC-P0137 REXT/MV-HEVC/SHVC/3D-HEVC HLS: On indication of decoding process and profile-level-tier combinations [M. M. Hannuksela (Nokia)]

Discussed 01-09 p.m. (GJS).

The contribution proposes the following three aspects. Aspect 3 is proposed only if aspect 1 is adopted.

1. decoding_process_idc is included in the VPS for each layer. It specifies the decoding process (version 1, REXT, MV-HEVC, SHVC, 3D-HEVC) to be used for the layer and the constraints on sps_extension_type_flag[ i ] values for the layer.

2. The use of the profile_tier_level( ) syntax structure for layers sets excluding the base layer is clarified as follows:

a. The independent layer with the smallest nuh_layer_id among independent layers in the layer set is considered to be the base layer in the decoding process except for the slice segment header decoding.

b. When the layer set does not contain layers with AuxId equal to 0, the profile_tier_level( ) syntax structure applies to a CVS in which AuxId for all the layers is considered to be equal to 0.

3. The depth auxiliary picture type (AUX_DEPTH value of AuxId) is removed from MV-HEVC and the DepthFlag scalability dimension is used instead (scalability mask index equal to 0) with decoding_process_idc indicating either the version 1 or MV-HEVC decoding process for depth views.

It is asserted that aspects 1 and 2 provide the following functionality:

· A capability to indicate, e.g. in session negotiation, which profile-level-tier combination and decoding process are used for independent layers and auxiliary picture layers, particularly differentiating between version 1 and REXT decoding processes.

· A capability to indicate which decoding process is used for layers that are not included in any output layer sets, e.g. when the total number of views in the bitstream exceeds profile limits.

Regarding item 3, it was remarked that the coupling of the scalability dimension with coding tools in the current 3D HEVC design seems questionable (e.g., instead there indicators of coding features, subject to profile constraints).

It was suggested that item 3 should be acted upon even if the rest is not.

Potential decision: Use DepthFlag rather than AuxId for depth. If not decided by JCT-3V, this question is deferred to the next meeting.

In our current design, auxiliary pictures may not have a profile that establishes constraints on their content. It was agreed that this is a problem.

It is asserted that it would be essential to be able to provide the functionality of indicating which decoding process (v1, REXT, MV-HEVC, SHVC, 3D-HEVC) is used for each layer for the following functionality:

1. It should be known in session negotiation 

a. Which profile-tier-level combination applies to a set of auxiliary picture layers; and/or 

b. Which decoding process is used for particular auxiliary picture layers 

2. This information lets the receiver to choose whether to receive a particular auxiliary picture layer or which one of the auxiliary picture layers offered as alternatives to choose. For example, a decoder may be able to process auxiliary picture layers decodable with version 1 decoding process only and hence desires not to receive e.g. REXT-coded auxiliary picture layers.

3. In the case of simulcast layers, it should be known in session negotiation which decoding process is used for each independent layer (to let the decoder to decide whether to receive or choose from layers provided as alternatives similarly to above for auxiliary picture layers).

4. If the entire bitstream conforms to no profile and some layers fall outside of any specified output layer sets, decoders may still want to know which decoding process is used for those layers. For example a bitstream may include a greater number of views than allowed in any profile.

The contribution seems to raise some important issues for consideration.
14.1.97.1.1.1.1.1.296 JCTVC-P0187 HEVCv1/MV-HEVC/SHVC HLS: On inference of NoOutputOfPriorPicsFlag [Y.-K. Wang, Y. Chen (Qualcomm)]

Discussed 01-10 a.m. (GJS).

This contribution discusses the inference of NoOutputOfPriorPicsFlag and proposes to take into account the colour format and bit depth for the inference, in addition to spatial resolution.
It was noted that this would be a relaxation of a conformance constraint for version 1.

Decision (BF & corrigendum): Adopt.
6.4 HL syntax in SHVC and 3D extensions (36)

6.4.1 Generic HLS issues (2)

14.1.97.1.1.1.1.1.297 JCTVC-P0043 Version 1/MV-HEVC/SHVC HLS: Access unit boundary detection [M. M. Hannuksela (Nokia)]

Discussed 01-10 a.m. (GJS).

The contribution discusses problems related to access unit boundary detection and contains the following three proposals (one with two alternatives):

1. It is proposed to clarify that the decoders shall use access unit delimiter NAL units with any value of nuh_layer_id in the determination of the start of a new access unit.

2. Regarding the presence of the access unit delimiter NAL unit when there is no base layer picture present, either of the following alternatives is proposed:

a. It is proposed to require the presence of the access unit delimiter NAL unit when there is no base layer picture present in the access unit.

b. It is proposed to allow indication of access unit boundaries by external means. When external means are not in use, it is proposed to require the presence of the access unit delimiter NAL unit when there is no base layer picture present in the access unit.

3. It is proposed to require the presence of first_slice_segment_in_pic_flag as the first syntax element in all VCL NAL units with nuh_layer_id equal to 0.
It is asserted that the access unit (AU) boundary detection has the following problems currently:

1. The current AU boundary specification specifies one coded picture to be an access unit.

It is specified that the first VCL NAL unit of a coded picture after the last VCL NAL unit of the previous coded picture starts a new access unit. The intent in SHVC/MV-HEVC is to allow several coded pictures, each having different values of nuh_layer_id, in the same access unit.

2. The contribution asserted that version 1 decoders must be able to detect boundaries of AUs that do not contain an HEVC base layer picture.

It is allowed to have access units where the base layer picture is not present for example to enable a base layer @ 30 Hz and a spatial or quality enhancement layer @ 60 Hz. 

If there is no NAL unit present that starts a new access unit (e.g. an access unit delimiter) and also if there is no base layer picture present in the access unit (AU), it is asserted that HEVC v1 decoders may consider the following coded enhancement layer pictures as a part of the previous access unit, while SHVC/MV-HEVC decoders are intended to consider them as part of a new access unit. Consequently, it is asserted that the HRD parameters for AU-based CPB operation may become ambiguous and may be interpreted differently by HEVC v1 decoders and SHVC/MV-HEVC decoders.

A similar issue occurs in hybrid codec scalability, when the AVC base layer pictures would either not be present in the HEVC bitstream or would be encapsulated in NAL units that are not interpreted to start a new access unit.

3. It should be clarified whether version 1 decoders shall consider NAL units with nuh_layer_id greater than 0 in the AU boundary determination.

However, in the discussion, it was remarked that non-nested HRD parameters and AU boundary detection for version 1 decoders must consider EL-only AUs to not be separate AUs.

It was remarked that the version 1 text may not be fully clear in that regard, and that this should be clarified.

Decision (BF/Corrigendum): Clarify the text such that decoders conforming to profiles specified in Annex A do not use NAL units with nuh_layer_id > 0 for AU boundary detection and that non-nested HRD parameters describe Annex C operation for this type of AU boundary detection.
14.1.97.1.1.1.1.1.298 JCTVC-P0139 MV-HEVC/SHVC HLS: Header parameter set (HPS) [M. M. Hannuksela, H. Roodaki (Nokia)]

Discussed 01-10 a.m. (GJS).

It is asserted that in JCT-3V common test conditions (without multiple slices per picture), the overhead of enhancement-layer (EL) slice headers is on average about 3.4% when compared to the EL bit rate only for both MV-HEVC and 3D-HEVC and about 1.0 and 1.2% (for MV-HEVC and 3D-HEVC, respectively) when compared to the total bit rate. The motivation of the contribution is to reduce the EL slice header overhead by a header parameter set (HPS) design, which enables the inheritance of slice header syntax elements from the HPS.

HPS was proposed earlier in JCTVC-J0109 for HEVC version 1. The HPS design in this contribution is asserted to be similar to that of JCTVC-J0109 with the addition that repetitive slice header patterns e.g. for an entire IRAP picture period could be included in the HPS and addressed either by slice_pic_order_cnt_lsb values or an indicated index hps_entry_idx in the slice header.

In version 2 of the contribution, illustrative figures were added on the use cases for how the proposed HPS could be used.

The HPS, of course, would only be used by the ELs.

The HPSs could be shared across multiple pictures as well as across multiple slices per picture.

An encoder would be able to choose whether to use an HPS or send an ordinary SH.

The proposed HPS scheme would send not just one set of SH data but a list of them, and the applicable index into the list would be derived either by sending an index in the SH or by using POC LSBs.

No cross-verification was provided.

It seemed too late in the design process for the current projects for considering a change of this magnitude.

JCTVC-P0290 Joint BoG report on High Level Syntax [J. Boyce]

Discussed in JCT-VC plenary Sunday 01-12 a.m. (JRO & GJS).

The suggested plan for publication for ISO/IEC was described as follows:

· Edited DAM or FDAM considered issued in April for RExt and MV-HEVC, but not balloted to enable preparation of new FDIS.

· Edited DAM or FDAM considered issued in July for SHVC, but not balloted.

· FDIS of new edition issued in July with all three amendments integrated, and balloted.

(Consent in July of full text new edition.)

Decision: The BoG recommended, and the JCT-VC, endorsed, the following actions:

· Remove profile_ref_minus1 from the VPS extension, from JCTVC-P0048/JCT3V-G0040
· Move video signal information syntax structure earlier in the VPS VUI, from JCTVC-P0076/JCT3V-G0090
· Not signal the sps_max_num_reorder_pics[], sps_max_latency_increase_plus1[], and sps_max_dec_pic_buffering_minus1[] syntax elements in the SPS when nuh_layer_id > 0, from JCTVC-P0155/JCT3V-G0144.
· Add PPS extension type flags for conditional presence of syntax extensions per extension type, aligned with the SPS extension type flags, from JCTVC-P0166. Further align the SPS extension type flags syntax between RExt and MV-HEVC/SHVC.

· Modification of derivation of variable NumActiveRefLayerPics from JCTVC-P0079/JCT3V-G0092 (confirmed 01-16).
· Require that end of bitstream NAL unit shall have nuh_layer_id equal to 0, from JCTVC-P0130/JCT3V-G0131. Decoders shall allow an end of bitstream NAL unit with nuh_layer_id > 0 to be present, and shall ignore the NAL unit.
· Add constraint restricting pictures marked as discardable from being present in the temporal or inter-layer RPS, from JCTVC-P0130/JCT3V-G0131.
The BoG recommended the following activities take place:

· To further discuss JCTVC-P0110/JCT3V-G0116 in the track to select between two options to enable no default output layer sets (See notes for P0110).

· Further discussion of JCTVC-P0262 in the track – see notes elsewhere

· Side activity was requested to consider modifications to the VPS extension to remove unnecessary syntax elements and change syntax elements to ue(v) coding, consistent with abandoning a design goal of avoiding ue(v) decoding in the VPS extension. This was later resolved in the BoG.

· Side activity was requested to classify VPS extension syntax elements per extension(s), to consider per-extension type syntax, including reordering syntax elements to cluster per extension type. This was later resolved in the BoG.

Decision (Ed.): The BoG recommended, and the JCT-VC endorsed, the following suggestions to the editors:

· Improve or add definitions in the MV-HEVC and SHVC specifications for layer sets, target output layers, output layer sets, and consider adding explanatory notes

· Delegate to the editors aspects raised by the following contributions: JCTVC-P0052, JCTVC-P0078, JCTVC-P0155, JCTVC-P0181, JCTVC-P0130

Further BoG activity was planned.

Further review of BoG status was held 01-16 (GJS).

The BoG also met 13 Jan.

The BoG recommended the following:

· Add a flag in VUI to indicate that all IRAP pictures are IDRs and that all layer pictures in an AU are IDR aligned, from JCTVC-P0068 proposal 1. Decision: Adopted.

· Several minor modifications to the VPS syntax, consistent with eliminating the previous intention to avoid ue(v) parsing in the VPS, as represented in JCTVC-P0306/JCT3V-G0240. Decision: Agreed.

· Several additional questions were suggested to be discussed in the track:

· Is the VPS VUI extension offset necessary? Should there be a mechanism for additional extension of the VPS extension before the VPS VUI? The syntax was provided by Y.-K. Wang in P0307/JCT3V-G0241. Decision: Adopt modification in P0307/JCT3V-G0241.

· Is the VPS extension offset necessary in the VPS? If so, how to address the start code emulation issue raised in JCTVC-P0125? Decision: Keep it as a reserved FFFF value.

The BoG also met 14 Jan.

The BoG recommended the following:

· Add alpha channel information SEI message, from JCTVC-P0123. Decision: Adopt. Constrain the bit depth indicated to be equal to the coded bit depth of the aux picture.

· Add sub-bitstream property SEI message, from JCTVC-P0204/JCT3V-G0165. Decision: Adopt.

· Change alt output layer flag to be signalled within the loop of output layer sets, from JCTVC-P0300-v2/JCT3V-G0238-v2. Decision: Adopt.

The BoG recommended the following:

· Further discussion of JCTVC-P0133/JCT3V-G0134, on recovery point and region refresh information SEI messages. Discussed 01-16 (GJS). Decision: Adopt change to recovery point semantics only (-v3). Further study was requested regarding region refresh information SEI message.

· The HLS BoG requested further work on the text to add further clarification.

· Review of JCTVC-P0261, on pic_struct,which was not reviewed in BoG, since the presenter was unavailable. See notes on subsequent discussion of P0261.

6.4.2 POC alignment and derivation (5)

14.1.97.1.1.1.1.1.299 JCTVC-P0041 MV-HEVC/SHVC HLS: On picture order count [Hendry, A. K. Ramasubramonian, Y.-K. Wang, Y. Chen (Qualcomm), M. Li, P. Wu (ZTE)]

Discussed 01-10 p.m. (GJS).

This contribution proposes a signalling and derivation of picture order count in SHVC and MV-HEVC. It is proposed that POC reset be indicated by a two-bit indication, to fully utilize the fact that there would never be POC LSB reset only. Additionally, a POC LSB is proposed to be signalled in order to provide better error resilience to the POC derivation process and for support of missing-collocated-picture scenarios. Finally, the MSB value of the picture order count is also signalled for CRA pictures.

The main changes compared to the scheme in JCTVC-O0213v4 are as follows:

· In output order conforming decoders, it is proposed to output all earlier pictures in the DPB upon receiving a POC reset picture.

· It is asserted that by doing this, the problem raised at the 2nd POC conference call, for the scheme in JCTVC-O0213v3, about possibility of having erroneous order of output of pictures is addressed.

· Revert the timing of decrement of POC of earlier pictures in the DPB to that of described in v3 of this proposal, that is, POC decrement of earlier pictures in the DPB is done in a layer-specific manner.

· It is asserted that the combination of outputting all earlier picture in the DPB upon receiving a poc reset picture and decrementing POC of earlier pictures in the DPB only of pictures in the same layer as the current layer addresses the problem raised at the 3rd POC conference call, for the scheme in JCTVC-O0213v4, about incorrect POC value decrement in case of down-switching and up-switching and with picture loss.

· Propose to signal POC MSB information in slice header extension when current picture is a CRA or BLA picture.

· The signalled POC MSB information is used for derivation of POC MSB when current picture is a CRA picture with NoRaslOutputFlag equal to 0 for any conditions and derivation of previous POC MSB for pictures when POC reset is applied at CRA picture.

· This provides two benefits:

· The first is to allow correct derivation of POC in some use-cases such as switching down and up, and pseudo-single-loop-decoding where in the base layer only CRA pictures are used for inter-layer prediction and present.

· The second is to allow correct derivation of POC for trick-mode with CRA pictures, including changing from CRA-based trick-mode to normal playback mode or reduced speed-up ratio, e.g., adding TemporalId-zero pictures.

The proposed text changes are included in the attachment of the contribution, relative to JCT3V-F1004v6.

In v2 of JCTVC-P0041/JCT3V-G0031, the document template/header was corrected, without change marks. The spec text changes and other parts remain unchanged as in v1.

In v3 of JCTVC-P0041/JCT3V-G0031, an example is added in section 3, with change marks. The spec text changes and other parts remain unchanged as in v2.

In v4 of JCTVC-P0041/JCT3V-G0031, the following changes were made, and the text changes are included in the attachment, with changes marks in relative to the attachment in v3 of JCTVC-P0041/JCT3V-G0031 (and the old change marks are also kept, with different user names):

· Added a bitstream constraint to disallow a picture that follows a POC-resetting picture in decoding order to precede, in output order, another picture that precedes the POC-resetting picture in decoding order. This would also address the issue raised at the 5th POC conference call regarding output order of RASL pictures of an IRAP picture and the trailing picures preceding the IRAP picture.

· The semantics of the following SEI messages for which some of the semantics depend on POC values, are updated to ensure that the SEI messages work with the resetting based POC design:

· pan-scan rectangle SEI message

· recovery point SEI message

· progressive refinement segment start SEI message

· film grain characteristics SEI message

· tone mapping SEI message

· frame packing SEI message

· display orientation SEI messages

· structure of pictures SEI message

· region refresh SEI message

· Updated to POC derivation of CRA/BLA pictures to always use the signalled POC MSB, as a bug fix to v3 of JCTVC-P0041/JCT3V-G0031.

For identification of a picture in feedback messages, it is suggested that, when operating in the context of an SHVC or MV-HEVC profile, in addition to the POC value, the POC-resetting period ID of the latest decoded picture would also be signalled in a feedback message. The encoder can then uniquely identify the previously encoded picture. Upon reception of a feedback message with a POC value and a POC-resetting period ID, when latest encoded picture is in a different POC-resetting period, it would track back to the signalled POC-resetting period and add back the POC delta value decremented for each new POC-resetting period. No spec text change for this aspect was provided.

In v5 of JCTVC-P0041/JCT3V-G0031, some discussions on the approach proposed in v6 of JCTVC-O0275/JCT3V-F0092 are included in section 4.

In v6 of JCTVC-P0041/JCT3V-G0031, some editorial simplifications to the spec text changes were included.
It was commented that it may be desirable to add a NOTE to describe how to externally track POCs used as picture IDs.

It was commented that it may be desirable to add a NOTE to describe the concept of what poc_reset_idc = = 3 is for.

It was remarked that we should require each non-IRAP picture that has discardable_flag equal to 1 to have NUT value indicating that it is a sub-layer non-reference picture. This was agreed.

Decision: Adopt (with a constraint for discardable_flag as described above).
14.1.97.1.1.1.1.1.300 JCTVC-P0056 MV-HEVC/SHVC HLS: Layer-tree POC [M. M. Hannuksela (Nokia)]

Discussed 01-10 p.m. (GJS).

The contribution includes the following two parts, where part 1 is proposed if part 2 is not adopted.

1. If the POC reset approach is adopted as the basis for multi-layer POC derivation, it is proposed to derive the POC anchor picture from the previous TID0 picture (that is not a RASL picture, a RADL picture or a sub-layer non-reference picture and not with discardable_flag equal to 1) of  the current layer or any of its reference layer. This is asserted to improve loss resilience and reduce bit rate overhead.

2. Layer-tree POC derivation, which is proposed as an alternative to design to the POC reset approach in JCTVC-P0041/JCT3V-G0031.

The contribution is a follow-up of contribution JCTVC-O0275v7/JCT3V-F0092v7.
It was remarked that allowing a POC anchor picture to be from a direct or indirect reference layer may implicitly require cross-layer slice_pic_order_cnt_lsb alignment, which could be a problem in the case where there are two IDR pictures that are consecutive in the base layer and one of them is lost.

It was remarked that having LSB alignment with the proposed modification would be beneficial for saving bits in slice headers by not needing to indicate MSB cycles as often.

It was suggested to consider having a VPS-level flag that indicates whether the alignment applies or not and have the operation depend on that flag.

It was suggest that if we do this, it should allowed for the encoder to also send the POC MSB cycle in EL non-IRAP pictures.

Text was provided in a new contribution P0297, reviewed on 01-14 (GJS).

Decision: Adopt Proposal 1 (with the suggested modifications – with text provided as P0297).
14.1.97.1.1.1.1.1.301 JCTVC-P0067 MV-HEVC/SHEVC HLS: Comments on POC alignment [M. Li, P. Wu, G. Shang, Y. Xie (ZTE)]

Discussed 01-10 a.m. (GJS).

Proposed is a design for signalling and deriving picture order count (POC) in SHVC and MV-HEVC for POC alignment. It is proposed that enhancement layer (EL) slice headers, when nuh_layer_id is greater than 0 and a POC alignment flag is set to 1, the value of the most significant bit (MSB) for POC calculation be explicitly signalled, and the value of least significant bit (LSB) be conveyed by slice_pic_order_cnt_lsb.

The proposed design only introduces additional bits to slice headers of enhancement layer (EL) pictures without changes to the base layer, and makes the POC values for both BL and EL pictures unique and static. The encoder sets the MSB and LSB values in EL slice headers so that the decoded POC value of the EL picture is equal to the POC value of the existing or hypothetically existing base layer (BL) picture in the same access unit (AU), which also facilitates the POC alignment for hybrid scalability cases. Furthermore, as full POC is signalled, this design can also be applied to the pictures, which do not need POC alignment, to improve error resilience performance for cases of possible picture loss.
The POC values of earlier pictures are not changed in this approach. It was commented that this would make POC resets cause RPSs to contain very large POC deltas and mess up POC-based scaling for temporal MV prediction (so the encoder might not want to use temporal MV prediction in such a case).

Output would need to be based on alignment with base-layer POC values. Text for the output determination was not provided. It was remarked that this is similar to output for the scheme in P0056.

It was noted that the encoder could not use a POC value for a current picture if that POC value was already being used for a picture that the encoder wanted to be in its RPS.

No action was taken on this.

14.1.97.1.1.1.1.1.302 JCTVC-P0260 MV-HEVC/SHVC HLS: Additional information on the POC design in JCTVC-P0041/JCT3V-G0031 [A. K. Ramasubramonian, Hendry, Y.-K. Wang (Qualcomm)] [late]

Discussed 01-10 a.m. (GJS).

This contribution provides some additional information on the POC design in JCTVC-P0041/JCT3V-G0031, some of which was compared to the layer tree based POC design in JCTVC-P0056/JCT3V-G0042. Provided information includes 1) an analysis of error resilience compared to the POC design in JCTVC-P0056/JCT3V-G0042, 2) a point regarding using of POC and layer-tree POC in post-processing entities, 3) an analysis of how it works with multi-standard multi-layer coding designs, and 4) a showcase of whether it works with important use cases.
The second aspect of topic 1 was suggested not to be serious, since there is syntax to avoid it.

Topic 2 was questioned as to whether it was really valid.

A showcase and testing plans for the scheme in JCTVC-P0041/JCT3V-G0031 was described. It was reported that most of the described cases had been verified and that the testing may be revealing bugs in the prior SHM software.

Important use cases to be tested/demonstrated:

1. IRAPs are cross-layer aligned

2. Lower layers have more frequent random access points (RAPs) than higher layers

3. Higher layers have more frequent random access points (RAPs) than lower layers

4. Decoding of the entire multi-layer bitstream

5. Decoding of the base layer bitstream by legacy HEVCv1 decoders

6. Layer up-switching

7. Layer down-switching and then up-switching

8. Decoding of sub-bitstreams wherein the base layer contains only CRA pictures

Common encoding configurations

· Frame rate: 30 frames/second

· POC LSB length: 5 bits

Coding structures

· Two layers, random access periods (CRA pictures) for the base layer and the enhancement layer are ABOUT 1 second. Hierarchical B coding structure. Only IRAP pictures in the base layer are used for inter-layer prediction.

· Two layers, random access periods (CRA pictures) for the base layer and the enhancement layer are ABOUT 1 second and 2 seconds, respectively. Hierarchical B coding structure.

· Two layers, random access periods (CRA pictures) for the base layer and the enhancement layer are ABOUT 2 seconds and 1 second, respectively. Hierarchical B coding structure.

· Two layers, random access periods (IDR pictures) for the base layer and the enhancement layer are about 1 second and 2 seconds, respectively. Low-delay coding structure (IPPPP…, or IPBBB…).

· Two layers, random access periods (IDR pictures) for the base layer and the enhancement layer are about 2 seconds and 1 second, respectively. Low-delay coding structure (IPPPP…, or IPBBB…).

Additional suggestions:

· Simulcast CRA

· Simulcast IDR

· Test poc_reset_idc equal to 3 with loss of the preceding picture with poc_reset_idc equal to 1 or 2

For each of the following 21 combinations, the test would show that the decoding result for the decoded pictures, in output order, matches at the encoder and decoder sides.

· 16 combinations of {4, 5, 6, 7} x {B, C, D, E}

· 5 combination of {8}x{A, B, C, D, E}

The proposal JCTVC-P0041/JCT3V-G0031 was reportedly being implemented, including the following aspects:

· Syntax elements and decoding process for POC.

· At a POC resetting picture, all pictures that precede the current access unit in decoding order are output in the increasing order of POC.

· Encoder command line arguments to enable restriction of inter-layer prediction only for those pictures that are in the enhancement layer and that are contained in IRAP access units. This is done to enable test case 8.

· Decoder command line arguments to enable test cases 6, 7, and 8 can be done using the SHM decoder by simply ignoring the pictures that would not be present in the bitstream.

· A patch to HM-12.1-dev (version 1 decoder) is also provided to decode a multi-layer bitstream. The NAL units that have nuh_layer_id greater than 0 are discarded, and a few assert statements are commented that do not apply to a multi-layer bitstream. This is to demonstrate test case 5.

A few bugs in the SHM software were reportedly fixed with appropriately commented guard macros.

The source code and the showcase script were provided in the attachment of this document.

It can reportedly thus be shown that the POC design in JCTVC-P0041/JCT3V-G0031 works with all the important use cases described above.

14.1.97.1.1.1.1.1.303 JCTVC-P0297 MV-HEVC/SHVC HLS: Cross-layer POC anchor picture derivation (follow-up of JCTVC-P0056/JCT3V-G0042) [M. M. Hannuksela (Nokia), Y.-K. Wang (Qualcomm)] [late]
The contribution follows up part 1 of JCTVC-P0056/JCT3V-G0042 (version 2), which proposed a cross-layer POC anchor picture derivation on top of the so-called POC reset approach proposed in JCTVC-P0041/JCT3V-G0031. It was asserted that the specification text of this contribution includes the modifications agreed by JCT-VC (as documented in the JCT-VC meeting notes related to JCTVC-P0056 on 10th January, 2014). See notes above for P0056.
6.4.3 HLS for hybrid scalability (3)
Discussed 01-09 p.m. (GJS).
14.1.97.1.1.1.1.1.304 JCTVC-P0140 MV-HEVC/SHVC HLS: On non-HEVC base layer [M. M. Hannuksela (Nokia)]

The contribution discusses two aligned designs for enabling non-HEVC-coded base layer:

1. The decoded non-HEVC base layer pictures are provided by external means and their DPB related properties (NoOutputOfPriorPicsFlag, PicOutputFlag, PicOrderCntVal, and RPS) are either provided by external means or included in the HEVC bitstream using a specific NAL unit. This design is the same as in JCTVC-O0166/JCT3V-F0060.

2. The decoded non-HEVC base layer pictures are provided by externals means or by including non-HEVC NAL units within specific HEVC NAL units. Similarly to the first option the DPB related properties (NoOutputOfPriorPicsFlag, PicOutputFlag, PicOrderCntVal, and RPS) of non-HEVC pictures are either provided by external means (when the pictures themselves are provided by external) or included in the HEVC NAL units together with the nested non-HEVC NAL units.

As the changes are asserted to be substantial and may require verification by both expert review and software implementation, the contribution was submitted for discussion rather than as a proposal. The contribution follows up on JCTVC-O0166/JCT3V-F0060.

It was asked why we would need RPS information. It was remarked that this is to provide a synchronized output for the base layer pictures as if they were HEVC pictures, and that it may not be needed if a substantial amount of the operation is controlled by external means.

It was asked whether the decoded pictures provided by external means really need to be arriving in the same decoding order as if they were HEVC pictures within the same bitstream.

It was remarked that if decoded pictures are provided by external means, a conformance test bitstream would need to include copies of these decoded pictures (or a way to generate/obtain them).

It was remarked that perhaps we don't need to have anything from the base layer except the availability of the decoded pictures and awareness of their representation format (e.g., width, height, bit depth and colour format, and perhaps field parity information).

No immediate action was requested.

14.1.97.1.1.1.1.1.305 JCTVC-P0184 Support of AVC base layer in SHVC [Y.-K. Wang, J. Chen, Y. Chen, Hendry (Qualcomm)]

This document propose a way for the support of AVC base layer in SHVC that is asserted to be the simplest in terms of the changes needed to the SHVC specification. The two key aspects of the proposed design are: 1) no encapsulation, meaning decoded base layer pictures are provided by external means; and 2) output of base layer pictures, including the synchronization with output of enhancement layer pictures, is controlled by external means. Proposed spec text changes for the design are provided in the attachment of this document, with changes marked in relative to the latest SHVC spec text in JCTVC-O1008v3.
See also notes above on P0140.

Also related to P0203.

14.1.97.1.1.1.1.1.306 JCTVC-P0203 Hybrid codec scalability profile in SHVC [J. Samuelsson, J. Enhorn, R. Sjöberg (Ericsson)]

See also section 3.5.2.

This contribution proposes to include the hybrid codec scalability profile as described in JCTVC-O1012 into the SHVC draft with the following modifications:

1) To remove the option of encapsulating AVC NAL units in HEVC NAL units (and just keep the two options of no encapsulation and encapsulating HEVC NAL units in AVC NAL units).

2) To specify that the base layer must obey all constraints specified for the High profile in the AVC specification.

The contribution asserts that only one encapsulation format is needed and that it is important that the AVC NAL units are unmodified (i.e. no additional header is put in front of the AVC NAL unit header).

See also notes above on P0140.

The contributor indicates that if the AVC is wrapped within HEVC headers, that wrapping would need to be removed in order to feed the base layer to the legacy decoder, and it was asserted that this could especially be a problem if the bitstream is encrypted.

Further study in an AHG along with P0184 was encouraged (and consider the alternative encapsulation approach in O1012 – the other approach provides temporal ID and layer ID, enabling bitstream extraction by a middle box without paying attention to the contents within the NALUs – if the encapsulation was the other way around, prefix NALUs may be needed for the base layer and some way to convey VPS and parsing the embedded HEVC NUHs would be needed for the enhancement layer).

14.1.97.1.1.1.1.1.307 JCTVC-P0183 AHG9: On AVC independent non-base layer indicator [Y. He, Y. Ye (InterDigital)]

This contribution proposes to expand the current avc_base_layer_flag to allow independent non-base layers to be coded in AVC. The proposal is to put a flag in the VPS extension to indicate, for each non-base layer, whether the layer is AVC or HEVC.

It was remarked that although the concept seems to make sense and provide a potentially useful capability if we assume that such a within-the-bitstream muxing is otherwise supported within HEVC syntax. However, it seems premature to conclude that this will be the case. This should be further considered when that higher-level question is answered. The concept was reportedly developed based on just examining potential syntax expression capability rather than a specific use case – further understanding of such use cases would be needed.
6.4.4 High-level syntax and semantics cleanup (26)

6.4.4.1 Video parameter set (14)

14.1.97.1.1.1.1.1.308 JCTVC-P0045 MV-HEVC/SHVC HLS: On layer set definition [T. Ikai, T. Tsukuba, T. Yamamoto (Sharp)]

Discussed 01-10 p.m. (GJS).

This contribution presents a restriction and a flag on layer sets which are asserted to be beneficial to avert troubles caused by lack of clarity. The restriction (proposal 1) is that a layer shall be included in at least one layer set, where profile/level information is defined, to avoid the non-defined bitstream which is unknown for how to decode or how much decoding capability is needed. The flag (proposal 2), named complete_layer_set_flag, is to indicate whether the defined layer set can be extracted into sub-bitstream.

The contribution is asserted to remove an asserted lack of clarity on whether layers should be included in layer sets or layer set can be safely extracted into conforming sub-bitstream.
It was noted that this is related to P0137.

For auxiliary pictures, we don't currently have a concept of what they conform to. We do not send profile/level information in SPSs with nuh_layer_id > 0.

We currently send profile/level for output layer sets.

We current allow auxiliary pictures or non-auxiliary EL pictures to be present that are not in any output layer set.

It was suggested to consider the case where an aux picture layer is in an output layer set and the decoding requirements do not require that layer to be decoded.

A second question in the contribution is whether a layer set can be specified that does not include the base layer. This was discussed in regard to such a layer set that may or may not depend on the base layer.

It was remarked that P0182 is also related.

Regarding the proposal to have a "complete layer set" flag, it was remarked that the flag may not be necessary since dependency information is provided and it can be easily checked whether any layer in the dependency tree is missing.

It was remarked that the bitstream extraction process is already specified in version 1, including for non-base layers, and it requires the base layer to be present.

It was remarked that there should be a way for a version 1 decoder to identify whether the bitstream conforms to version 1 decoding capability, which basically means profile/tier/level values for nuh_layer_id equal to 0 should be seen by a version 1 decoder.

This topic requires further study along with other contributions relating to decoding capabilities specification.
14.1.97.1.1.1.1.1.309 JCTVC-P0046 MV-HEVC/SHVC HLS: Additional layer set [T. Ikai, T. Tsukuba, T. Yamamoto (Sharp)]

See BoG report P0290 and related notes.
14.1.97.1.1.1.1.1.310 JCTVC-P0048 MV-HEVC/SHVC HLS: Syntax clean-up of profile, tier and level information [T. Tsukuba, T. Yamamoto, T. Ikai (Sharp)]

See BoG report P0290 and related notes.
14.1.97.1.1.1.1.1.311 JCTVC-P0052 MV-HEVC/SHVC HLS: VPS extension clean-up [Y. Cho, B. Choi, M. W. Park, J. Y. Lee, H.-C. Wey, C. Kim (Samsung)]

See BoG report P0290 and related notes.
14.1.97.1.1.1.1.1.312 JCTVC-P0070 MV-HEVC/SHVC HLS: On video parameter set extension [B. Choi, Y. Cho, M.W. Park, J.Y. Lee, H. Wey, C. Kim (Samsung)]

See BoG report P0290 and related notes.
14.1.97.1.1.1.1.1.313 JCTVC-P0076 MV-HEVC/SHVC HLS: On VPS extension and VPS VUI [H. Lee, J. W. Kang, J. Lee, J. S. Choi (ETRI)]

See BoG report P0290 and related notes.
14.1.97.1.1.1.1.1.314 JCTVC-P0110 MV-HEVC/SHVC HLS: On default output layer sets [K. Ugur, M. M. Hannuksela (Nokia)]

Initially reviewed in BoG P0290. See BoG report P0290 and related notes.

Discussed in Joint 3V+VC session 01-12 (GJS & JRO).

It is asserted that the default output layer set mechanism in the current SHVC/MV-HEVC design is not suitable for various use cases, such as ROI and view scalability. In addition, for common configurations of SHVC and MV-HEVC, it is asserted that the default output layer set mechanism does not bring any coding efficiency benefit. For these reasons, it is proposed to remove the default output layer set functionality from the SHVC/MV-HEVC design.
Alternatives:

· Remove default_one_output_layer_idc indication, or

· Define a three-state value for default_output_layer_idc (e.g., 0 = default is all layers of a particular layer set, 1 = default is top non-auxiliary layer of a particular layer set, 2 = no default is indicated, 3 = reserved)

Decision: Three-state approach (text in P0295, decoder shall allow 3 to be present and shall treat 3 the same as the value 2).
14.1.97.1.1.1.1.1.315 JCTVC-P0295 MV-HEVC/SHVC HLS: On default target output layer set [Y.-K. Wang (Qualcomm)] [late]
This contribution further discussed along with P0110 Sun 3 p.m. (see notes above under P0110, which reflect that an approach of P0295 was adopted).

14.1.97.1.1.1.1.1.316 JCTVC-P0125 MV-HEVC/SHVC HLS: On VPS extension offset and VPS VUI offset [A.K. Ramasubramonian, Hendry, Y.-K. Wang (Qualcomm)]

See BoG report P0290 and related notes.
14.1.97.1.1.1.1.1.317 JCTVC-P0132 MV-HEVC/SHVC HLS: On alt_output_layer_flag [A. K. Ramasubramonian, Y.-K. Wang, Hendry, Y. Chen (Qualcomm)]

See BoG report P0290 and related notes.
14.1.97.1.1.1.1.1.318 JCTVC-P0136 MV-HEVC/SHVC HLS: Improvements of Video and Picture Parameter Sets [Truong Cong Thang (UoA), Jung Won Kang, Jinho Lee, Hahyun Lee, Jin Soo Choi (ETRI)]

See BoG report P0290 and related notes.
14.1.97.1.1.1.1.1.319 JCTVC-P0157 MV-HEVC/SHVC HLS: On Indications for Inter-layer Prediction [S. Deshpande (Sharp)]

Discussed 01-10 p.m. (GJS).

This document proposes to assign a special (currently disallowed) value to max_tid_il_ref_pics_plus1[ i ][ j ] as an indication that sub-layer non-reference pictures belonging to highest temporal sub-layer in a layer are not used for inter-layer prediction. (It was noted that this would provide a higher-level indication otherwise only available at a lower level using discardable_flag.) All the indications that can be currently signalled using max_tid_il_ref_pics_plus1[ i ][ j ] are maintained. The new indication is proposed to be added to those existing indications by assigning a special value. Specification text changes related to the proposed indication were provided. It was asserted that the proposed indication enables indicating a low complexity decoding property for multi-loop decoding.
In the initial discussions, the idea seemed reasonable if it does not introduce any problems. One participant had some concerns and requested time for offline discussion for clarification. This was later reported on 01-14 to have been resolved satisfactorily.

In additional discussion on 01-14, it was remarked that using a special value of the syntax element might not be the cleanest approach to signal this if we want to signal it, and that the impact on some expressions in the text seemed somewhat intrusive. It was remarked that it would be easy to simplify the editorial impact on the text without technical alteration. Some participants indicated that using a flag might be a cleaner approach.

There was also some questioning of the envisioned use case, which was asserted to be a pre-encoded base layer that was encoded without using temporal IDs.

Considering the questioning of the use case and the ability to later enable a signalling of the same thing in some future-defined SEI message or VUI extension, no action was taken on this. Further study was encouraged.

During discussion on 01-10, it was mentioned that our CTC for HM does not use non-zero temporal IDs, but for the RA case, it could be using them (without changing its referencing structure). It was suggested to change the CTC config files to use non-zero temporal IDs. It was also suggested to provide example config files that follow a more well-nested temporal structuring (at some minor loss in coding efficiency), since such usage has its own benefits and it may be helpful to compare the coding efficiency difference. It was remarked that config files in L0322 may provide such configurations (for an older HM). A. K. Ramasubramonian volunteered to assist in preparing such config files. Decision (SW): Make this change to the RA config file and provide the addition nesting config file in the RS package (assuming it causes no unforseen difficulties).
14.1.97.1.1.1.1.1.320 JCTVC-P0078 MV-HEVC/SHVC HLS: On output_layer_flag [H. Lee, J. W. Kang, J. Lee, J. S. Choi (ETRI)]

See BoG report P0290 and related notes.
14.1.97.1.1.1.1.1.321 JCTVC-P0262 Support for out-of-band signalling in VPS to enable future layer additions [A. Luthra, S. Narasimhan (Arris)]

Discussed 01-16 (GJS).

The current VPS structure in HEVC would require a change to the VPS (in the underlying video stream) to signal layer specific parameters when a new scalable layer is added to pre-compressed SHVC content. 

Even though removal of layers is supported currently (with an SEI message), addition of new layers without a change to the VPS in the underlying video elementary stream is currently not possible. One of the examples of the use case is where lower layer corresponds to 60 fps and higher layer corresponds to 120 fps. Some earlier contributions (JCTVC-N0048, JCTVC-K0206 and ISO/IEC WG 11/N 12956) discussed adding new layers at re-distribution points without a change to the parameters (VPS, SPS, PPS) in the lower layers and advocated for this capability to be included in SHVC specification.

In order to enable this, the contribution proposed to add a flag (VPS external means flag) to the VPS syntax to indicate that parameters (such as profile, level, layer sets) for additional layers are transmitted via external means rather than in the VPS. MPEG-2 transport streams provide the capability to signal these parameters through a ‘descriptor’ associated with the new layer-specific video stream carried in a separate PID. The proposal uses one of the ‘reserved’ bits in the VPS for this flag. Based on the setting of VPS external means flag the layer specific parameters are either signalled in-band in the VPS or are sent through external means. With this addition, it is asserted that the VPS does not have to be altered at re-multiplexing or re-distribution points when a new layer is added.

Suggestion from a participant: Write the standard to say that, when external means is available to convey the VPS or to identify the selected VPS, additional VPSs may be present in the bitstream that apply only to a subset of the NAL units in the bitstream.

It was also suggested to similarly specify SPS behaviour (e.g., in regard to HRD parameters).

Further study was encouraged to determine whether the suggestion would suffice.

14.1.97.1.1.1.1.1.322 JCTVC-P0300 MV-HEVC/SHVC HLS: On alt_output_layer_flag [M. M. Hannuksela (Nokia)] [late]
See BoG report P0290 and related notes.
JCTVC-P0306 MV-HEVC/SHVC HLS: VPS extension with ue(v) coded syntax elements [A. K. Ramasubramonian (Qualcomm)] [late]

See BoG report P0290 and related notes.
JCTVC-P0307 MV-HEVC/SHVC HLS: An extension for separation of non-VUI and VUI data in the VPS [Y.-K. Wang (Qualcomm)] [late]

Submitted in response to discussions in BoG P0290. See notes relating to P0290 for action taken.
6.4.4.2 Sequence and picture parameter sets (2)

14.1.97.1.1.1.1.1.323 JCTVC-P0155 MV-HEVC/SHVC HLS: On Sequence Parameter Set [S. Deshpande (Sharp)]

See BoG report P0290 and related notes.
14.1.97.1.1.1.1.1.324 JCTVC-P0181 MV-HEVC/SHVC HLS: On Picture Parameter Set [Y. He, Y. Ye (InterDigital)]

See BoG report P0290 and related notes.
6.4.4.3 Hypothetical reference decoder (HRD) (4)

14.1.97.1.1.1.1.1.325 JCTVC-P0138 MV-HEVC/SHVC HLS: HRD parameters for bitstreams excluding CL-RAS pictures [M. M. Hannuksela (Nokia)]

Discussed 01-09 p.m. (GJS).

This contribution concerns the CPB, and is the only contribution on that subject.

Cross-layer random access skip (CL-RAS) pictures need not be decoded and hence it is asserted that HRD parameters without CL-RAS pictures would be beneficial. It is proposed to indicate that HRD parameters for a bitstream without CL-RAS pictures and without RASL pictures associated with the first IRAP picture of each layer using a buffering period SEI message included in a scalable nesting SEI message that applies to a layer set. No new syntax is proposed in the contribution.
Cross-layer random access skip (CL-RAS) pictures are pictures that cannot be correctly decoded when the decoding process starts from an IRAP access unit that does not contain IRAP pictures in all layers. CL-RAS pictures are not indicated in the bitstream but they are concluded during the decoding process: a CL-RAS picture is a picture with nuh_layer_id equal to layerId such that LayerInitializedFlag[ layerId ] is equal to 0.

The figure below shows an example how CL-RAS pictures are concluded when the decoding starts from AU x (in which case the CL-RAS pictures are the green pictures marked with "associated with AU x") or from AU z (in which case the CL-RAS pictures are the green pictures marked with "associated with "AU z"). When the decoding process starts from AU x or AU z, the respective CL-RAS pictures (the green pictures marked with "associated with AU x" or "AU z", respectively) can be removed from the bitstream, while the bitstream remains conforming.
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Association of CL-RAS pictures with IRAP access units. AU y does not have any association CL-RAS pictures in this bitstream (copied from JCTVC-O0212/JCT3V-F0072).
The contribution said that the indication of HRD parameters for bitstreams without CL-RAS pictures is the multi-layer equivalent of the indication of HRD parameters for bitstreams without RASL pictures for single-layer bitstreams. The HRD parameters for bitstreams without RASL pictures are indicated in the buffering period SEI message with the cpb_delay_offset, dpb_delay_offset, nal_initial_alt_cpb_removal_delay[ i ], nal_initial_alt_cpb_removal_offset[ i ], vcl_initial_alt_cpb_removal_delay[ i ], and vcl_initial_alt_cpb_removal_offset[ i ] syntax elements. 

In this contribution, it is proposed to indicate that HRD parameters for a bitstream without CL-RAS pictures and without RASL pictures associated with the first IRAP picture of each layer using a buffering period SEI message included in a scalable nesting SEI message that applies to a layer set. The syntax elements cpb_delay_offset, dpb_delay_offset, nal_initial_alt_cpb_removal_delay[ i ], nal_initial_alt_cpb_removal_offset[ i ], vcl_initial_alt_cpb_removal_delay[ i ], and vcl_initial_alt_cpb_removal_offset[ i ] are interpreted for a bitstream that excludes both the CL-RAS picture and the RASL pictures (associated with the initial IRAP pictures of each layer). No new syntax is proposed in the contribution.

The detailed proposal is included as change marks in an accompanying specification text document.

It was remarked that in the v1 syntax, we have a NUT that tells the decoder whether there may be RASL pictures or not, and if not, the "alternative" HRD parameters are used by the decoder. We do not have this indication for CL-RAS pictures. (It was previously proposed for CL-RAS pictures to have a distinct NUT value, but this is not the approach that was adopted.)

A prior proposal suggested to have a (possibly externally-supplied) flag associated with the base layer IRAP picture with NoClrasOutputFlag equal to 1 to indicate whether RASL or CL-RAS pictures can be present or not. This approach would presumably work with the proposal.

The proposal avoided needing extra syntax as had been proposed previously in a similar-concept proposal O0212.

It was remarked that the flag could also be sent as an extension bit in the BP SEI message.

It was also remarked that a similar previously-specified flag called UseAltCpbParamsFlag could perhaps benefit from putting such a flag in the SEI message.

It was remarked that one flag may be sufficient for both purposes.

These can be considered, from the v1 perspective, as a form of "external means".

Offline double-checking was conducted and the contribution was further discussed on 01-14 (GJS).

Decision: Adopt (as revised in updated contribution, with the specification of a flag in the BP SEI message).
14.1.97.1.1.1.1.1.326 JCTVC-P0069 MV-HEVC/SHVC HLS: Decoded picture buffer signalling [B. Choi, Y. Cho, M.W. Park, J.Y. Lee, H. Wey, C. Kim (Samsung)]

Discussed 01-10 a.m. (GJS).

The decoded picture buffer (DPB) size for each output layer set is signalled according to the maximum number of sub-layers of each output layer set. In VPS extension, max_sub_layers_output_layer_set_minus1[ i ] is proposed to indicate the maximum number of sub-layers for the i-th output layer set. When max_sub_layers_output_layer_set_minus1[ i ] is present, syntax elements related to DPB-size (max_vps_dec_pic_buffering_minus1[ i ][ k ][ j ], max_vps_num_reorder_pics[ i ][ j ], max_vps_latency_increase_plus1[ i ][ j ]) are signalled as many as the values of max_sub_layers_output_layer_set_minus1[ i ]. The maximum number of each output layer set can be inferred from other syntax elements, without explicit signalling. 

This first aspect was resolved by the action taken on P0156 proposal 1.
Additionally, it was proposed that the DPB-related syntax elements for sub-layers of each output layer set be moved to the video parameter set VUI instead of being in the current drafted location in the VPS extension. It is asserted that those syntax elements are informative without affecting the normative decoding process. However, it was marked that these syntax elements are used to specify conforming bumping requirements in Annex C, so no action was taken on this aspect.
14.1.97.1.1.1.1.1.327 JCTVC-P0156 MV-HEVC/SHVC HLS: On DPB Parameters in VPS [S. Deshpande (Sharp)]

Discussed 01-10 a.m. (GJS).

Three items:

· Proposal 1 of this document proposes to signal, in the VPS extension, the DPB parameters for an output layer set for sub-DPBs only up to the maximum temporal sub-layers in the corresponding layer set. It is asserted that this modification avoids signalling meaningless parameters for non-existing temporal sub-layers in a layer set.

· Proposal 2a: The derivation of NumSubDpbs[i] is modified to use correct index into the NumLayersInIdList list.
· Proposal 2b: Also inference for output_layer_set_idx_minus1[ i ] for default output layer sets is defined.
· Proposal 3: The output_layer_flag[i][j] is signalled for j equal to 0 to NumLayersInIdList[ lsIdx ] inclusive. It was remarked that we might be able to just assume that the top layer is always output; however, this was not entirely clear (e.g., for auxiliary picture layers), so the safe thing to do may be to also send the flag for this layer.
Decision (cleanup): Adopt (all four aspects).
14.1.97.1.1.1.1.1.328 JCTVC-P0192 MV-HEVC/SHVC HLS: On decoded picture buffer management [Y.-K. Wang, A. K. Ramasubramonian, Y. Chen (Qualcomm)]

Discussed 01-10 a.m. (GJS).

At the JCT-VC#15 and JCT-3V#6 meetings in Geneva, the group agreed to specify a separate DPB capacity for each layer without sharing of DPB capacity across layers. This document proposes either to allow for DPB capacity sharing across layers to utilize the process for DPB memory optimization, or to remove the reference marking processes in subclause F.8.1.4 per discardable_flag and in subclause F.8.1.4.1 per VPS layer dependency signalling for specification clean-up.
Alternative #1 in the contribution is a proposal to establish DPB capacity sharing across layers that have the same spatial resolution, bit depths, and colour format. It is asserted that sharing can be specified without very much added text or complication.

Regarding alternative #2 in the contribution, unless some kind of cross-layer sharing/constraint is specified this is essentially editorial clean-up – the current text is not actually broken, but includes a description of two unnecessary processes (one based on discardable_flag and one based on layer-dependency signalling in the VPS).

The contribution also includes some suggested editorial clean-ups.

Decision (Ed.): Editorial aspects delegated to the editors for consideration.

It was noted that P0142 is related, as it advocates a cross-layer constraint on memory usage.

It was remarked that we should probably have a separate DPB for a non-HEVC base layer.

At the previous meeting, it was said that "it seems that the cases where there would be an advantage of sharing the capacity across layers may be sufficiently rare to not be worth worrying about".

However, it seemed desirable for the properties of bitstream characteristics description of the capacity needed for an output layer set to be describing the actual needs of that output layer set. If each capacity is considered entirely separate for each layer, the syntax would have an unnecessarily higher value than what is actually needed to decode that output layer set.

It was suggested for the syntax to describe both properties of the bitstream and for the bumping process to pay attention to both types of properties. Then, for profile/level specification purposes, we can choose which type of constraints to apply, which can be a limit on shared capacity, a limit on per-layer capacity, or both.

Further discussion was held on 01-14 after text was prepared for that approach.

The possibility for the representation format (picture size, bit depth, chroma format) to change within a layer (at the SPS level). Ways to deal with this were discussed:

· Establish sub-DPBs based on the representation format indicated at the VPS level. This approach was preferred.

· Re-assign the sub-DPBs when there is a change (which did not seem desirable).

It was discussed how a profile/level specification could express constraints. It seemed that this might or might not affect the desired syntax.

It was suggested that the expressed shared capacity limit would need to be less than or equal to the sum of the individual capacity limits.

Decision: Adopt as modified. Further study is encouraged on profile/level constraint selections.
6.4.4.4 Miscellaneous HLS topics (6)

14.1.97.1.1.1.1.1.329 JCTVC-P0047 MV-HEVC/SHVC HLS: On sub-bitstream extraction [T. Tsukuba, T. Yamamoto, T. Ikai (Sharp)]

See BoG report P0290 and related notes.
14.1.97.1.1.1.1.1.330 JCTVC-P0068 MV-HEVC/SHVC HLS: On parameter improvements [B. Choi, Y. Cho, M.W. Park, J.Y. Lee, H. Wey, C. Kim (Samsung)]

See BoG report P0290 and related notes.
14.1.97.1.1.1.1.1.331 JCTVC-P0079 MV-HEVC/SHVC HLS: comments on MV-HEVC WD 6 and SHVC WD 4 [H. Lee, J. W. Kang, J. Lee, J. S. Choi (ETRI)]

See BoG report P0290 and related notes.
14.1.97.1.1.1.1.1.332 JCTVC-P0130 MV-HEVC/SHVC HLS: Miscellaneous HLS topics [A. K. Ramasubramonian, Hendry, Y.-K. Wang, Y. Chen, V. Seregin (Qualcomm)]

See BoG report P0290 and related notes.
14.1.97.1.1.1.1.1.333 JCTVC-P0141 MV-HEVC/SHVC HLS: On temporal enhancement layers [M. M. Hannuksela (Nokia)] [late]

Discussed 01-10 p.m. (GJS).

This contribution asserts that "diagonal" inter-layer prediction would be useful when an SHVC-coded temporal enhancement layer is provided for an AVC base layer or when an enhancement layer provides a temporal enhancement, possibly along with spatial or quality enhancement, relative to the base layer, where the picture rate ratio is non-dyadic, e.g. 24 Hz base layer and 50 Hz enhancement layer.

When no conventional inter-layer prediction from the same access unit is used, it is proposed to enable the use of other pictures from a direct reference layer as a reference for prediction as follows:

1. An additional short-term RPS syntax structure can be included in the slice segment header for a direct reference layer. The additional short-term RPS syntax structure specifies the pictures from the direct reference layer that are included in the initial reference picture list(s) of the current picture, but causes no change on the marking of the pictures.

2. The decoding process for reference picture lists construction is modified to include reference pictures from the additional short-term RPS syntax structure for the current picture.

It was remarked that redundant pictures might also be another use case for diagonal referencing.

The proposal could avoid cases where an encoder would otherwise generate a picture as a picture with all-skipped CTUs only to shift the temporal location of a BL picture to enable its referencing. It would also enable multiple-reference-picture use with BL reference pictures.

It was noted that there is a case where an unnecessary flag sent in the proposed syntax. Another problem in the syntax was identified in regard to conditioning of a syntax element presence.

The contribution also envisions using non-zero MVs to reference BL pictures, which is not currently allowed for SHVC use. It was suggested that non-zero motion should be prohibited when the cross-layer reference involves upsampling.

It was also noted that our HRD partitioning cannot partition based on temporal sub-layers.

It was suggested that we should reconsider the scalability type identifiers of Table F-1 if we enable the use of layers for temporal scalability. It was also remarked that a "pure SNR" scalability type could be constructed by prohibiting diagonal referencing as a sequence-level property, and the associated syntax could be skipped in that case. However, it was questioned whether such a constrained usage case would really be necessary (i.e., it may be desirable to just allow an SNR enhancement layer to reference multiple reference layer pictures in different AUs).

For spatial scalability, it is already specified that only picture can be referenced with upsampling (to avoid unnecessary upsampling processes), and this constraint seems desirable.

This was further discussed on 01-16 after offline study to consider the issues identified above.

The specification text of version 2 of the contribution responds to the comments expressed in the first JCT-VC review on 10th January, 2014. The following changes were implemented in the proposed specification text:

1. A gating flag in SPS multilayer extension specifies if diagonal inter-layer prediction is enabled in the slice header level.

2. Diagonal inter-layer prediction can be used even if normal inter-layer prediction is used. (In version 1 of the contribution, it was specified that if normal inter-layer prediction is used, diagonal prediction is not used.)

3. Motion vectors are constrained to be 0 when diagonal inter-layer prediction from a reference layer causing upsampling is used.

4. Definitions were updated and it was checked that the terms inter-layer reference picture, aligned inter-layer reference picture and diagonal inter-layer reference picture are used appropriately throughout the text.

An open issue is whether the number of diagonal prediction reference layers is limited to 1 or whether diagonal prediction is allowed from any number of direct reference layers. The specification text presents the former option, and also includes editor's notes commenting how to allow a number of diagonal prediction reference layers greater than 1.

In version 1, the specification text changes were presented on top of the MV-HEVC draft text. Bullet 3 above requires the specification text changes in version 2 of the contribution to be presented on top of the SHVC draft text.
It was suggested to consider establishing syntax that can allow any number of diagonally referenced layers, with a limitation being expressed as a profile/level constraint.

Other options were discussed:

· Signal a skipped picture in the lower layer to create something to reference

· Signal a skipped picture in the upper layer to create something to reference

· High-level syntax to identify what pictures to reference when a reference is apparently to a picture that does not exist

· High-level syntax to cause generation of skipped pictures in the upper layer when the target layer has no picture in an access unit.

It was noted that without some modification, when using an AVC base layer, biprediction from the lower layer (e.g. for SNR scalability or view scalability) would not be possible.

Further study was encouraged.
14.1.97.1.1.1.1.1.334 JCTVC-P0182 MV-HEVC/SHVC HLS: On Sub-bitstream extraction and re-writing process [Y. He, Y. Ye (InterDigital)]

Discussed 01-10 p.m. (GJS).

This contribution proposes parameter set syntax signalling modifications and constraints intended to simplify the sub-bitstream extraction and bitstream rewriting process.
It includes the ability to extract a non-base layer that would be converted to a v1-compatible base layer. This process would involve some modification of the data as well as extraction of it.

It was proposed that each independent non-base layer must be included in a layer set that includes only that layer.

It was also proposed to establish some constraints such that the PSs must be structured in a manner that can be converted easily to a layer with layer ID equal to 0.

It was remarked that the "Option 1" approach in section 4 seemed simpler and more straightforward than the "Option 2".

It was noted that in MVC there is an informative description of how to rewrite a non-base view tree as a base view tree.

The impact of scalable nesting SEI messages was discussed.

It was remarked that this probably could not work for auxiliary pictures that do not conform to the Main profile and accompany a base layer that does conform to the Main profile, because a Main profile decoder would likely reject a bitstream that has an SPS with a layer ID equal to 0 that has an unrecognized profile_idc. It was remarked that having some exception for this case might fix that.

It was agreed that the functionality is desirable, but it was suggested not for it to be a required property of all independent non-base layers – e.g., in regard to having extra SPSs and PPSs with zero-valued layer IDs. Instead it was suggested to be able to signal when the properties would apply that would enable the simple rewrite.

It was suggested that all that would be needed is an indication that a particular independent non-base layer has SPSs and PPSs that obey the constraints, and to add some informative text to describe the rewriting process.

The contribution did not consider the ability to specify a rewriting process that would extract / rewrite entire layer trees – only individual independent layers, but it did provide some syntax for layer tree property descriptions as a proposed VUI syntax called "layer set info".

It was suggested to check the processes related to sub-bitstream extraction to consider extraction of a bitstream subset that doesn't include the base layer.

Further discussed 01-16 (GJS).
Based on the track discussion, an proposed indicator was added in a revision of the contribution to enable the re-writing process, and an additional informative sub-bitstream extraction process was described.
Concern was expressed regarding the idea of defining a sub-bitstream extraction process that could produce a bitstream that does not contain a base layer. In MVC, a rewriting process was defined.

It was agreed that the constraints proposed would not guarantee that the extracted subset could easily be converted to a conforming bitstream by a well-defined process. However, it was asserted that the constraints should make it easier.

"base_layer_parameter_set_compatibility_flag" was suggested as an alternative flag name.

Decision: Define the flag (in VPS VUI) with the proposed semantics, without specifying an associated extraction process. Editors to select the position in the VPS VUI.
6.5 SEI and VUI (13)
See also section 6.3.1 (auxiliary pictures).

Also note the parent-body planning outcome for SEI / VUI / auxiliary picture methodology as discussed in section 7.1.
6.5.1 Motion and prediction constrained SEI messages (2)

14.1.97.1.1.1.1.1.335 JCTVC-P0051 HLS: Extensions to Temporal Motion-constrained tile sets SEI message [S. Hattori, O. Nakagami (Sony)]

Discussed 01-12 p.m. (GJS & JRO).

This contribution proposes an extension to a temporal motion-constrained tile sets SEI message to indicate the level information for a decoder to decode each defined motion-constrained tile set. The proposal provides flexibility for HEVC tile structure to be applied for various applications such as in interactive UHDTV application, dynamic high-quality zoom-in application and interactive on-demand e-learning etc. The idea was proposed in JCTVC-N0117 and JCTVC-O0063. The functionality of indicating the level information for each motion-constrained tile set was agreed to be useful with proposal in JCTVC-N0117 and JCTVC-O0063. This contribution further clarifies the specification text on the definitions of bit rate level constraints for motion-constrained tile sets.
The SEI message is intended for single-layer bitstreams.

For an associated level indicator, the proposal constrains the size of the bounding rectangle that includes the entire MCTS and counts the bits only for the tiles in the MCTS (which may not be rectangular).

A suggestion in the discussion was to instead require that any MCTS that has an indicated level value must contain only one tile rectangle.

As proposed, the proposal would require, when a level_idc is indicated for some MCTS, it would need to be indicated for all MCTSs in the SEI message (and, as a consequence, all MCTSs in the SEI message would need to be rectangular). An alternative would be to send a flag for each MCTS to indicate whether it has an associated level or not, or to define a particular value of level_idc (e.g., 0) as an indication that a level is not identified.

It was discussed whether we would need to specify this in terms of a bitstream rewriting process. A complete specification for this might not be necessary.

It was remarked that it may be desirable to have a way to deal with the lack of a high tier for some levels. Adding a tier flag was suggested.

In regard to bit rate, the constraint for the level indicator would be for the VCL NAL units of the MCTS.

VBR would need to be assumed for the HRD, with the maximum allowed bit rate for that level and the maximum allowed CPB capacity for the indicated level. Initial CPB removal delay the same as in the overall bitstream. Other aspects (DPB removal delays, CPB removal delays, etc.) as in the containing bitstream.

It was remarked that a constraint would be needed to establish that the set of slices that contain the tiles in the MCTS cannot contain any other tiles (or CTUs), so that the MCTS is constructed from whole NAL units (when a level indication is provided).

Simplifications:

· have a presence flag for each level_idc

· have a tier flag for each level_idc

· only one tile rectangle for each level_idc

Decision: Adopted.

(Some further editorial work may be needed to clarify the conformance to the indicated level.)
14.1.97.1.1.1.1.1.336 JCTVC-P0172 HLS: Extension to temporal motion constrained tile sets SEI message for no display [C. Auyeung, A. Tabatabai (Sony), J. Boyce (Vidyo)]

Discussed 01-12 p.m. (GJS & JRO).

This contribution proposes to extend the temporal motion constrained tile sets SEI message in JCTVC-O1005 to signal that the coding tree blocks outside a region of interest should not be displayed. With this modification, it is asserted that the temporal motion constrained tile sets SEI message can be used by an encoder for tiled streaming to signal explicitly to the decoder that the decoder need only to display the regions of interest. A side benefit is that an encoder may choose to replace the tiles outside the regions of interest by low bit rate content to reduce channel bandwidth for tiled streaming.

The v2 version of the document adds two more syntax options (D and E), in which the tile set display indication is separated from the tile set construction.

The idea is to rewrite a bitstream, with the same picture size, but with some regions replaced and indicated not to be displayed.

It was remarked that we should keep in mind that tiles are required to be pretty big (e.g., 256 horizontally).

Several variations were described in the proposal.

· no display outside the listed tile sets

· display or not display recommended per tile set

· one tile set identified to be displayed

Decision: Adopt one displayed_set_flag flag per tile set after mcts_id[ i ] in loop, gated by a presence flag outside of loop. When the gating flag is 1, area outside the listed MCTSs indicated not to be recommended for display when the listed areas are displayed. Text was provided in revision of P0051.
6.5.2 Frame packing SEI messages (3)

14.1.97.1.1.1.1.1.337 JCTVC-P0174 On bit allocation of 4:2:0 compatible coding of 4:4:4 video via frame packing arrangement SEI message [K. Minoo, D. Baylon (ARRIS)]

This document presents bit-allocation strategies for three methods discussed in JCTVC-O0198 and its related prior contributions. This document also discusses potential concerns for each of the three methods. 

JCTVC-O0198 presents test results for coding of 4:4:4 sequences using a main and an independent auxiliary 4:2:0 sequence. In O0198 the quantization parameter is kept the same for all colour components of the main and the auxiliary sequences, for both “direct packing” method and the “band-separation” method.

In JCTVC-O0249, authors have studied the “direct-packing” method of O0198 and shown that the objective quality (measured by PSNR) of the final Chroma samples in the 4:4:4 domain is much lower than the corresponding values of the reference 4:4:4 coded stream. To improve the quality of Chroma in the final 4:4:4 domain, O0249 uses a delta QP of −12 (minus twelve) for all 4:4:4 Chroma samples, relative to the Luma samples of the main 4:2:0 sequence. This means that the Chroma samples of the main 4:2:0 sequence are quantized by a QP value which is 12 units smaller than that of the Luma QP for the 4:2:0 sequence and all colour components (Luma and Chroma) of the auxiliary sequence use the same QP which is again 12 units smaller than the QP value of the main Luma sequence. The new results brings the quality of the frame-packed Chroma much closer to the reference 4:4:4 coded sequence and reports a much worse performance (in terms of BDR) compared to what is reported in O0198. 

It seems both methods in O0198 and O0249 do not consider the problems that a bad bit-allocation strategy (influenced by a suboptimal QP selection) can impose on their results. 

In this contribution an attempt is made to set some guidelines for bit-allocation and QP selection for compression of main and auxiliary colour components of different methods related to O0198. 

Some further comments from discussion:

· One observation is that the QP difference of 12 is not optimum for each of the schemes, and also sequence dependent.

· The direct anti-alias scheme was observed to produce some artifacts at the top-left pixel of each 4-pixel group. This may also relate to the selection of the alpha/beta/gamma weighting factors
14.1.97.1.1.1.1.1.338 JCTVC-P0216 Additional content interpretation type and experiments for frame packing arrangement SEI message for 4:4:4 content in 4:2:0 bitstreams [S. Reddy, S. Kanumuri, Y. Wu, S. Sadhwani, G. J. Sullivan, H. S. Malvar (Microsoft)]

This contribution proposes the use of a frame packing arrangement SEI message to represent 4:4:4 content in nominally 4:2:0 bitstreams. This contribution is an update of the prior contributions JCTVC-K0240, JCTVC-L0316, JCTVC-M0281, JCTVC-N0270 and JCTVC-O0198 that provides new experimental results for the SC and RExt test sets and QP ranges. A content interpretation type that uses “lifting-based band separation” (to remove rounding error effects, with clipping to eliminate the bit-depth expansion) is also discussed and evaluated. The lifting-based concept was mentioned in prior contributions but had not previously been well tested. It is reported that the additional results indicate a coding-efficiency benefit for the lifting-based scheme over both the ordinary “band-separation” and “direct” frame-packing modes. It is suggested that the additional content interpretation type should be supported as well as the others.

For any of the interpretation types using the proposed frame packing approach, it is reported that one constituent frame (e.g. in a top-bottom packing or alternating-frame coding scheme) can be decoded compatibly as an ordinary 4:2:0 image, or can be supplemented with the data from another constituent frame to form a complete 4:4:4 image representation. It is proposed to include support for the additional scheme into the frame packing arrangement SEI message (or a similar new SEI message) in both AVC and HEVC, to facilitate deployment of systems using this method. Relative to native 4:4:4 encoding, the proposed scheme has the advantage of compatibility with the ordinary 4:2:0 decoding process. 

This feature of conveying 4:4:4 through conventional 4:2:0 decoders is the main motivation for this proposal, to enable more widespread deployment of 4:4:4 content usage by avoiding the need for decoders to support a different decoding process for it. It is reported that the attached software (now updated with 10 bit capability) is capable of handling the frame-packing and frame-unpacking processes and can be used in conjunction with any 4:2:0 codec.

Three approaches:

· direct packing with/without anti alias

· band separation

· lifting (new) to avoid rounding error, but in rare cases requires clipping

Results compared to RExt are plotting chroma PSNR over the total rate – the question was raised whether the luma rates are identical.

Results seemed difficult to interpret in terms of BD rate/SNR, some non-overlapping in the SNR values (in linear RD range)

Direct packing without anti alias can cause visual problems at lower rates, but has lossless capability.

Band separation schemes are more efficient; lifting could have lossless capability except for clipping.

Operations for filtering (anti alias, band separation, lifting) based on Haar kernels, with relatively low complexity.

14.1.97.1.1.1.1.1.339 JCTVC-P0121 On frame packing arrangement SEI message for 4:4:4 content in 4:2:0 bitstreams [K. Ugur, D. Bugdayci, M. M. Hannuksela (Nokia)]

This contribution provides a comparison between coding of 4:4:4 content in 4:2:0 bitstreams using the frame packing arrangement SEI message described in JCTVC-O0198 and single layer coding of 4:4:4 content under common test conditions for range extension and screen content sequences. We also provide results to show how much bit rate is saved compared to simulcast coding to understand the scalability performance of the method. We tested both band separation and direct frame packing methods. Additional results on different QP assignment are also provided.

When run with the same QP for luma/chroma (e.g. 32/32), chroma PSNR is significantly worse in frame packing than with RExt.

When run with different QP for luma/chroma (e.g. 32/20), chroma PSNR is more comparable.

The actual penalty compared to single layer is difficult to answer.
An alternative scheme to allow handling of 4:4:4 with version 1 would be operating 3 monochrome decoders, but that would not allow to decode 4:2:0 as a subset.

Another alternative proposed earlier would be operating 2 monochrome auxiliary channels for the full-res chroma components additionally to the 4:2:0, and skipping decoding of the subsampled components.

The latter scheme has approx. 15% higher bit rate than RExt, and the frame packing scheme is asserted to be even (much?) worse.

The advantage of the frame packing scheme would be that it can use version 1 decoders.

If however three 4:2:0 streams are used where only one of them has the subsampled chroma, and the remaining two carry the full res chroma in the “4” component, this would allow using version 1 decoders without auxiliary pictures, and should be the point of comparison against the FP scheme.

Further study would be required on this.

Parent bodies were asked in the joint meeting Wednesday whether the functionality of decoding 4:4:4 content with v1 decoders is relevant. See joint meeting notes in section 7.1.
6.5.3 Colour-related SEI and VUI (3)
The type of contributions in this area was summarized as:

· P0050 has a source dynamic range warping ("knee") function and luminance of reference display

· P0084 has source type identification, and gamut description of mastering display

· P0126 has a colour gamut mapping function to map to a specific gamut

14.1.97.1.1.1.1.1.340 JCTVC-P0050 HLS: SEI message for Knee Function Information [S. Hattori, O. Nakagami, T. Suzuki (Sony)]

Presented 01-14 (GJS).

This contribution proposes a new SEI message to signal knee function information to enable display devices to process decompression or compression of colour samples of the decoded pictures to customize the picture for a particular display environment. The idea was initially proposed in JCTVC-O0064. This contribution made two modifications to the proposal in JCTVC-O0064. 1) The syntax and semantics are enhanced to provide enable flexibility to the characteristics of knee function parameters. 2) Two options on how to integrate the proposed syntax and semantics as SEI messages are provided. The first option is to define a new SEI message dedicated for the knee function information. The second option is to extend the existing tone mapping information SEI message to define knee function information as another model of mapping function.
It was noted, per parent-body guidance, that a new SEI message would be more appropriate than extending the prior tone mapping SEI message. Otherwise, this could be identified as another tone mapping SEI message model.

Some editorial concern was expressed regarding use of "compression" term.

It was asked whether the (0, 0) and (1, 1) points are implied and do not need to be sent or are actually sent. The proposed semantics already included a constraint to prohibit sending these values, so they are implicit.

Several participants expressed support for the proposal and indicated that they had studied it and understood its use. It was planned to adopt this (as a new SEI message), pending confirmation of no concerns at the parent-body level. Decision: Adopted (after parent-level confirmation).

14.1.97.1.1.1.1.1.341 JCTVC-P0084 Indication of SMPTE 2084, 2085 and carriage of 2086 metadata in HEVC [C. Fogg (Harmonic), J. Helman (Movielabs)]

Presented 01-14 (GJS).

This is partly a VUI proposal and partly an SEI message proposal. The proponent indicated that this is related to P0050.

The contribution proposes text changes in the HEVC specification to support metadata indicators for three SMPTE standards and the direct coding of XYZ. In Annex E, video usability information (VUI) changes are proposed for: (1) indication of SMPTE ST 428-1 ("CIE XYZ in Digital Cinema") with a new colour_primaries Table E-3 entry; (2) indication of SMPTE ST 2084 ("Electro-Optical Transfer Function for High Dynamic Range Reference Displays") with a new transfer_characteristcs Table E-4 entry; and (3) indication of direct XYZ (YZX in planar order) with a new matrix_coeffs Table E-5 entry. In Annex D, a new SEI message was proposed for carriage of SMPTE ST 2086 ("Mastering Display Colour Volume Metadata for High Luminance and Wide Colour Gamut Images") metadata. Support for all four metadata are independent of each other.
In discussion, it was clarified that intent is for the bit depth should be constrained to greater than or equal to 10 and the bit depth variable use should be defined as with other values and that the full range flag should be constrained to be equal to 0 and the chroma format should be constrained to 4:4:4 and the luma and chroma bit depths should be equal with the proposed definition.

The SEI message is proposed to have persistence in output order (and likely to have, but not necessarily to have whole-CVS scope).

It was remarked by the SMPTE liaison representative that the referenced SMPTE standards are either already fully approved or expected to have final approval in SMPTE prior to the timing of ISO/IEC FDAM and ITU-T Consent, depending on the particular standard in question, and that they are intended for such a compressed-bitstream usage (among other uses). The representative also indicated that a more formal liaison communication could be expected by the next meeting.

It was remarked that this topic is related to work ongoing at the parent-body level. Aside from that, no significant issues were identified. Decision: Adopted (after parent-level discussion). This action is taken under the assumption that the corresponding standards in SMPTE will have final approval prior to final approval in ITU-T/ISO/IEC.
14.1.97.1.1.1.1.1.342 JCTVC-P0126 SEI message for Colour Mapping Information [P. Andrivon, P. Bordes, E. François (Technicolor)]

Presented 01-14 (GJS).

This contribution discusses colour mapping in regard to colour space transition relating to upcoming HDTV and UHDTV services deployment. Additionally, it is claimed that colour mapping metadata helps preserve the artistic intent of the content producer while maintaining differentiation between display manufacturers.

Some concerns had previously been expressed on the complexity of a 3D LUT model. A simplified colour mapping model based on 1D LUT and 3x3 matrix was proposed in order to alleviate processing complexity and to leverage CE devices computational resources.

The proponent asserted that current-generation display devices have appropriate built-in capability to use such information.

The proposal is asserted to be similar in concept (and in syntax and semantics) to the current tone mapping SEI message type 3 but extended to support one LUT per channel instead of just one LUT that applies to all three channels, and a matrix is also proposed for cross-component transformation. At the decoder side, the LUT would applied first, followed by the matrix (in the opposite order ordinarily used, e.g. for YUV to RGB to linear conversion).

It was remarked that persistence aspects would need to be studied for this and the other colour-related proposed SEI messages. The proponent said that the persistence is similar to the tone mapping information SEI message.

Some editorial concerns were expressed about the proposed text.

Some additional study was requested by some participants, although there was some support for the proposal (at least in concept). No particular problems were identified with the proposal.

Further study was encouraged.
6.5.4 Other SEI and VUI (7)

14.1.97.1.1.1.1.1.343 JCTVC-P0081 Comments on chroma_resampling_filter_hint SEI [C. Fogg (Harmonic)]

This contribution suggests a few clarifications on chroma_filter_hint SEI semantics that is intended for indicating chroma subsampling filters in cascaded encoding within studio exchange: 1) the intended precision of the operation; 2) intended use of the SEI. It was also requested to consider whether the syntax should have the ability to signal an explicit phase offset for the chroma channels so that MPEG-1 and JPEG-style horizontal chroma subsample siting can be unambiguously conveyed. It was also recommended to carry over what is asserted to be a key note from the SMPTE RP.2050 spec. into the chroma_filter_hint SEI semantics section clarifying that "... there is no benefit to using the filter sets defined in this document in an application when the output is not re-encoded." It was suggested to also be useful to add an a note that the SEI is not intended to support device-independent output chroma resampling should JCT wish to inform readers of the possibility that decoders are unlikely to implement a programmable chroma resampling engine, especially in the light that display processors may combine the chroma 4:2:0 upsampling step with other scaling, and that HDMI 2.0 et al that are now capable of passing through 4:2:0 from the HEVC decoded picture buffers directly to an external display processor.
(The phase offset issue may be adequately addressed by the VUI chroma siting indicator per Annex E.)

Decision: Intended primarily as editorial input; delegated to the editors for consideration.
14.1.97.1.1.1.1.1.344 JCTVC-P0120 AHG9: Display hint SEI message for ROI layers [K. Ugur, M. M. Hannuksela (Nokia)] [late]

See BoG report P0290 and related notes.
14.1.97.1.1.1.1.1.345 JCTVC-P0123 RExt HLS (AHG5 and 9): SEI message for alpha channel information [M. Naccari, M. Mrak (BBC)]

See BoG report P0290 and related notes.
14.1.97.1.1.1.1.1.346 JCTVC-P0131 MV-HEVC/SHVC HLS: Layer up-switching information SEI message [A.K. Ramasubramonian, Hendry, Y.-K. Wang (Qualcomm)]

See BoG report P0290 and related notes.
14.1.97.1.1.1.1.1.347 JCTVC-P0133 MV-HEVC/SHVC HLS: On recovery point and region refresh SEI messages [Hendry, Y.-K. Wang, A. K. Ramasubramonian (Qualcomm)]

See BoG report P0290 and related notes.
14.1.97.1.1.1.1.1.348 JCTVC-P0204 MV-HEVC/SHVC HLS: Sub-bitstream property SEI message [Y. Chen, Y.-K. Wang, A. K. Ramasubramonian, Hendry (Qualcomm)]

See BoG report P0290 and related notes.

14.1.97.1.1.1.1.1.349 JCTVC-P0261 Extension of the pic_struct element in HEVC [A. Tourapis, D. Singer, K. Kolarov, S. Saunders (Apple)] [late]

Discussed 01-16 (GJS).

In this contribution, an extension of the pic_struct element that is present in the picture timing SEI message of HEVC is proposed. This extension is asserted to enable carriage of interlaced video material using a "progressive-like" carriage mechanism that does not require any other coding tool modifications in the specification.
The proponent indicated that they were proposing this to help fulfil the needs of others rather than as something they planned to use themselves.

It was noted that this is related to P0083. It was suggested that, if adopted, we should consider whether it should be done as a new SEI message rather than as use of reserved type codes. Some interest was expressed. Further study was encouraged.
6.6 Non-normative: Encoder optimization, decoder speed improvement and cleanup, post filtering, loss concealment, rate control (1)

14.1.97.1.1.1.1.1.350 JCTVC-P0059 Unifying HM and RExt Inter-Prediction Search [K. Sharman, N. Saunders, J. Gamei (Sony)]

See BoG report P0288 and related notes.
Further study was suggested to reduce losses in SCC cases.

7 Plenary Discussions and BoG Reports

7.1 Project development

The VCEG and MPEG parent bodies held joint meetings with JCT-VC at 1600–1800 Monday, 1630–1800 Wednesday, and 1400–1500 Thursday.

Topics discussed in the joint discussion particularly included the following:

· Liaison letter from SG 16 to WG 11 (WG 11 input document m31807)

· 4:4:4 8b and 4:4:4 generally

· Screen content coding CfP

· FPA versioning

· extended gamut / high dynamic range

· interlaced source content

· medical applications

· general

· RExt profiles

· SEI / VUI / uses of auxiliary pictures development methodology

· SHVC with non-HEVC base layer (so-called "hybrid" scalability)

· SHVC with an interlaced-scan base layer

· SHVC colour gamut and bit depth scalability

· Field/frame issues in regard to scalability (for either AVC or HEVC base layers)

· Frame packing SEI messages – with a versioning scheme agreed to be a reasonable approach (see additional information regarding SEI message development below)

· New Call for Proposals on Screen Content Coding – issued jointly; technical work to be done in JCT-VC.

· HEVC version 1 errata

· CPB removal delay

· Electro-optical transfer characteristics – esp. for BT.2020 (for which liaison input verified that there was a problem in the way this was specified)

· MinCR for high tier of Main and Main 10 profiles
· Desire for high visibility and rapid processing of corrections

· Plan to merge errata into Amd.1
· 3D-HEVC status (outside the scope of JCT-VC, moved forward for standardization)

· Interlaced single-layer coding (esp. in re technical changes specifically for that) – study work ongoing in WG 11 parent body with preparation of draft Requirements and possible Call for Proposals

· Extended colour-gamut / high dynamic range video coding – study work is ongoing in parent bodies

· Colour-related SEI (for which there was no objection to JCT-VC proceeding with consideration of proposals such as those discussed in section 6.5.3)

· Overlay auxiliary pictures (type code, carriage)

· Discussion 01-16: Rule for Aux pic type code: Five unaffiliated proponents and interop needed and achieved

· Whether functionality of decoding 4:4:4 content with v1 decoders is relevant
· Discussion 01-16: Not currently of interest

· Depth view packing SEI message

· Deferred to the next meeting

· MFC with depth (similar approach to MVC+D, only texture uses MFC, proposal JCT3V-G0115)

· Deferred to further study

· It was noted that there is a problem with the coding efficiency of the lossless coding of 16 b 4:4:4 in the design as of 2013-11.
In regard to issuing a Call for Proposals for Screen Content Coding, it was agreed that the parent bodies would issue this call jointly (as VCEG-AW90 and WG 11 N 14175, drafted based on joint meeting and joint BoG discussions during the meeting). An agreed timeline was established such that the deadline for submission of documents, bitstreams and executables would be 17 March. The parent bodies planned to charter the JCT-VC to begin the subsequent technical development work at the March/April meeting, upon review of the submitted proposals.

It was agreed to plan (and to call attention to the plan) to rapidly integrate the RExt, SHVC, and MV-HEVC extensions into a new edition of the complete HEVC standard upon completion of the development of these three texts rather than proceeding with publication of these texts as separate amendments.

In regard to defect corrections for HEVC, it was agreed to call attention to the potential need to reduce the MinCR (minimum compression ratio) value in the High tier to 4 for levels 5.0 and higher to address problems encountered during implementation (see notes on JCTVC-P0044). It is important to determine whether the existing constraint can be modified or it may be necessary to define a new higher tier than the current High tier.

In consultation with the parent bodies, it was agreed to establish the following approach for consistency and coordination of the development of supplemental enhancement information (SEI) messsages and similar syntax features not affecting the normative decoding process:

1) New messages may be added by consensus agreement;

2) Proposed codepoint values within such messages are to be accepted subject to rules defined when a new codepoint type is defined;

3) Such rules will include editorial quality and shall apply to the first specified codepoint values as well as to any later-proposed ones;

4) An established such rule may later be agreed to be relaxed but not to be made more restrictive;

5) Extensions of capability are to be established by creating new messages rather than modifying previously standardized messages.

In regard to hybrid codec scalability, it was planned to establish some profile for this, but the design was considered insufficiently mature for current specification. Further work in an AHG was planned to work out details. Regarding encapsulation – further study was planned and no action was taken. A candidate approach is the three-spec approach, which is essentially equivalent to establishing a system-level approach – e.g., the third spec would be a system mux spec that could specify the combination of the base layer with the enhancement layer in a manner that could be equivalent to forming an encapsulated bitstream if desirable. In regard to HEVC, the base layer would not be specified (for now) – just that a system supplies base layer picture arrays to reference by an enhancement-layer specification. An enhancement-only specification would be prohibited from having an ordinary HEVC base layer inside the same bitstream – formatted as an HEVC base layer (using base layer NUTs).

In regard to SHVC using an interlaced base layer (e.g. with sequence-level adaptation as in HEVC v1) – it seemed that no special awareness may be needed within the decoding process, and it was agreed to work on having high-level signalling to be incorporated in a manner that would be capable of indicating phase position alignments suitable for field-to-frame enhancement – but not specifically only useful for this purpose.

Regarding 4:4:4 profiles of RExt, the view of SG16 was expressed in m31807 and currently remains that the range extensions should specify a 4:4:4 8 bit profile. SG16 is operating under the presumption that the 4:4:4 profiles generally should be designed to perform as well as is feasible on the full variety of content expected to be encountered in 4:4:4 applications, which specifically includes "screen" and "mixed-source" content – provided that the complexity of supporting this capability is reasonable. SG 16 had not identified any elements of the current draft design as needing to be disabled in this profile on that basis. After joint discussion, the following plans were established:

· Decision: Regarding 8 b 4:4:4 profile, the output draft output will say this is TBD, and not include such a profile definition.

· Decision: Add 16 b 4:4:4 all-intra profile with 3 tiers
· Wait until March/April to decide on what is in 4:4:4 profiles. The contention is primarily regarding intra block copy.
· Decision: The output draft will identify all (6) identified features (transform skip rotation, transform skip context, intra block copy, implicit and explicit RDPCM, intra smoothing disabling, and large block-size transform skip) as TBD in the new profile, and whatever it said before for other 4:4:4 profiles
A summary of voting results on the SHVC ballot on ISO/IEC 23008-2:201X/PDAM 3 was received by WG 11 in its input document m32217 from the SC 29 secretariat. Japan requested that known issue(s) such as the Defect Report on 23008-2:201X should be fixed. The U.S. provided 23 comments. Comment responses were issued in WG 11 output document N 14229 consistent with outcomes recorded herein.

Decision: Regarding colour gamut / bit depth scalability – it was agreed for there to be such a profile specified in the output draft, with a maximum of 10 bit support with the bit depth of the enhancement layer required to be greater than or equal to the bit depth of the base layer when the enhancement layer is dependent on the base layer.
7.2 BoGs

14.1.97.1.1.1.1.1.351 JCTVC-P0288 BoG report on Range Extensions [C. Rosewarne, K. Sharman]
See section 6.1.1.
14.1.97.1.1.1.1.1.352 JCTVC-P0298 BoG report on Palette mode [C. Rosewarne]

See section 6.1.6.

14.1.97.1.1.1.1.1.353 JCTVC-P0292 BoG Report on Colour Gamut Scalability (CGS) [A. Duenas]

See section 6.2.2.

JCTVC-P0290 Joint BoG report on High Level Syntax [J. Boyce]

See section 6.4.1.
JCTVC-P0302 BoG report on performance analysis and demos [J. Samuelsson]

See section 3.4.1.

14.1.97.1.1.1.1.1.354 JCTVC-P0312 BoG report on phase adjustment in SHVC re-sampling process [E. Alshina]

See section 6.2.5.
8 Project planning

8.1 WD drafting and software

The following agreement was established: the editorial team has the discretion to not integrate recorded adoptions for which the available text is grossly inadequate (and cannot be fixed with a reasonable degree of effort), if such a situation hypothetically arises. In such an event, the text would record the intent expressed by the committee without including a full integration of the available inadequate text.
8.2 Plans for improved efficiency and contribution consideration

The group considered it important to have the full design of proposals documented to enable proper study.

Adoptions need to be based on properly drafted working draft text (on normative elements) and HM encoder algorithm descriptions – relative to the existing drafts. Proposal contributions should also provide a software implementation (or at least such software should be made available for study and testing by other participants at the meeting, and software must be made available to cross-checkers in CEs).

Suggestions for future meetings included the following generally-supported principles:

· No review of normative contributions without WD text

· HM text strongly encouraged for non-normative contributions

· Early upload deadline to enable substantial study prior to the meeting

· Using a clock timer to ensure efficient proposal presentations (5 min) and discussions

The document upload deadline for the next meeting was planned to be the Monday of the week preceding the meeting (17 Mar.).

As general guidance, it was suggested to avoid usage of company names in document titles, software modules etc., and not to describe a technology by using a company name. Also, core experiment responsibility descriptions should name individuals, not companies. AHG reports and CE descriptions/summaries are considered to be the contributions of individuals, not companies.

8.3 General issues for CEs and TEs

Group coordinated experiments were planned. These can, in general fall into two categories:

· "Core experiments" (CEs) are the experiments for which there is a draft design and associated test model software that have been established.

· "Tool experiments" (TEs) are the coordinated experiments on coding tools at a more preliminary stage of work than those of "core experiments".

A preliminary description of each experiment is to be approved at the meeting at which the experiment plan is established. Regardless of preliminary CE plans established earlier in a meeting, such plans are not considered binding on final CE plans as reviewed in the closing plenary.
It is possible to define sub-experiments within particular CEs and TEs, for example designated as CEX.a, CEX.b, etc., for a CEX, where X is the basic CE number.

As a general rule, it was agreed that each CE should be run under the same testing conditions using one software codebase, which should be based on the HM software codebase. An experiment is not to be established as a CE unless there is access given to the participants in (any part of) the CE to the software used to perform the experiments.

The general agreed common conditions for single-layer coding efficiency experiments were as described in the prior output document JCTVC-L1100.

A deadline of three weeks after the meeting has been generally established for organizations to express their interest in participating in a CE to the CE coordinators and for finalization of the CE descriptions by the CE coordinator with the assistance and consensus of the CE participants. However, at this meeting, it appeared that two weeks would be adequate for this purpose.
Any change in the scope of what technology will be tested in a CE, beyond what is recorded in the meeting notes, requires discussion on the general JCT-VC reflector.

As a general rule, all CEs are expected to include software available to all participants of the CE, with software to be provided within two (calendar) weeks after the release of the relevant software basis (e.g. SHM, HM, or HM+RExt). Exceptions must be justified, discussed on the general JCT-VC reflector, and recorded in the abstract of the summary report.

Final CE descriptions shall clearly describe specific tests to be performed, not describe vague activities. Activities of a less specific nature are delegated to Ad Hoc Groups rather than designated as CEs.

The CE plan should be final at the same time as the corresponding software.

Experiment descriptions should be written in a way such that it is understood as a JCT-VC output document (written from an objective "third party perspective", not a company proponent perspective – e.g. not referring to methods as "improved", "optimized" etc., in the manner that might be expected from a proponent perspective). The experiment descriptions should generally not express opinions or suggest conclusions – rather, they should just describe what technology will be tested, how it will be tested, who will participate, etc. Responsibilities for contributions to CE work should identify individuals in addition to company names.

CE descriptions should not contain excessively verbose descriptions of a technology (at least not unless the technology is not adequately documented elsewhere). Instead, the CE descriptions should refer to the relevant proposal contributions for any necessary further detail. However, the complete detail of what technology will be tested must be available – either in the CE description itself or in referenced documents that are also available in the JCT-VC document archive.

Those who proposed technology in the respective context (by this or the previous meeting) can propose a CE or CE sub-experiment. Harmonizations of multiple such proposals and minor refinements of proposed technology may also be considered. Other subjects would not be designated as CEs.

Any technology must have at least one cross-check partner to establish a CE – a single proponent is not enough. It is highly desirable have more than just one proponent and one cross-checker.

It is strongly recommended to plan resources carefully and not waste time on establishing CEs for technology that may have little or no apparent benefit – it is also within the responsibility of the CE coordinator to take care of this.

A summary report written by the coordinator (with the assistance of the participants) is expected to be provided to the subsequent meeting. The review of the status of the work on the CE at the meeting is expected to rely heavily on the summary report, so it is important for that report to be well-prepared, thorough, and objective.

A non-final CE plan document for each planned CE was reviewed and given tentative approval during the meeting (with guidance expressed to suggest modifications to be made in a subsequent revision).

The CE description for each planned CE is described in an associated output document. Final CE plans are recorded as revisions of these documents.

It must be understood that the JCT-VC is not obligated to consider the test methodology or outcome of a CE as being adequate. Good results from a CE do not impose an obligation on the group to accept the result (e.g., if the expert judgment of the group is that further data is needed or that the test methodology was flawed).

Some agreements relating to CE activities were established as follows:

· Only qualified JCT-VC members can participate in a CE.

· Participation in a CE is possible without a commitment of submitting an input document to the next meeting.

· All software, results, documents produced in the CE should be announced and made available to all CE participants in a timely manner.

· If combinations of proposals are intended to be tested in a CE, the precise description shall be available with the final CE description; otherwise it cannot be claimed to be part of the CE.

8.4 Alternative procedure for handling complicated feature adoptions

The following alternative procedure had been approved at a preceding meeting as a method that may be applied for evaluation of more complicated feature proposals:

1. Run CE + provide software + text, then, if successful,

2. Adopt into HM, including refinements of software and text (both normative & non-normative); then, if successful,

3. Adopt into WD and common conditions.

Of course, we have the freedom (e.g. for simple things) to skip step 2.

8.5 Common Conditions for HEVC Coding Experiments

No particular needs for changes were noted w.r.t. prior CTC.

8.6 Software development

The software coordinator had already started integrating changes on top of the prior HM software, and proponents of adopted proposals are required to integrate their changes into the latest version, in coordination with the software coordinator, and test in this environment. All tools were planned to again be thoroughly tested after integration.

Any adopted proposals where software is not delivered by the scheduled date will be rejected.

The planned timeline for software releases was established as follows:

· HM 13.0 should be available within 1 week of the end of the meeting

· SHM 5.0, based on HM 13.0, should be available within 2 weeks after the meeting.

· HM 13.0+RExt 6.0 should be available within 1 week after HM 13.0 availability.
· HM 14.0 should be available by 21 March (just before the next meeting – this item being not so urgent since no major needs had been identified).
8.7 Subjective verification test plan

See section 3.4.2.
9 Establishment of ad hoc groups

The ad hoc groups established to progress work on particular subject areas until the next meeting are described in the table below. The discussion list for all of these ad hoc groups will be the main JCT-VC reflector (jct-vc@lists.rwth-aachen.de).

	Title and Email Reflector
	Chairs
	Mtg

	JCT-VC project management (AHG1)

(jct-vc@lists.rwth-aachen.de)

· Coordinate overall JCT-VC interim efforts.

· Report on project status to JCT-VC reflector.

· Provide report to next meeting on project coordination status.
	G. J. Sullivan, J.-R. Ohm (co‑chairs)
	N

	HEVC test model editing and errata reporting (AHG2)

(jct-vc@lists.rwth-aachen.de)

· Produce and finalize JCTVC-P1002 HEVC Test Model 14 (HM 14) Encoder Description.

· Collect reports of errata for HEVC version 1 text specification.

· Gather and address comments for refinement of these documents.

· Coordinate with AHG3 on software development and HM software technical evaluation to address issues relating to mismatches between software and text.
	B. Bross, K. McCann (co‑chairs), W.-J. Han, I. K. Kim, J.‑R. Ohm, K. Sugimoto, G. J. Sullivan, Y.‑K. Wang, (vice‑chairs)
	N

	HEVC HM software development and software technical evaluation (AHG3)

(jct-vc@lists.rwth-aachen.de)

· Coordinate development of the HM software and its distribution.

· Produce documentation of software usage for distribution with the software.

· Prepare and deliver HM 14.0 software version (by 2014-03-21) and the reference configuration encodings according to JCTVC-L1100 common conditions.

· Prepare and deliver additional "dot" version software releases and software branches as appropriate.

· Suggest configuration files for additional testing of tools.

· Coordinate with AHG2 on HEVC test model editing and errata reporting to identify any mismatches between software and text.
	F. Bossen (chair),
D. Flynn, K. Sühring (vice‑chairs)
	N

	HEVC conformance test development (AHG4)

(jct-vc@lists.rwth-aachen.de)

· Study the requirements of HEVC conformance testing to ensure interoperability.

· Discuss the work plan needed to develop HEVC conformance testing.

· Study potential testing methodology to fulfil the requirements of HEVC conformance testing.

· Establish and coordinate bitstream exchange activities for HEVC.

· Identify needs for HEVC conformance bitstreams with particular characteristics.

· Collect, distribute, and maintain bitstream exchange database and draft HEVC conformance bitstream test set.
· Discuss the preparation of conformance for ongoing amendments.
	T. Suzuki, W. Wan (co‑chairs)
	N

	HEVC range extensions development (AHG5)

(jct-vc@lists.rwth-aachen.de)

· Study aspects of the technical design and develop software relating to the support of non-4:2:0 chroma formats, bit depths beyond 8 bits, and auxiliary/alpha channel coding, in coordination with AHG7 and AHG18.

· Update HEVC Range extensions test model 6 encoder description (P1013), in coordination with AHG6.

· Discuss and propose test conditions and test material in coordination with AHG16 for the development of the range extensions.
	M. Naccari, C. Rosewarne (co‑chairs)
	N

	Range extensions draft text (AHG6)

(jct-vc@lists.rwth-aachen.de)

· Produce and finalize JCTVC-P1005 HEVC RExt draft text.

· Gather and address comments for refinement of the text.

· Coordinate with AHG7 on range extensions software development to address any identified issues regarding text and software relationship.
	J. Sole (primary), D. Flynn, M. Naccari, C. Rosewarne, K. Sharman, G. Sullivan, T. Suzuki
	N

	Range extensions software development (AHG7)

(jct-vc@lists.rwth-aachen.de)

· Coordinate development of the HM RExt software and its distribution

· Prepare and deliver HM 13.0-RExt-6.0 software version and the reference configuration encodings according to JCTVC-P1006.

· Prepare and deliver additional "dot" version software releases and software branches as appropriate.

· Perform analysis and reconfirmation checks of the behaviour of the draft design, and report the results of such analysis.

· Suggest configuration files for additional testing of tools.

· Coordinate with AHG6 on range extensions draft text to address any identified issues regarding text and software relationship.
	D. Flynn, K. Sharman (co‑chairs)
	N

	Screen content coding (AHG8)

(jct-vc@lists.rwth-aachen.de)

· Study (lossy and lossless) coding tools and performance of HEVC and its range extensions on screen content.

· Evaluate and identify test material appropriate for testing screen content coding performance, in coordination with AHG16.
· Make recommendations for test conditions for screen content coding.

· Coordinate for finalization of the test conditions for CEs relating to lossless and screen content coding.
	H. Yu (chair), R. Cohen, A. Duenas, D.-K. Kwon, T. Lin, J. Xu (vice‑chairs)
	N

	High-level syntax for HEVC extensions (AHG9)

(jct-vc@lists.rwth-aachen.de)

· Identify opportunities for common approaches for multi-view and scalable high-level extensions of HEVC.

· Study NAL unit header, video parameter set, sequence parameter set, picture parameter set, and slice header syntax designs.

· Study SEI messages and VUI syntax designs needed for HEVC extensions.
· Study mechanisms to indicate decoding capabilities/requirements for auxiliary picture layers

· Investigate mechanisms for picture referencing across CRA pictures

· Study and compare mechanisms for enabling temporal enhancement layers and diagonal inter-layer prediction

· Study the operation of the Hypothetical Reference Decoder for multi-layer operation.

· Assist in software development and text drafting for the high-level syntax in the HEVC extensions designs.

· Coordinate efforts with JCT-3V AHG7 on high-level syntax issues in relation to 3D extensions.
	M. M. Hannuksela (chair), J. Boyce, Y. Chen, S. Deshpande, J. Samuelsson, Y.‑K. Wang, P. Wu (vice‑chairs)
	N

	Palette-based coding (AHG10)

(jct-vc@lists.rwth-aachen.de)

· Discuss software packages to be used to study palette mode coding;

· Identify problems and study improvements on palette prediction, escape value coding, index and run-length coding;

· Investigate other improvements of palette coding;

· Study encoder-only optimization methods.
	W. Pu (chair), X. Guo, P. Lai, P. Onno (vice‑chairs)
	N

	SHVC text editing (AHG11)

(jct-vc@lists.rwth-aachen.de)

· Produce and finalize JCTVC-P1007 SHVC Test Model 5 (SHM 5) text.

· Produce and finalize JCTVC-P1008 SHVC text specification Draft 5.

· Gather and address comments for corrections and editorial improvements of these documents.

· Coordinate with AHG12 on SHVC software development to address issues relating to mismatches between software and text.
	J. Chen (chair), J. Boyce, M. M. Hannuksela, G. J. Sullivan, Y.‑K. Wang, Y. Ye (vice‑chairs)
	N

	SHVC software development (AHG12)

(jct-vc@lists.rwth-aachen.de)

· Prepare SHM 5.0 software (based on HM 13) for experimentation.

· Provide software to CEs within two weeks after the meeting.

· Generate anchors and templates based on common test conditions.

· Discuss and identify additional issues related to SHVC software.
	V. Seregin, Y. He, (co‑chairs)
	N

	SHVC inter-layer filtering (AHG13)

(jct-vc@lists.rwth-aachen.de)

· Study alternative upsampling and downsampling filters for spatial scalability.

· Study phase adjustments for use in resampling processing.

· Study re-sampling process modification related to extracting regions of interest.

· Discuss and identify additional issues related to inter-layer filtering.
	E. Alshina (chair), J. Chen, P. Topiwala, T. Yamamoto, Y. Ye (vice‑chairs)
	N

	Colour gamut and bit depth scalability (AHG14)

(jct-vc@lists.rwth-aachen.de)

· Study methods for colour gamut and bit depth scalable coding.

· Study the interaction of colour gamut scalability with bit-depth and spatial scalability.

· Identify test sequences and test conditions, in coordination with AHG16.

· Study the complexity of various methods for colour gamut scalable coding.
· Discuss and identify additional issues related to colour gamut scalability.
	P. Andrivon, A. Duenas, (co‑chairs), E. Alshina, S. Deshpande, X. Li, K. Ugur, Y. Ye (vice‑chairs)
	N

	Hybrid codec scalability (AHG15)

(jct-vc@lists.rwth-aachen.de)

· Coordinate with AHG12 on software development and software support for AVC base layer.

· Study and identify the interface specification needed for establishing the base layer picture arrays and associated properties for referencing by scalable enhancement layers.

· Study the previously identified designs under consideration for hybrid codec scalability text in JCTVC-O1012.

· Study profile and level specification methods for hybrid codec scalability.
· Hold teleconference discussions (pre-announced on the JCT-VC reflector with at least 7 days' notice) to facilitate the work of the AHG.
	G. J. Sullivan (chair)
	Tel.

	Test sequence material (AHG16)

(jct-vc@lists.rwth-aachen.de)

· Maintain the video sequence test material database for HEVC development.

· Identify, collect, and make available a variety of video sequence test material.

· Study coding performance and characteristics in relation to video test materials.

· Identify and recommend appropriate test materials and corresponding test conditions for use in development of HEVC and its extensions.

· Coordinate with the activities in AHG5 on range extensions development, AHG8 on screen content coding, and AHG14 on colour gamut scalability, AHG18 on high bit rate and high bit depth operation.
	T. Suzuki, R. Cohen (co‑chairs), T. K. Tan, S. Wenger (vice‑chairs)
	N

	Adaptive motion precision (AHG17)

(jct-vc@lists.rwth-aachen.de)

· Study possible approaches to the use of adaptive control of motion vector precision.
· Consider non-normative approaches and encoder optimization aspects relating to evaluation of adaptive motion precision.
· Analyze the coding efficiency and complexity implications of such techniques.
· Coordinate with RCE on adaptive motion precision.
	J. Xu, , X. Li (co-chairs)
	N

	High bit-rate & bit-depth operating points (AHG18)

(jct-vc@lists.rwth-aachen.de)

· Study the accuracy needed for internal processing elements to support bit depths up to 16-bits per sample.

· Study relationship to lossless coding capability.

· Verify rate-distortion optimization behaviour for high bit rates and high bit depths.

· Study entropy coding operation and throughput at high bit rates and high bit depths and potential needs for associated design modification, particularly including consideration of worst-case conditions.

· Identify test sequences (in coordination with AHG16) and test conditions for testing high bit rate and high bit depth coding behaviour.

· Prepare software implementation for technical investigation of new features intended for high bit rates and high bit depths.

· Study coding performance at high bit-rate and high bit depth operating points and investigate the benefit over existing standards.
	K. Sharman (chair), R. Joshi, H.-Y. Kim (vice‑chairs)
	N

	Verification test preparation and testing (AHG19)

(jct-vc@lists.rwth-aachen.de)

· Generate and collect candidate HEVC and AVC encoded bitstreams for HEVC verification testing.
· Identify and coordinate arrangements toward the preparation of test sites for subjective testing.
· Perform the subjective testing as described in JCTVC-P1011.
· Analyze the test results and begin drafting of the report of the subjective testing.
	T. K. Tan, V. Baroncini (co‑chairs), M. Karczewicz, M. Mrak, W. Wan, J. Wen (vice‑chairs)
	N


10 Output documents

The following documents were agreed to be produced or endorsed as outputs of the meeting. Names recorded below indicate those responsible for document production.

14.1.97.1.1.1.1.1.355 JCTVC-P1000 Meeting Report of 16th JCT-VC Meeting [G. J. Sullivan, J.-R. Ohm] [2014-03-14] (near next meeting)

14.1.97.1.1.1.1.1.356 Remains valid – not re-issued: JCTVC-H1001 HEVC software guidelines [K. Sühring, D. Flynn, F. Bossen, (software coordinators)]

(Remains valid, although from a prior meeting.)

14.1.97.1.1.1.1.1.357 JCTVC-P1002 High Efficiency Video Coding (HEVC) Test Model 14 (HM 14) Encoder Description [K. McCann (primary), B. Bross, W.-J. Han, I. K. Kim, K. Sugimoto, G. J. Sullivan] (WG 11 N 14231) [2014-03-14]

14.1.97.1.1.1.1.1.358 JCTVC-P1003 High Efficiency Video Coding (HEVC) Defect Report Draft 3 [Y.-K. Wang, G. J. Sullivan, B. Bross] (WG 11 N 14225) [2014-01-31]

14.1.97.1.1.1.1.1.359 JCTVC-P1004 HEVC Conformance Draft 6 [T. Suzuki, W. Wan, G. J. Sullivan] (WG 11 N 14242 Preliminary draft of ISO/IEC FDIS) [2014-02-14]
14.1.97.1.1.1.1.1.360 JCTVC-P1005 HEVC Range Extensions Draft Text 6 [D. Flynn, M. Naccari, K. Sharman, C. Rosewarne, J. Sole, G. Sullivan, T. Suzuki] (WG 11 N 14228, Preliminary draft of ISO/IEC FDAM1) [2014-02-28]
14.1.97.1.1.1.1.1.361 JCTVC-P1006 Common test conditions and software reference configurations for HEVC range extensions [D. Flynn, C. Rosewarne, K. Sharman] [2014-01-31]

14.1.97.1.1.1.1.1.362 JCTVC-P1007 SHVC Test Model 5 (SHM 5) [J. Chen, J. Boyce, Y. Ye, M. M. Hannuksela] (WG 11 N 14233) [2014-02-28]

14.1.97.1.1.1.1.1.363 JCTVC-P1008 SHVC Draft Text 5 [J. Chen, J. Boyce, Y. Ye, M. M. Hannuksela, G. J. Sullivan, Y.-K. Wang] (WG 11 N 14230 ISO/IEC DAM3) [2014-01-31]
14.1.97.1.1.1.1.1.364 JCTVC-P1009 Common SHM test conditions and software reference configurations [V. Seregin, Y. He] [2014-01-31] (1 week after software)

Update to include updated anchor results and config files.

14.1.97.1.1.1.1.1.365 Remains valid – not updated JCTVC-O1010 Guidelines for conformance test bitstream preparation [T. Suzuki, W. Wan]

14.1.97.1.1.1.1.1.366 JCTVC-P1011 HEVC verification test plan (WG 11 N 14226) [T. K. Tan, V. Baroncini, M. Mrak] [2014-01-17]

14.1.97.1.1.1.1.1.367 JCTVC-P1013 HEVC Range Extensions Test Model 6 Encoder Description [M. Naccari, C. Rosewarne, K. Sharman, G. Sullivan] (WG 11 N 14232) [2014-02-21]

14.1.97.1.1.1.1.1.368 Remains valid – not re-issued: JCTVC-L1100 Common HM test conditions and software reference configurations [F. Bossen]

(Remains valid, although from a prior meeting.)

JCTVC-P1101 HEVC Scalable Extensions Core Experiment SCE1: Colour Gamut and Bit Depth Scalability [A. Duenas, P. Andrivon, E. Alshina, Y. Ye, K. Ugur, X. Li (CE coordinators)] [2014-01-31] (two weeks)
Two configurations were planned: 1x and 2x spatially.

Not using high precision weighted prediction, due to a desire for the base layer to use Main or Main 10 profile. However, the impact of this decision should be measured (either in the CE or by the AHG).
The "T0" time described in the plan is expected in 2 weeks.

JCTVC-P1101 was reviewed in non-final form in the closing plenary. A two week finalization period was authorized.

JCTVC-P1121 HEVC Range Extensions Core Experiment 1 (RCE1): Adaptive motion vector precision [X. Li, J. Xu, Y. Zhou (CE coordinators)] [2014-01-31] (two weeks)
Schemes to be tested:

· P0277

· P0283

· Combination

Faster software availability was highly encouraged if feasible.
JCTVC-P1121 was reviewed in non-final form in the closing plenary. A two week finalization period was authorized.

11 Future meeting plans, expressions of thanks, and closing of the meeting

Future meeting plans were established according to the following guidelines:

· Meeting under ITU-T SG 16 auspices when it meets (starting meetings on the Monday or Tuesday of the first week and closing it on the Tuesday or Wednesday of the second week of the SG 16 meeting), and

· Otherwise meeting under ISO/IEC JTC 1/SC 29/WG 11 auspices when it meets (starting meetings on the Wednesday or Thursday prior to such meetings and closing it on the last day of the WG 11 meeting).

Some specific future meeting plans were established as follows:

· 27 Mar. – 4 Apr. 2014 under WG 11 auspices in Valencia, ES.

· 30 June – 9 July 2014 under ITU-T auspices in Sapporo, JP.

· 16–24 Oct. 2014 under WG 11 auspices in Strasbourg, FR.

The agreed document deadline for the March/April 2014 meeting is 17 March. No restrictions were planned to be imposed on the scheduling of agenda items within that meeting.

The USNB of WG 11 and the meeting sponsoring companies CableLabs, Huawei, InterDigital, Microsoft, Mitsubishi, Qualcomm, and Sony, were thanked for the excellent hosting of the 16th meeting of the JCT-VC. Apple, Huawei and Sony were thanked for providing viewing equipment used at the meeting.

The JCT-VC meeting was closed at approximately 1330 hours on Fri. 17 Jan. 2014.
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	MV-HEVC/SHVC HLS: On Sub-bitstream extraction and re-writing process
	Y. He, Y. Ye (InterDigital)

	JCTVC-P0183
	m32113
	2014-01-03 23:54:31
	2014-01-04 00:08:56
	2014-01-04 00:08:56
	AHG9: On AVC independent non-base layer indicator
	Y. He, Y. Ye (InterDigital)

	JCTVC-P0184
	m32116
	2014-01-04 00:15:24
	2014-01-04 01:55:21
	2014-02-13 20:48:52
	Support of AVC base layer in SHVC
	Y.-K. Wang, J. Chen, Y. Chen, Hendry, A. K. Ramasubramonian (Qualcomm)

	JCTVC-P0185
	m32117
	2014-01-04 00:45:18
	2014-01-08 02:16:52
	2014-01-08 02:16:52
	RCE3: Crosscheck report of B.4 on sample masking
	J. Xu (Sony)

	JCTVC-P0186
	m32118
	2014-01-04 00:46:34
	2014-01-04 01:06:26
	2014-01-04 01:06:26
	SCE1: Combined bit-depth and colour gamut conversion with 3D LUT for SHVC colour gamut scalability
	Y. He, Y. Ye, J. Dong (InterDigital)

	JCTVC-P0187
	m32119
	2014-01-04 00:48:57
	2014-01-04 02:06:52
	2014-01-04 02:06:52
	HEVCv1/MV-HEVC/SHVC HLS: On inference of NoOutputOfPriorPicsFlag
	Y.-K. Wang, Y. Chen (Qualcomm)

	JCTVC-P0188
	m32120
	2014-01-04 00:54:54
	2014-01-04 01:33:33
	2014-01-04 01:33:33
	RCE3: Cross-check report of Subtest B.3 - Intra Block Copy with NxN PU (JCTVC-P0145)
	R.-L. Liao, T.-S. Chang, C.-C. Chen, W.-H. Peng, H.-M. Hang (NCTU), C.-L. Lin, F.-D. Jou (ITRI)

	JCTVC-P0189
	m32121
	2014-01-04 01:04:55
	2014-01-06 20:05:09
	2014-01-08 01:56:39
	RCE3: Results of Subtest D.1 on Combining Nx2N/2NxN Intra Block Copy with TU process
	C.-C. Chen, R.-L. Liao, T.-S. Chang, W.-H. Peng, H.-M. Hang, C.-L. Lin, F.-D. Jou (NCTU/ITRI)

	JCTVC-P0190
	m32122
	2014-01-04 01:47:24
	2014-01-04 05:44:22
	2014-01-06 19:52:53
	Non-RCE3: On padding of overlapped area for IntraBC
	K. Zhang, X. Xu, J. An, X. Zhang, S. Liu, S. Lei (MediaTek)

	JCTVC-P0191
	m32123
	2014-01-04 01:51:31
	2014-01-10 00:08:08
	2014-01-10 00:08:08
	RCE3: Cross-check report of Subtest B.1 on Nx2N/2NxN Intra Block Copy (JCTVC-P0176)
	X. Xu, S. Liu (MediaTek)

	JCTVC-P0192
	m32124
	2014-01-04 01:54:19
	2014-01-04 02:58:51
	2014-01-14 20:30:06
	MV-HEVC/SHVC HLS: On decoded picture buffer management
	Y.-K. Wang, A.K. Ramasubramonian, Y. Chen (Qualcomm)

	JCTVC-P0193
	m32127
	2014-01-04 01:57:39
	2014-01-14 08:00:53
	2014-01-14 08:00:53
	RCE3: Cross-check report of Subtest D.2 on Nx2N/2NxN/NxN Intra Block Copy (JCTVC-P0180)
	X. Xu, S. Liu (MediaTek)

	JCTVC-P0194
	m32128
	2014-01-04 02:01:12
	2014-01-07 11:21:09
	2014-01-07 11:21:09
	RCE1: Cross-verification of subtest A.2
	S. Lee, C. Kim (Samsung)

	JCTVC-P0195
	m32130
	2014-01-04 02:02:01
	2014-01-20 07:26:25
	2014-01-20 07:26:25
	RCE1: Cross-verification of subtest B.6
	S. Lee, C. Kim (Samsung)

	JCTVC-P0196
	m32131
	2014-01-04 02:07:37
	2014-01-07 11:46:59
	2014-01-07 11:46:59
	RCE3: Cross-verification of subtest D.1
	S. Lee, C. Kim (Samsung)

	JCTVC-P0197
	m32133
	2014-01-04 02:32:08
	2014-01-07 22:57:37
	2014-01-09 01:37:14
	Non-SCE1: improved colour gamut scalability
	Y.W. He, Y. Ye, J. Dong (InterDigital), X. Li, J. Chen, M. Karczewicz (Qualcomm)

	JCTVC-P0198
	m32134
	2014-01-04 02:46:15
	2014-01-04 02:48:27
	2014-01-08 23:18:34
	RCE4: Results of Test 2 on Palette Mode for Screen Content Coding
	L. Guo, W. Pu, M. Karczewicz, J. Sole, R. Joshi, F. Zou (Qualcomm)

	JCTVC-P0199
	m32135
	2014-01-04 02:51:35
	2014-01-04 03:13:19
	2014-01-15 08:59:22
	RCE2: Results of Test 1 on Rice Parameter Initialization
	M. Karczewicz, L. Guo, J. Sole, R. Joshi (Qualcomm), K. Sharman, N. Saunders, J. Gamei (Sony)

	JCTVC-P0200
	m32136
	2014-01-04 02:52:18
	2014-01-04 09:53:40
	2014-01-04 09:53:40
	AhG8: Performance and complexity analysis of Range Extensions tools
	J. Sole, T. Hsieh, C. Pang, M. Karczewicz (Qualcomm)

	JCTVC-P0201
	m32138
	2014-01-04 02:53:21
	2014-01-04 09:57:37
	2014-01-04 09:57:37
	AhG8: Performance of encoder and parameter only changes for Screen Content Coding
	J. Sole, C. Pang, L. Zhang, M. Karczewicz (Qualcomm)

	JCTVC-P0202
	m32139
	2014-01-04 05:40:43
	2014-01-04 05:44:20
	2014-01-10 17:52:35
	Non-RCE3: On Intra block copy
	C. Rosewarne, M. Maeda (Canon)

	JCTVC-P0203
	m32140
	2014-01-04 06:01:20
	2014-01-04 06:10:43
	2014-01-04 06:10:43
	Hybrid codec scalability profile in SHVC
	J. Samuelsson, J. Enhorn, R. Sjöberg (Ericsson)

	JCTVC-P0204
	m32141
	2014-01-04 06:02:12
	2014-01-04 11:02:14
	2014-01-15 19:17:16
	MV-HEVC/SHVC HLS: Sub-bitstream property SEI message
	Y. Chen, Y.-K. Wang, A. K. Ramasubramonian, Hendry (Qualcomm)

	JCTVC-P0205
	m32143
	2014-01-04 06:30:55
	2014-01-04 06:35:34
	2014-01-10 00:58:01
	Intra block copy syntax clean up
	X. Xu, K. Zhang, X. Zhang, S. Liu, S. Lei (MediaTek)

	JCTVC-P0206
	m32146
	
	
	
	Withdrawn
	

	JCTVC-P0207
	m32147
	2014-01-04 09:03:48
	2014-01-04 09:10:38
	2014-01-08 18:56:54
	RExt/MV-HEVC/SHVC: On Auxiliary Alpha Plane Pictures
	K. Misra, S. Deshpande, A. Segall (Sharp)

	JCTVC-P0208
	m32148
	2014-01-04 09:04:42
	2014-01-04 09:13:06
	2014-01-09 23:36:35
	SHVC upsampling ratio constraint
	K. Misra, A. Segall (Sharp)

	JCTVC-P0209
	m32149
	2014-01-04 09:05:37
	2014-01-04 09:16:42
	2014-01-04 09:16:42
	On chroma format scalability using spatial scaling
	K. Misra, S. Deshpande, A. Segall (Sharp)

	JCTVC-P0210
	m32151
	2014-01-04 10:57:51
	2014-01-04 10:59:56
	2014-01-04 10:59:56
	RCE2: Cross-check of test A2 (JCTVC-P0168)
	L. Guo (Qualcomm)

	JCTVC-P0211
	m32152
	2014-01-04 12:19:43
	2014-01-04 12:28:13
	2014-01-04 12:28:13
	RCE3: intra block copy search range (tests A)
	E.Alshina, A.Alshin (Samsung), C. Pang, J. Sole, M. Karczewicz (Qualcomm)

	JCTVC-P0212
	m32153
	2014-01-04 12:20:08
	2014-01-04 12:32:33
	2014-01-04 12:32:33
	RCE3: preset of un-available for intra block copy samples
	E.Alshina, A.Alshin

	JCTVC-P0213
	m32161
	2014-01-04 15:21:30
	2014-01-04 15:29:24
	2014-01-13 01:26:04
	Comparison of Compression Performance of HEVC Range Extensions Draft 5 with AVC High 4:4:4 Predictive profile
	B. Li, J. Xu, G. J. Sullivan (Microsoft)

	JCTVC-P0214
	m32162
	2014-01-04 15:21:41
	2014-01-04 15:30:07
	2014-01-12 00:54:36
	Screen content coding using dictionary based mode
	B. Li, J. Xu, F. Wu (Microsoft)

	JCTVC-P0215
	m32165
	2014-01-04 18:10:04
	2014-01-04 23:21:02
	2014-01-16 22:41:05
	Tile Based Resampling for SHVC
	R. Skupin, K. Suehring, Y. Sanchez, T. Schierl (Fraunhofer HHI)

	JCTVC-P0216
	m32167
	2014-01-04 21:47:09
	2014-01-04 23:31:56
	2014-01-09 12:08:20
	Additional content interpretation type and experiments for frame packing arrangement SEI message for 4:4:4 content in 4:2:0 bitstreams
	S. Reddy, S. Kanumuri, Y. Wu, S. Sadhwani, G. J. Sullivan, H. S. Malvar (Microsoft)

	JCTVC-P0217
	m32168
	2014-01-04 21:57:14
	2014-01-04 23:18:49
	2014-01-12 22:13:15
	Initialization of block vector predictor for intra block copy
	L. Zhu, J. Xu, G. J. Sullivan, S. Sankuratri, B. A. Kumar, F. Wu (Microsoft)

	JCTVC-P0218
	m32170
	2014-01-04 22:27:09
	2014-01-04 23:47:34
	2014-01-04 23:47:34
	Non-RCE3 subtest B.2: Results and search methods for intra block copying for CU-level block vectors with TU-level prediction processing
	L. Zhu, J. Xu, G. J. Sullivan (Microsoft)

	JCTVC-P0219
	m32195
	2014-01-06 05:56:29
	2014-01-09 18:40:30
	2014-01-09 18:40:30
	Cross-check report of ' RCE2: Results of Test 1 on Rice Parameter Initialization' (JCTVC-P0199) by Qualcomm and Sony
	C. Rosewarne, M. Maeda (Canon)

	JCTVC-P0220
	m32196
	2014-01-06 06:11:36
	2014-01-09 18:45:30
	2014-01-09 18:45:30
	Cross-check report of 'RCE1: Results for subtest A' test A4 (JCTVC-P0073) by Qualcomm
	C. Rosewarne, M. Maeda (Canon)

	JCTVC-P0221
	m32197
	2014-01-06 06:26:21
	2014-01-09 20:22:28
	2014-01-09 20:22:28
	Cross-check report of 'RCE1: Results for subtests B5, B6, B7' test B5 (JCTVC-P0074) by Qualcomm
	C. Rosewarne, M. Maeda (Canon)

	JCTVC-P0222
	m32209
	2014-01-06 07:59:31
	2014-01-08 01:37:08
	2014-01-17 06:02:30
	AhG 18: On SAO performance at high bit-depth and high bit-rates
	E. Alshina, A. Tourapis, W.-S. Kim, Y.-W.Huang, S.-T. Hsiang

	JCTVC-P0223
	m32219
	2014-01-06 09:15:24
	2014-01-09 08:58:34
	2014-01-09 08:58:34
	JPNB comment on HEVC defect report
	Japan National Body

	JCTVC-P0224
	m32240
	2014-01-06 15:27:51
	2014-01-06 15:30:56
	2014-01-06 15:30:56
	Request for an HEVC 4:4:4 8 bit profile
	G. Martin-Cocher (Blackberry), M. Mrak (BBC), P. Onno, C. Rosewarne (Canon), A. Fuldseth (Cisco), R. Sjöberg (Ericsson), A. Duenas (NG Codec), M. Karczewicz (Qualcomm), A. Segall (Sharp), M. Budagavi (TI)

	JCTVC-P0225
	m32279
	2014-01-06 18:54:44
	2014-01-08 00:54:26
	2014-01-08 00:54:26
	Crosscheck of RCE4: Results of Test 2 on Palette Mode for Screen Content Coding
	Z. Ma, H. Yu (Huawei), 

	JCTVC-P0226
	m32281
	2014-01-06 18:58:02
	2014-01-08 00:55:05
	2014-01-08 00:55:05
	Crosscheck of RCE4 test 1 - Major colour based screen content coding
	Z.Ma, H. Yu (Huawei)

	JCTVC-P0227
	m32282
	2014-01-06 19:04:12
	2014-01-10 01:47:13
	2014-01-10 01:47:13
	Crosscheck report of JCTVC-P0124 on colour gamut scalability using modified weighted prediction
	K. Misra, A. Segall (Sharp)

	JCTVC-P0228
	m32306
	2014-01-06 20:56:42
	2014-01-06 21:05:21
	2014-01-10 20:36:02
	Description of HDR sequences proposed by Technicolor
	S. Lasserre, F. Le Leannec, E. Francois (Technicolor)

	JCTVC-P0229
	m32307
	2014-01-06 20:56:55
	2014-01-06 21:02:06
	2014-01-06 21:02:06
	Quantitative quality evaluation of images for HDR and WCG coding
	S. Lasserre, F. Le Leannec, E. Francois (Technicolor)

	JCTVC-P0230
	m32344
	2014-01-07 00:36:28
	2014-01-08 18:43:10
	2014-01-08 18:43:10
	Crosscheck of JCTVC-P0205: Intra block copy syntax clean up
	Z. Ma (Huawei)

	JCTVC-P0231
	m32345
	2014-01-07 00:46:43
	2014-01-07 09:26:48
	2014-01-12 09:26:52
	Non-RCE4: Refinement of the palette in RCE4 Test 2
	W. Pu, F. Zou, J. Sole, M. Karczewicz, R. Joshi (Qualcomm)

	JCTVC-P0232
	m32348
	2014-01-07 01:09:09
	2014-01-10 03:24:39
	2014-01-10 03:24:39
	Cross-check report of 'RCE3: Subtest C.3 - Intra block copy with CTU-based padding' (JCTVC-P0147) by Qualcomm
	C. Rosewarne, M. Maeda (Canon)

	JCTVC-P0233
	m32359
	2014-01-07 06:41:58
	2014-01-09 07:08:41
	2014-01-09 07:08:41
	Cross-check report of 'RCE3: intra block copy search range (tests A)' test A5 (JCTVC-P0211) by Qualcomm and Samsung
	C. Rosewarne, M. Maeda (Canon)

	JCTVC-P0234
	m32360
	2014-01-07 06:51:10
	2014-01-07 13:39:46
	2014-01-07 13:39:46
	SCE1: Crosscheck Result of Use Case 1: Test 1.A & Test 1.B
	K Sato (Sony)

	JCTVC-P0235
	m32361
	2014-01-07 06:52:15
	2014-01-07 13:40:19
	2014-01-09 21:38:28
	Non-SCE1: Trade-off between coding efficiency and buffer size with the 3D-LUT-based method for Colour Gamut Scalability
	K. Sato (Sony)

	JCTVC-P0236
	m32362
	2014-01-07 08:05:59
	2014-01-07 08:09:41
	2014-01-07 08:09:41
	RCE2: Verification for Test 1 on Rice Parameter Initialization
	E. Alshina

	JCTVC-P0237
	m32381
	2014-01-07 08:59:53
	2014-01-07 09:04:27
	2014-01-12 00:02:35
	Non-RCE3: Major Colour Padding Algorithm for Intra Block Copy
	C.-H. Hung, E.-C. Ke, H.-T. Chiao (ITRI), W.-H. Peng, H.-M. Hang (NCTU)

	JCTVC-P0238
	m32395
	2014-01-07 13:06:11
	2014-01-07 16:45:17
	2014-01-08 10:44:16
	Non-RCE3: Block-based padding scheme for intra block copy
	Y.-J. Chang, H.-L. Tsai, C.-L. Lin, F.-D. Jou (ITRI), C.-C. Chen, R.-L. Liao, W.-H. Peng, H.-M. Hang (NCTU)

	JCTVC-P0239
	m32407
	2014-01-07 19:17:34
	2014-01-11 03:50:41
	2014-01-11 03:50:41
	Non-RCE4: Joint proposal of JCTVC-P0231 and JCTVC-P0119: Palette with limit run and palette predictor
	F. Zou, W. Pu, J. Sole, M. Karczewicz (Qualcomm), G. Laroche, T. Poirier, C. Gisquet, P. Onno (Canon)

	JCTVC-P0240
	m32408
	2014-01-07 19:17:41
	2014-01-11 04:10:03
	2014-01-11 04:10:03
	Crosscheck of JCTVC-P0095: Non-RCE4: Removal of syntax redundancy in RCE4 Test2
	F. Zou (Qualcomm)

	JCTVC-P0241
	m32409
	2014-01-07 19:17:51
	2014-01-11 04:12:54
	2014-01-11 04:12:54
	Crosscheck of JCTVC-P0117: Non-RCE4: combined coding of run and index for RCE4 Test2
	F. Zou (Qualcomm)

	JCTVC-P0242
	m32410
	2014-01-07 19:17:57
	2014-01-11 04:24:02
	2014-01-11 04:24:02
	Crosscheck of JCTVC-P0119: Non-RCE4: combination of improvements for Palette mode
	F. Zou (Qualcomm)

	JCTVC-P0243
	m32411
	2014-01-07 19:43:40
	2014-01-11 05:01:16
	2014-01-11 05:01:16
	Crosscheck of JCTVC-P0096: Non-RCE4: Major colour table propagation through non-palette CUs
	F. Zou (Qualcomm)

	JCTVC-P0244
	m32412
	2014-01-07 20:04:58
	2014-01-09 23:31:45
	2014-01-09 23:31:45
	Non-RCE4: A cross-check report for JCTVC-P0113
	A. Saxena, F. Fernandes (Samsung)

	JCTVC-P0245
	m32413
	2014-01-07 20:37:41
	2014-01-10 03:53:53
	2014-01-10 03:53:53
	RCE1: Cross-verification of subtest B.7
	S.-H. Kim, A. Segall (Sharp)

	JCTVC-P0246
	m32416
	2014-01-07 22:54:44
	2014-01-12 09:28:28
	2014-01-12 09:28:28
	Non-RCE4: Cross-check of P0114 on Palette Prediction for Palette mode
	P. Lai, S. Liu (MediaTek)

	JCTVC-P0247
	m32417
	2014-01-07 22:55:03
	2014-01-13 08:50:51
	2014-01-13 08:50:51
	RCE1: Cross-check of P0073 RCE1 Subtest A.1
	J. Ye, S. Liu (MediaTek)

	JCTVC-P0248
	m32420
	2014-01-08 00:15:28
	2014-01-08 00:33:52
	2014-01-08 00:33:52
	SCE1: Crosscheck report of SCE1 test 2 (JCTVC-P0186)
	A. Alshin, E. Alshina

	JCTVC-P0249
	m32425
	2014-01-08 02:14:44
	2014-01-10 02:02:21
	2014-01-11 03:38:26
	Non-RCE4: A combination of the four-neighbor major colour index prediction in JCTVC-P0098 and a simplified transition copy mode from JCTVC-P0115 on top of RCE4 Test1
	Y.-C. Sun, T.-D. Chuang, Y.-W. Chen, Y.-W. Huang, S. Lei (MediaTek)

	JCTVC-P0250
	m32426
	2014-01-08 02:17:33
	2014-01-10 03:28:00
	2014-01-10 03:28:00
	Crosscheck of JCTVC-P0149: Non-RCE3: Block vector signalling for intra block copy
	J. Xu (Sony)

	JCTVC-P0251
	m32427
	2014-01-08 02:18:01
	2014-01-12 18:43:48
	2014-01-12 18:43:48
	Crosscheck of JCTVC-P0090 on advanced copy mode for palette coding
	Y.-C. Sun, Y.-W. Huang (MediaTek)

	JCTVC-P0252
	m32428
	2014-01-08 02:21:46
	2014-01-15 22:12:20
	2014-01-15 22:12:20
	Crosscheck of JCTVC-P0116 on palette prediction modes coding
	T.-D. Chuang, Y.-W. Huang (MediaTek)

	JCTVC-P0253
	m32429
	2014-01-08 02:24:25
	2014-01-08 03:14:12
	2014-01-08 03:14:12
	Non-RCE4: PU based Colour Palette Coding
	J. Ye, S. Liu, P. Lai, X. Xu, S. Lei (MediaTek)

	JCTVC-P0254
	m32438
	2014-01-08 03:19:41
	2014-01-15 03:14:55
	2014-01-15 03:14:55
	Crosscheck of JCTVC-P0237 on major colour padding algorithm for intra block copy
	K. Zhang, Y.-W. Huang (MediaTek)

	JCTVC-P0255
	m32451
	2014-01-08 08:42:16
	2014-01-08 08:47:43
	2014-01-10 02:45:54
	Non-RCE3: Horizontal/vertical padding scheme for intra block copy
	Y.-J. Chang, H.-L. Tsai, C.-L. Lin, F.-D. Jou (ITRI), C.-C. Chen, R.-L. Liao, W.-H. Peng, H.-M. Hang (NCTU)

	JCTVC-P0256
	m32452
	2014-01-08 08:44:38
	2014-01-08 08:48:06
	2014-01-10 02:47:19
	Non-RCE3: Vertical padding schemes for intra block copy
	Y.-J. Chang, H.-L. Tsai, C.-L. Lin, F.-D. Jou (ITRI), C.-C. Chen, R.-Ling L., W.-H. Peng, H.-M. Hang (NCTU)

	JCTVC-P0257
	m32468
	2014-01-08 19:11:32
	2014-01-10 03:28:32
	2014-01-10 03:28:32
	Crosscheck of JCTVC-P0115: Non-RCE4: Transition copy mode for Palette mode
	J. Xu (Sony)

	JCTVC-P0258
	m32469
	2014-01-08 19:11:32
	
	
	Withdrawn
	

	JCTVC-P0259
	m32474
	2014-01-08 21:46:10
	
	
	Withdrawn
	

	JCTVC-P0260
	m32478
	2014-01-08 22:50:30
	2014-01-10 21:11:11
	2014-01-10 21:11:11
	MV-HEVC/SHVC HLS: Additional information on the POC design in JCTVC-P0041/JCT3V-G0031
	A. K. Ramasubramonian, Hendry, Y.-K. Wang (Qualcomm)

	JCTVC-P0261
	m32482
	2014-01-09 00:15:44
	2014-01-09 00:20:43
	2014-01-09 06:22:32
	Extension of the pic_struct element in HEVC
	A. Tourapis, D. Singer, K. Kolarov, S. Saunders (Apple)

	JCTVC-P0262
	m32484
	2014-01-09 00:59:15
	2014-01-09 01:01:39
	2014-01-11 08:41:38
	Support for out-of-band signalling in VPS to enable future layer additions
	A. Luthra, S. Narasimhan (Arris)

	JCTVC-P0263
	m32488
	
	
	
	Withdrawn
	

	JCTVC-P0264
	m32489
	
	
	
	Withdrawn
	

	JCTVC-P0265
	m32494
	2014-01-09 05:48:21
	2014-01-10 23:00:14
	2014-01-10 23:00:14
	Non-RCE4: Cross-check report for JCTVC-P0093
	X. Guo (Microsoft)

	JCTVC-P0266
	m32495
	2014-01-09 05:48:37
	2014-01-10 23:04:25
	2014-01-10 23:04:25
	Non-RCE4: Cross-check report for JCTVC-P0094
	X. Guo (Microsoft)

	JCTVC-P0267
	m32496
	2014-01-09 05:50:19
	2014-01-11 19:51:02
	2014-01-11 19:51:02
	Non-RCE4: Cross-check report for JCTVC-P0096
	X. Guo (Microsoft)

	JCTVC-P0268
	m32497
	2014-01-09 05:50:35
	2014-01-11 19:51:38
	2014-01-11 19:51:38
	Non-RCE4: Cross-check report for JCTVC-P0098
	X. Guo (Microsoft)

	JCTVC-P0269
	m32498
	2014-01-09 05:50:58
	2014-01-11 19:52:07
	2014-01-11 19:52:07
	Non-RCE4: Cross-check report for JCTVC-P0101
	X. Guo (Microsoft)

	JCTVC-P0270
	m32499
	2014-01-09 05:51:13
	2014-01-10 22:28:19
	2014-01-10 22:28:19
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Source: Jens Ohm and Gary Sullivan, Chairs
Summary

The Joint Collaborative Team on 3D Video Coding Extension Development (JCT-3V) of ITU-T WP3/16 and ISO/IEC JTC 1/ SC 29/ WG 11 held its seventh meeting during 11-17 Jan. 2014 at the DoubleTree Inn in San José, US. The JCT-3V meeting was held under the chairmanship of Dr Jens-Rainer Ohm (RWTH Aachen/Germany) and Dr Gary Sullivan (Microsoft/USA). For rapid access to particular topics in this report, a subject categorization is found (with hyperlinks) in section 1.13 of this document.

The meeting was primarily held in a "single track" fashion, with few break-out activities (as documented in this report) held in parallel. Several plenary sessions were chaired by Dr Anthony Vetro, particularly in cases when neither of the two chairs was able to attend due to commitments in other groups or joint meetings. It was usually avoided to make decisions which might cause objections in such cases.

The JCT-3V meeting sessions began at approximately 0900 hours on Saturday 11 Jan. 2014. Meeting sessions were held on all days until the meeting was closed at approximately 1000 hours on Friday 17 Jan. 2014. Approximately 71 people attended the JCT-3V meeting, and approximately 230 input documents were discussed. The meeting took place in a collocated fashion with a meeting of WG11 – one of the two parent bodies of the JCT-3V. The subject matter of the JCT-3V meeting activities consisted of work on 3D extensions of the Advanced Video Coding (AVC) and the High Efficiency Video Coding (HEVC) standards.

The AHG on 3D High-level Syntax (AHG7) had met the two days before the JCT-3V meeting (9-10 Jan.), to discuss HEVC HLS input contributions jointly with JCT-VC experts. The outcome of this joint meeting, which continued after the beginning of the JCT-3V meeting, is documented in the JCT-VC report JCTVC-P1000.

The primary goals of the meeting were to review the work that was performed in the interim period since the sixth JCT-3V meeting in producing

· Draft Text 8 of 3D-AVC (ISO/IEC 14496-10:2012/FDAM3 – to be integrated and balloted in a new edition)

· Test Model 8 of 3D-AVC

· Draft 1 of 3D-AVC reference software (ISO/IEC 14496-5:2001/PDAM 35 – for ballot)

· Draft Text 6 of MV-HEVC (Study of ISO/IEC 23008-2:200X/DAM 2)

· Test Model 6 of 3D-HEVC and  MV-HEVC, and associated software

· Draft 2 of 3D-HEVC text specification

· Draft 5 of MVC plus Depth Conformance (Study of ISO/IEC 14496-4:2004/DAM 41 – not for ballot)

· Draft 3 of MVC plus Depth Reference Software (ISO/IEC 14496-5:2001/DAM 33 – for ballot)

· Draft 3 of 3D-AVC Conformance (ISO/IEC 14496-4:2004/PDAM 43 – for ballot)

· Draft 4 of Multi-resolution Frame Compatible Stereo (ISO/IEC 14496-10:2012/FDAM5 – to be integrated and balloted in new edition)

· Draft 2 of MFC Conformance (ISO/IEC 14496-4:2004/DAM 42 – for ballot)

· Draft 2 of MFC Reference Software (ISO/IEC 14496-5:2001/DAM 34 – for ballot)

· 3D Video Subjective Quality Assessment Test plan v2

· Common Test Conditions of 3DV Core Experiments and CE Descriptions.

Furthermore, the JCT-3V reviewed the results from five interim Core Experiments (CE); reviewed technical input documents; produced updated versions of the draft texts, framework descriptions and software implementations of the items above; and planned a new set of Core Experiments (CEs) for further investigation of proposed technology.

The JCT-3V produced 9 particularly important output documents from the meeting:

· Test Model 9 of 3D-AVC

· Draft 2 of 3D-AVC reference software (Study of ISO/IEC 14496-5:2001/PDAM 35 – not for ballot)

· Draft Text 7 of MV-HEVC (Preliminary Draft Text of ISO/IEC 23008-2:2013/FDAM 2 – not for ballot)

· Test Model 7 of 3D-HEVC and  MV-HEVC, and associated software

· Draft 3 of 3D-HEVC text specification (Text of ISO/IEC 23008-2:2013/PDAM 4 – for ballot)

· Draft 6 of MVC plus Depth Conformance (Text of ISO/IEC 14496-4:2004/FDAM 41 –for ballot)

· Draft 4 of 3D-AVC Conformance (Study Text of ISO/IEC 14496-4:2004/PDAM 43 – not for ballot)

· Report of 3D AVC Subjective Quality Assessment

· Common Test Conditions of 3DV Core Experiments. 

Moreover, plans were established to conduct 3 future CEs in the interim period until the next meeting.

For the organization and planning of its future work, the JCT-3V established 10 "Ad Hoc Groups" (AHGs) to progress the work on particular subject areas. The next three JCT-3V meetings are planned for 29 March – 4 April 2014 under WG 11 auspices in Valencia, ES, 3 – 9 July 2014 under ITU-T auspices in Sapporo, JP, and 18 – 24 Oct. 2014 under WG 11 auspices in Strasbourg, FR.

The document distribution site http://phenix.it-sudparis.eu/jct3v/ was used for distribution of all documents.

The reflector to be used for discussions by the JCT-3V and all of its AHGs is jct-3v@lists.rwth-aachen.de.
1 Administrative topics

1.1 Organization

The ITU-T/ISO/IEC Joint Collaborative Team on 3D Video Coding Extension Development (JCT-3V) is a group of video coding experts from the ITU-T Study Group 16 Visual Coding Experts Group (VCEG) and the ISO/IEC JTC 1/ SC 29/ WG 11 Moving Picture Experts Group (MPEG). The parent bodies of the JCT-3V are ITU-T WP3/16 and ISO/IEC JTC 1/SC 29/WG 11.

The Joint Collaborative Team on 3D Video Coding Extension Development (JCT-3V) of ITU-T WP3/16 and ISO/IEC JTC 1/ SC 29/ WG 11 held its seventh meeting during 11-17 Jan. 2014 at the DoubleTree Inn in San José, US. The JCT-3V meeting was held under the chairmanship of Dr Jens-Rainer Ohm (RWTH Aachen/Germany) and Dr Gary Sullivan (Microsoft/USA). Several sessions were also chaired by Dr Anthony Vetro (MERL/USA).

1.2 Meeting logistics

The JCT-3V meeting sessions began at approximately 900 hours on Saturday 11 Jan. 2014. Meeting sessions were held on all days until the meeting was closed at approximately 1000 hours on Friday 17 Jan. Approximately 71 people attended the JCT-3V meeting, and approximately 230 input documents were discussed. The meeting took place in a collocated fashion with a meeting of WG11 – one of the two parent bodies of the JCT-3V. The subject matter of the JCT-3V meeting activities consisted of work on 3D extensions of the Advanced Video Coding (AVC) and the High Efficiency Video Coding (HEVC) standards.

The AHG on 3D High-level Syntax (AHG7) had met the 2 days before the JCT-3V meeting (9-10 Jan.), to discuss HEVC HLS input contributions jointly with JCT-VC experts.

Information regarding preparation and logistics arrangements for the meeting had been provided via the email reflector jct-3v@lists.rwth-aachen.de and at http://wftp3.itu.int/av-arch/jct3v-site/2014_01_G_SanJose/.

1.3 Primary goals

The primary goals of the meeting were to review the work that had been performed in the interim period since the sixth JCT-3V meeting in producing 

· Draft Text 8 of 3D-AVC (ISO/IEC 14496-10:2012/FDAM3 – to be integrated and balloted in new edition)

· Test Model 8 of 3D-AVC

· Draft 1 of 3D-AVC reference software (ISO/IEC 14496-5:2001/PDAM 35 –for ballot)

· Draft Text 6 of MV-HEVC (Study of ISO/IEC 23008-2:200X/DAM 2)

· Test Model 6 of 3D-HEVC and  MV-HEVC, and associated software

· Draft 2 of 3D-HEVC text specification

· Draft 5 of MVC plus Depth Conformance (Study of ISO/IEC 14496-4:2004/DAM 41 – not for ballot)

· Draft 3 of MVC plus Depth Reference Software (ISO/IEC 14496-5:2001/DAM 33 –for ballot)

· Draft 3 of 3D-AVC Conformance (ISO/IEC 14496-4:2004/PDAM 43 – for ballot)

· Draft 4 of Multi-resolution Frame Compatible Stereo (ISO/IEC 14496-10:2012/FDAM5 – to be integrated and balloted in new edition)

· Draft 2 of MFC Conformance (ISO/IEC 14496-4:2004/DAM 42 – for ballot)

· Draft 2 of MFC Reference Software (ISO/IEC 14496-5:2001/DAM 34 –for ballot)

· 3D Video Subjective Quality Assessment Test plan v2

· Common Test Conditions of 3DV Core Experiments and CE Descriptions.

Furthermore, the JCT-3V reviewed the results from the interim Core Experiments (CE); reviewed technical input documents; produced updated versions of the aforementioned draft texts, framework descriptions, conformance and software implementations of the items above; and planned a new set of Core Experiments (CEs) for further investigation of proposed technology.
Two areas of high priority work for JCT-3V at this meeting were as follows:

· High-level syntax design for MV-HEVC (much of the work on which was considered jointly with JCT-VC).
· Assessment of the maturity and benefit for standardization of dedicated combined texture and depth coding tools (known as "3D-HEVC").
1.4 Documents and document handling considerations

1.4.1 General

The documents of the JCT-3V meeting are listed in Annex A of this report. The documents can be found at http://phenix.it-sudparis.eu/jct3v/.

Registration timestamps, initial upload timestamps, and final upload timestamps are listed in Annex A of this report.

Document registration and upload times and dates listed in Annex A and in headings for documents in this report are in Paris/Geneva time. Dates mentioned for purposes of describing events at the meeting (rather than as contribution registration and upload times) follow the local time at the meeting facility.

Highlighting of recorded decisions in this report:

· Decisions made by the group that affect the normative content of the draft standard are identified in this report by prefixing the description of the decision with the string "Decision:".

· Decisions that affect the reference software but have no normative effect on the text are marked by the string "Decision (SW):".

· Decisions that fix a bug in the specification (an error, oversight, or messiness) are marked by the string "Decision (BF):".

· Decisions regarding things that correct the text to properly reflect the design intent, add supplemental remarks to the text, or clarify the text are marked by the string "Decision (Ed.):".

· Decisions regarding simplification or improvement of design consistency are marked by the string "Decision (Simp.):".

· Decisions regarding complexity reduction (in terms of processing cycles, memory capacity, memory bandwidth, line buffers, number of contexts, number of context-coded bins, etc.) … "Decision (Compl.):"

This meeting report is based primarily on notes taken by the chairs and projected (if possible) for real-time review by the participants during the meeting discussions. The preliminary notes were also circulated publicly by ftp (http://wftp3.itu.int/av-arch/jct3v-site/) during the meeting on a daily basis. Considering the high workload of this meeting and the large number of contributions, it should be understood by the reader that 1) some notes may appear in abbreviated form, 2) summaries of the content of contributions are often based on abstracts provided by contributing proponents without an intent to imply endorsement of the views expressed therein, and 3) the depth of discussion of the content of the various contributions in this report is not uniform. Generally, the report is written to include as much discussion of the contributions and discussions as is feasible in the interest of aiding study, although this approach may not result in the most polished output report.

1.4.2 Late and incomplete document considerations

The formal deadline for registering and uploading non-administrative contributions had been announced as Friday, 3 Jan. 2014. For documents on HEVC high level syntax, if submitted as joint contributions to JCT-VC and JCT-3V, the same deadline had been announced.

Non-administrative documents uploaded after 2359 hours in Paris/Geneva time Saturday 4 Jan. 2014 were considered "officially late". 

Most documents in the "late" category were CE reports or cross-verification reports, which are somewhat less problematic than late proposals for new action (and especially for new normative standardization action).

The group strived to be conservative when discussing and considering the content of late documents, although no objections were raised regarding allowing some discussion in such cases.

All contribution documents with registration numbers JCT3V-G0175 and higher were registered after the "officially late" deadline (and therefore were also uploaded late). Some documents in the "G0175+" range include break-out activity reports that were generated during the meeting and are therefore considered report documents rather than late contributions.

Generally, the late document submission situation had improved relative to recent history.
In many cases, contributions were also revised after the initial version was uploaded. The contribution document archive website retains publicly-accessible prior versions in such cases. The timing of late document availability for contributions is generally noted in the section discussing each contribution in this report.

One suggestion to assist with this issue was to require the submitters of late contributions and late revisions to describe the characteristics of the late or revised (or missing) material at the beginning of discussion of the contribution. This was agreed to be a helpful approach to be followed at the meeting.

The following technical proposal contributions were classified as late either due to late upload or late registration:

· JCT3V-G0088 (a technical proposal on HLS for auxiliary pictures) [uploaded 01-06]

· JCT3V-G0141 (a technical proposal on HLS for temporal enhancement layer) [uploaded 01-07]

· JCT3V-G0236 (a technical proposal on HLS for default target output layer set) [uploaded 01-12]

· JCT3V-G0237 (a technical proposal on HLS for cross layer POC) [uploaded 01-13]

· JCT3V-G0238 (a technical proposal on HLS for alternative output layer) [uploaded 01-13]

· JCT3V-G0242 (a technical proposal on HLS for separating VUI and non-VUI data) [uploaded 01-14]

The following other documents not proposing normative technical content were classified as late:

· JCT3V-G0110 (an input on test material for subjective comparison) [uploaded 01-06]

Beyond those (approximately 59) in the "G0175+" range, the following cross-verification reports were also uploaded late: JCT3V-G0075, JCT3V-G0088, JCT3V-G0097, JCT3V-G0155, JCT3V-G0156, JCT3V-G0157, JCT3V-G0164, JCT3V-G0167, JCT3V-G0168, JCT3V-G0169, JCT3V-G0170, JCT3V-G0171, JCT3V-G0172, JCT3V-G0173.

The following document registrations were later cancelled or otherwise never provided or never discussed due to lack of availability or registration errors: JCT3V-G0014, JCT3V-G0089, JCT3V-G0235.
Ad hoc group interim activity reports, CE summary results reports, break-out activity reports, and information documents containing the results of experiments requested during the meeting are not included in the above list, as these are considered administrative report documents to which the uploading deadline is not applied.

As a general policy, missing documents were not to be presented, and late documents (and substantial revisions) could only be presented when sufficient time for studying was given after the upload. Again, an exception is applied for AHG reports, CE summaries, and other such reports which can only be produced after the availability of other input documents. There were no objections raised by the group regarding presentation of late contributions, although there was some expression of annoyance and remarks on the difficulty of dealing with late contributions and late revisions.

It was remarked that documents that are substantially revised after the initial upload are also a problem, as this becomes confusing, interferes with study, and puts an extra burden on synchronization of the discussion. This is especially a problem in cases where the initial upload is clearly incomplete, and in cases where it is difficult to figure out what parts were changed in a revision. For document contributions, revision marking is very helpful to indicate what has been changed. Also, the "comments" field on the web site can be used to indicate what is different in a revision.

"Placeholder" contribution documents that were basically empty of content, with perhaps only a brief abstract and some expression of an intent to provide a more complete submission as a revision, were considered unacceptable and were rejected in the document management system, as has been agreed since the third meeting.

(the following cases did not happen in the current meeting)

The initial uploads of the following contribution documents were rejected as "placeholders" without any significant content and were not corrected until after the upload deadline:

· JCT3V-G0XXX (a contribution of ... , corrected ...)

· ...

A few documents had some problems relating to IPR declarations (missing or excess declarations of contributing companies), inconsistent filenames in the header etc. in the initial uploaded versions. These issues were corrected by later uploaded versions in all cases (to the extent of the awareness of the chairs).

Some other errors were noticed in other initial document uploads (wrong document numbers in headers, etc.) which were generally sorted out in a reasonably timely fashion. The document web site contains an archive of each upload.

1.4.3 Measures to facilitate the consideration of contributions

For cross-verification contributions, it was agreed that the group would ordinarily only review cross-checks for proposals that appear promising.

When considering cross-check contributions, it was agreed that, to the extent feasible, the following data should be collected:

· Subject (including document number).

· Whether common conditions were followed.

· Whether the results are complete.

· Whether the results match those reported by the contributor (within reasonable limits, such as minor compiler/platform differences).

· Whether the contributor studied the algorithm and software closely and has demonstrated adequate knowledge of the technology.

· Whether the contributor independently implemented the proposed technology feature, or at least compiled the software themselves.

· Any special comments and observations made by the cross-check contributor.

1.4.4 Outputs of the preceding meeting

The report documents of the previous meeting, particularly the meeting report (JCT3V-F1000), the 3D-AVC draft text 8 (JCT3V-F1002) and test model 8 (JCT3V-F1003), the multi-view MV-HEVC draft text 6 (JCT3V-F1004), the MV-/3D-HEVC test model 6 (JCT3V-F1005) and 3D-HEVC draft text 2 (JCT3V-F1001), the draft 5 of MVC plus depth conformance spec (JCT3V-F1006), Draft 1 of 3D-AVC Reference Software (JCT3V-F1014), Draft 3 of 3D-AVC Conformance (JCT3V-F1009), Draft 3 of MVC+D Reference Software (JCT3V-F1010), Draft 2 of MFC Conformance (JCT3V-F1012), Draft 2 of MFC Reference Software (JCT3V-F1013) and the 3D Video Subjective Quality Assessment Test Plan v2 (JCT3V-F1011), which had been produced in the interim period, were approved. The ATM and HTM reference software packages produced by AHG4 and AHG5 on software development, and the software technical evaluations were also approved.

All output documents of the previous meeting and the software had been made available in a reasonably timely fashion.

The chairs asked if there were any issues regarding potential mismatches between perceived technical content prior to adoption and later integration efforts. It was also asked whether there was adequate clarity of precise description of the technology in the associated proposal contributions.

1.5 Attendance

The list of participants in the JCT-3V meeting can be found in Annex B of this report.

The meeting was open to those qualified to participate either in ITU-T WP3/16 or ISO/IEC JTC 1/ SC 29/ WG 11 (including experts who had been personally invited by the Chairs as permitted by ITU-T or ISO/IEC policies).

Participants had been reminded of the need to be properly qualified to attend. Those seeking further information regarding qualifications to attend future meetings may contact the Chairs.

1.6 Agenda

The agenda for the meeting was as follows:

· IPR policy reminder and declarations

· Contribution document allocation

· Reports of ad hoc group activities

· Reports of Core Experiment activities

· Review of results of previous meeting

· Consideration of contributions and communications on 3D video coding projects guidance

· Consideration of 3D video coding technology proposal contributions

· Consideration of information contributions

· Coordination activities

· Future planning: Determination of next steps, discussion of working methods, communication practices, establishment of coordinated experiments, establishment of AHGs, meeting planning, refinement of expected standardization timeline, other planning issues

· Other business as appropriate for consideration

1.7 IPR policy reminder

Participants were reminded of the IPR policy established by the parent organizations of the JCT-3V and were referred to the parent body websites for further information. The IPR policy was summarized for the participants.

The ITU-T/ITU-R/ISO/IEC common patent policy shall apply. Participants were particularly reminded that contributions proposing normative technical content shall contain a non-binding informal notice of whether the submitter may have patent rights that would be necessary for implementation of the resulting standard. The notice shall indicate the category of anticipated licensing terms according to the ITU-T/ITU-R/ISO/IEC patent statement and licensing declaration form.

This obligation is supplemental to, and does not replace, any existing obligations of parties to submit formal IPR declarations to ITU-T/ITU-R/ISO/IEC.

Participants were also reminded of the need to formally report patent rights to the top-level parent bodies (using the common reporting form found on the database listed below) and to make verbal and/or document IPR reports within the JCT-3V as necessary in the event that they are aware of unreported patents that are essential to implementation of a standard or of a draft standard under development.

Some relevant links for organizational and IPR policy information are provided below:

· http://www.itu.int/ITU-T/ipr/index.html (common patent policy for ITU-T, ITU-R, ISO, and IEC, and guidelines and forms for formal reporting to the parent bodies)

· http://ftp3.itu.int/av-arch/jct3v-site (JCT-3V contribution templates)

· http://www.itu.int/ITU-T/studygroups/com16/jct-3v/index.html (JCT-3V general information and founding charter)

· http://www.itu.int/ITU-T/dbase/patent/index.html (ITU-T IPR database)

· http://www.itscj.ipsj.or.jp/sc29/29w7proc.htm (JTC 1/ SC 29 Procedures)

It is noted that the ITU TSB director's AHG on IPR had issued a clarification of the IPR reporting process for ITU-T standards, as follows, per SG 16 TD 327 (GEN/16):

"TSB has reported to the TSB Director’s IPR Ad Hoc Group that they are receiving Patent Statement and Licensing Declaration forms regarding technology submitted in Contributions that may not yet be incorporated in a draft new or revised Recommendation. The IPR Ad Hoc Group observes that, while disclosure of patent information is strongly encouraged as early as possible, the premature submission of Patent Statement and Licensing Declaration forms is not an appropriate tool for such purpose.

In cases where a contributor wishes to disclose patents related to technology in Contributions, this can be done in the Contributions themselves, or informed verbally or otherwise in written form to the technical group (e.g. a Rapporteur’s group), disclosure which should then be duly noted in the meeting report for future reference and record keeping.

It should be noted that the TSB may not be able to meaningfully classify Patent Statement and Licensing Declaration forms for technology in Contributions, since sometimes there are no means to identify the exact work item to which the disclosure applies, or there is no way to ascertain whether the proposal in a Contribution would be adopted into a draft Recommendation.

Therefore, patent holders should submit the Patent Statement and Licensing Declaration form at the time the patent holder believes that the patent is essential to the implementation of a draft or approved Recommendation."

The chairs invited participants to make any necessary verbal reports of previously-unreported IPR in draft standards under preparation, and opened the floor for such reports: No such verbal reports were made.

1.8 Software copyright disclaimer header reminder

It was noted that it is our understanding according to the practices of the parent bodies to make reference software available under copyright license header language which is the BSD license with preceding sentence declaring that contributor or third party rights are not granted, as e.g. recorded in N10791 of the 89th meeting of ISO/IEC JTC 1/ SC 29/ WG 11. Both ITU and ISO/IEC will be identified in the <OWNER> and <ORGANIZATION> tags in the header. This software header is currently used in the process of designing the new HEVC standard and for evaluating proposals for technology to be included in this design. Additionally, after development of the coding technology, the software will be published by ITU-T and ISO/IEC as an example implementation of the 3D video standard(s) and for use as the basis of products to promote adoption of the technology. This is likely to require further communication with and between the parent organizations.

To the best of our knowledge, the ATM, HTM and MFC software packages that are used in JCT-3V follow these principles. The view synthesis software used for non-normative post processing is included in the HTM package and also has the BSD header.

1.9 Communication practices

The documents for the meeting can be found at http://phenix.it-sudparis.eu/jct3v/. Furthermore, the site http://ftp3.itu.int/av-arch/jct3v-site was used for distribution of the contribution document template and circulation of drafts of this meeting report.

Communication of JCT-3V is performed via the list jct-3v@lists.rwth-aachen.de (to subscribe or unsubscribe, go to http://mailman.rwth-aachen.de/mailman/listinfo/jct-3v). 

It was emphasized that reflector subscriptions and email sent to the reflector must use their real names when subscribing and sending messages and must respond to inquiries regarding their type of interest in the work.

It was emphasized that usually discussions concerning CEs and AHGs should be performed using the reflector. CE internal discussions should primarily be concerned with organizational issues. Substantial technical issues that are not reflected by the original CE plan should be openly discussed on the reflector. Any new developments that are result of private communication cannot be considered to be the result of the CE.

For the case of CE documents and AHG reports, email addresses of participants and contributors may be obscured or absent (and will be on request), although these will be available (in human readable format – possibly with some "obscurification") for primary CE coordinators and AHG chairs.

1.10 Terminology

Note: Acronyms should be used consistently. For example, "IV" has sometimes been used for "inter-view" and sometimes for "intra-view", which can cause confusion.

Some terminology used in this report is explained below:

· AHG: Ad hoc group.

· AMVP: Advanced motion vector prediction.

· ARP: Advanced residual prediction.
· ATM: AVC based 3D test model

· AU: Access unit.

· AUD: Access unit delimiter.

· AVC: Advanced video coding – the video coding standard formally published as ITU-T Recommendation H.264 and ISO/IEC 14496-10.

· BD: Bjøntegaard-delta – a method for measuring percentage bit rate savings at equal PSNR or decibels of PSNR benefit at equal bit rate (e.g., as described in document VCEG-M33 of April 2001).

· BoG: Break-out group.

· BR: Bit rate.

· B-VSP: Backward view synthesis prediction.

· CABAC: Context-adaptive binary arithmetic coding.

· CD: Committee draft – the first formal ballot stage of the approval process in ISO/IEC.

· CE: Core experiment – a coordinated experiment conducted between two subsequent JCT-3V meetings and approved to be considered a CE by the group.

· Consent: A step taken in ITU-T to formally consider a text as a candidate for final approval (the primary stage of the ITU-T "alternative approval process").

· CPB: Coded picture buffer.
· CTC: Common test conditions.

· DBBP: Depth based block partitioning.
· DC: Disparity compensation

· DIS: Draft international standard – the second formal ballot stage of the approval process in ISO/IEC.

· DF: Deblocking filter.

· DLT: Depth lookup table.
· DMC: Depth based motion competition.

· DMM: Depth modeling mode.

· DPB: Decoded picture buffer.
· DRPS: Depth-range parameter set.

· DRWP: Depth-range based weighted prediction.

· DT: Decoding time.

· DV: Disparity vector

· ET: Encoding time.

· HEVC: High Efficiency Video Coding – the video coding standardization initiative under way in the JCT-VC.

· HLS: High-level syntax.

· HM: HEVC Test Model – a video coding design containing selected coding tools that constitutes our draft standard design – now also used especially in reference to the (non-normative) encoder algorithms (see WD and TM).

· HRD: Hypothetical reference decoder.
· HTM: HEVC based 3D test model

· IC: Illumination compensation

· IDV: Implicit disparity vector

· IVMP: Inside-view motion prediction (which means motion for depth component is inherited from texture component motion) 

· IVRC: Inter-view residual prediction.

· MC: Motion compensation.

· MPEG: Moving picture experts group (WG 11, the parent body working group in ISO/IEC JTC 1/ SC 29, one of the two parent bodies of the JCT-3V).

· MPI: Motion parameter inheritance.

· MV: Motion vector.

· NAL: Network abstraction layer (HEVC/AVC).

· NBDV: Neighbored block disparity vector (used to derive unavailable depth data from reference view’s depth map) and DoNBDV = depth oriented NBDV

· NB: National body (usually used in reference to NBs of the WG 11 parent body).

· NUT: NAL unit type (HEVC/AVC).

· PDM: Predicted Depth Map

· POC: Picture order count.

· PPS: Picture parameter set (HEVC/AVC).

· QP: Quantization parameter (as in AVC, sometimes confused with quantization step size).

· QT: Quadtree.

· RA: Random access – a set of coding conditions designed to enable relatively-frequent random access points in the coded video data, with less emphasis on minimization of delay (contrast with LD). Often loosely associated with HE.

· RAP: Random access picture.
· R-D: Rate-distortion.

· RDO: Rate-distortion optimization.

· RDOQ: Rate-distortion optimized quantization.

· REXT: Range extensions (of HEVC).
· RPS: Reference picture set.
· RQT: Residual quadtree.

· SAO: Sample-adaptive offset.

· SEI: Supplemental enhancement information.

· SD: Slice data; alternatively, standard-definition.

· SDC: Segment-wise DC coding.

· SH: Slice header.

· SHVC: Scalable HEVC.
· SPS: Sequence parameter set (HEVC/AVC).

· TSA: Temporal sublayer access.
· Unit types:

· CTB: Coding tree block (luma or chroma).

· CTU: Coding tree unit (containing both luma and chroma, synonymous with LCU)

· CB: Coding block (luma or chroma).

· CU: Coding unit (containing both luma and chroma).

· LCU: (formerly LCTU) largest coding unit (synonymous with CTB).

· PB: Prediction block (luma or chroma)

· PU: prediction unit (containing both luma and chroma), with four shape possibilities.

· 2Nx2N: having the full width and height of the CU.

· 2NxN: having two areas that each have the width and half the height of the CU.

· Nx2N: having two areas that each have half the width and the full height of the CU.

· NxN: having four areas that each have half the width and half the height of the CU.

· TB: tree block (luma or chroma).

· TU: transform unit (containing both luma and chroma).

· VCEG: Visual coding experts group (ITU-T Q.6/16, the relevant rapporteur group in ITU-T WP3/16, which is one of the two parent bodies of the JCT-3V).

· VPS: Video parameter set.

· VS: View synthesis.

· VSO: View synthesis optimization (RDO tool for depth maps).

· VSP: View synthesis prediction.

· WD: Working draft – the draft HEVC standard corresponding to the HM.

· WG: Working group (usually used in reference to WG 11, a.k.a. MPEG).

1.11 Liaison activity

The JCT-3V did not send or receive formal liaison communications at this meeting.

1.12 Opening remarks

Work has progressed to integrate draft texts of 3D-AVC and MFC, as well as the previous MVC+D amendment into new editions of ISO/IEC 14496-10 (FDIS planned as output of this meeting) and  ITU-T Rec. H.264 (to be delivered during the next few days).
It was noted that the ballot closing of 2014-01-16 for MV-HEVC was too late to progress to FDAM during this meeting.

It was noted that various ballots on software and conformance for MVC+D, 3D-AVC and MFC were closing between this and the next meeting.
A small decrease in number of document contributions was noted, which is, however, understandable due to the fact that the development of the AVC 3D extensions have come to an end.

1.13 Contribution topic overview

The approximate subject categories and quantity of contributions per category for the meeting were summarized as follows. 

· AHG reports (section 1.14) (13)

· Project development and status (section 3) (10)

· CE1. Sub-PU processing (section 4.1) (20)

· CE2: Motion prediction for depth coding (section 4.2) (20)

· CE3: Motion prediction for texture coding (section 4.3) (28)

· CE4: Residual prediction (section 4.4) (21)

· CE5: Depth intra modes (section 4.5) (40)

· 3DV standards development (incl. software, conformance) (section 5) (0)

· High-Level Syntax (section 5.5) (50)

· Non-CE technical contributions (section 7) (26)

· Alternative Depth Formats (section 7.2) (1)

· Non-normative Contributions (section 9) (4)

· Withdrawn, unclear allocation (section 10) (1)

NOTE – The number of contributions noted in each category, as shown in parenthesis above, may not be 100% precise.

1.14 Scheduling planning

Scheduling: Generally meeting time was scheduled during 0900 – 2000, with coffee and lunch breaks as convenient. Ongoing refinements were announced on the group email reflector as needed.

Some particular scheduling notes are shown below, although not necessarily 100% accurate:

· Saturday, first day

· 0900-1115: Opening and AHG report review (Siskiyou)

· 1145-?: CE review (Siskiyou): CE1, CE2, CE3

· 1800-?: BoG on ATM software (Carmel)
· Sunday, second day

· 0900-1300 & 1400-1500: CE review (Siskiyou): CE3(3), CE4, CE5

· 15-17 (MPEG FTV AHG)

· if necessary continue CE review afterwards

· Monday, third day 

· 1400-1600: 3.4, 3.6, 9.1

· 1600-1800: Joint meeting of parent bodies

· Preparation of viewing

· Tuesday, fourth day:

· 800-1100: 3.5, BoG reports, 8, 7.3

· 1100-1300: Joint meeting with JCT-VC on HLS

· 1400-1800: Revisits, 7.1, 7.2, 7.4 and 3D-only HLS

· Wednesday, fifth day:

· 1200-1300: Revisits, setup of CEs (AV chairing)

· 1400-1600: only side activities

· Thursday, sixth day:

· 900-1200: only side activities, viewing etc. (1100-1200 FTV meeting in MPEG Requirements)

· 1200-1300: Revisits, plan AHGs, output docs, potentially continue from 1500

· Joint meetings:

· Wed 16-17 with 3DG on commonalities 3DV/AR (Dong, Karsten, Krzysztof)

· Wed 17-18 with parent bodies on 3D HEVC

· Thu 14-15 continuing joint meeting with parent bodies

· Friday, seventh day:

· 900-1000: closing plenary, approval of documents, resolutions

2 AHG reports (13)

The activities of ad hoc groups that had been established at the prior meeting are discussed in this section.

14.1.97.1.1.1.1.1.369 JCT3V-G0001 JCT-3V AHG Report: JCT-3V project management (AHG1) [J.-R. Ohm, G. J. Sullivan]
This document reports on the work of the JCT-3V ad hoc group on Project Management, including an overall status report on the project and the progress made during the interim period since the last meeting.
The work of the JCT-3V overall has proceeded well in the interim period. A large amount of discussion was carried out on the group email reflector. All documents from the preceding meeting had been made available at the document site (http://phenix.it-sudparis.eu/jct3v/) or the ITU-based JCT-3V site (http://wftp3.itu.int/av-arch/jct3v-site/2013_10_F_Geneva/), particularly including the following:

· The meeting report (JCT3V-F1000)

· Draft Text 8 of 3D-AVC (JCT3V-F1002)

· Test Model 8 of 3D-AVC (JCT3V-F1003)

· Draft 1 of 3D-AVC reference software (JCT3V-F1014)

· Draft Text 6 of MV-HEVC (JCT3V-F1004)

· Test Model 6 of 3D-HEVC and  MV-HEVC (JCT3V-F1005), and associated software

· Draft 2 of 3D-HEVC text specification (JCT3V-F1001)

· Draft 5 of MVC plus Depth Conformance (JCT3V-F1006)

· Draft 3 of MVC plus Depth Reference Software (JCT3V-F1010)

· Draft 3 of 3D-AVC Conformance (JCT3V-F1009)

· Draft 4 of Multi-resolution Frame Compatible Stereo (MFC) (JCT3V-F1008)

· Draft 2 of MFC Conformance (JCT3V-F1012)

· Draft 2 of MFC Reference Software (JCT3V-F1013)

· 3D Video Subjective Quality Assessment Test plan v2 (JCT3V-F1011)

· Common Test Conditions of 3DV Core Experiments (JCT3V-F1100)

· Finalized core experiment descriptions (JCT3V-F1101 through JCT3V-F1105).

The 13 ad hoc groups and 5 core experiments had made progress, and various reports from those activities had been submitted.

The software for ATM version 10, and HTM version 9 had been prepared and released approximately as scheduled. 

A "bug tracking" systems for software and text specifications had been installed. The sites are https://hevc.hhi.fraunhofer.de/trac/3d-hevc and https://hevc.hhi.fraunhofer.de/trac/3d-avc/. The bug tracker reports were automatically forwarded to the group email reflector, where the issues could be further discussed.

More than 220 input contributions to the current meeting had been registered. A significant number of late-registered and late-uploaded contributions were noted again.

The meeting announcement had been made available from the aforementioned document site and http://wftp3.itu.int/av-arch/jct3v-site/2014_01_G_SanJose/JCT3V-G_Logistics.doc. A joint meeting of AHG7 (high level syntax) with JCT-VC on topics of HEVC high-level syntax, two days prior to the current JCT-3V meeting, was also organized. 

A preliminary basis for the document subject allocation and meeting notes had been circulated to the participants as http://wftp3.itu.int/av-arch/jct3v-site/2014_01_G_SanJose/JCT3V-G_Notes_d0.doc. 

The editors reported that, as of the opening of the meeting, the drafting of the AVC new edition was nearly completed (but not entirely finished), and that the corrigendum changes to bitstream extraction needed to be integrated into MVC+D and that one other small set of text needed to be integrated.
14.1.97.1.1.1.1.1.370 JCT3V-G0002 JCT-3V AHG report: 3D-AVC Draft and Test Model editing (AHG2) [M. M. Hannuksela, Y. Chen, T. Suzuki, J.-R. Ohm, G. Sullivan]

This document reports on the work of the JCT-3V ad hoc group on 3D-AVC Draft and Test Model editing (AHG2) between the 6th JCT-3V meeting and the 7th JCT-3V meeting.
For preparation of 3D-AVC Draft Text 8, the editing team consisted of M. M. Hannuksela, Y. Chen, T. Suzuki, J.-R. Ohm, and G. J. Sullivan. The editors released the following document:

· JCT3V-F1002 3D-AVC draft text 8 (2013-11-01)

Integration of several corrigenda and amendments into an integrated edition of the AVC standard was currently ongoing. 3D-AVC is one of the amendments being integrated.

For preparation of the 3D-AVC Test Model 7 description, the editing team consisted of D. Rusanovskyy, F. C. Chen, L. Zhang, and T. Suzuki. The editors released the following aligned documents:

· JCT3V-F1003: 3D-AVC Test Model 8 (2013-11-30)

· MPEG N13919: 3D-AVC Test Model 7

The AHG did not report any software-text mismatches.

The AHG recommended to continue to update and improve the overall editorial quality of the 3D-AVC Test Model.
The AHG was planned to be discontinued, although the test model document may need some further updating.
14.1.97.1.1.1.1.1.371 JCT3V-G0003 JCT-3V AHG Report: MV-HEVC / 3D-HEVC Draft and Test Model editing (AHG3) [G. Tech, K. Wegner, J. Boyce, Y. Chen, T. Suzuki, S. Yea, J.-R. Ohm, G. Sullivan]
This document reports on the work of the JCT-3V ad hoc group on MV-HEVC / 3D-HEVC Draft and Test Model editing (AHG3) between the 6th meeting in Geneva and the 7th JCT-3V meeting in San José.
The second 3D-HEVC draft, the sixth Test Model of 3D-HEVC and MV-HEVC and the sixth MV-HEVC draft were developed from the first 3D-HEVC draft, the fifth 3D-HEVC Test Model and the fifth MV-HEVC draft, respectively, following the decisions taken at the 6th JCT-3V meeting in Geneva.

Three editorial teams were formed to work on the two documents that were to be produced:

· F1005 3D-HEVC Test Model 6 (Li Zhang, Gerhard Tech, Krzysztof Wegner, Sehoon Yea)
· F1001 3D-HEVC Draft Text 2 (Gerhard Tech, Ying Chen, Krzysztof Wegner, Sehoon Yea)
· F1004 MV-HEVC Draft Text 6 (Gerhard Tech, Miska Hannuksela, Ying Chen, Jill Boyce, Krzysztof Wegner – moreover, Ye-Kui Wang also supported editing)
The process of preparation of the texts was detailed in the AHG report.
For F1004, it was noted that some text bugs were reported in the bug tracking system or indicated by editor's comments.

The recommendations of the MV-HEVC / 3D-HEVC Draft and Test Model editing AHG were to:

· Approve the edited documents F1001, F1004 and F1005 as JCT-3V outputs. 

· Continue to edit documents to ensure that all agreed elements of 3D- and MV-HEVC are fully described. 

· Compare the documents with the HTM-software and resolve any discrepancies that may exist, in collaboration with the Software AHG.

· Continue to improve the overall editorial quality of the documents.

· Ensure that properly drafted candidate text is available prior to making any decision to change the specifications. 

· Discuss reported open issues. 

It was noted that F0159 CE5 (Fast depth lookup table application method to intra modes for depth data, method 3) required an enabling flag at some position t.b.d. There was no decision where to add the enabling flag. A list of other minor issues is also listed in the bug tracking system

14.1.97.1.1.1.1.1.372 JCT3V-G0004 JCT-3V AHG Report: 3D-AVC Software Integration (AHG4) [D. Rusanovskyy, J.Y. Lee, J.-L. Lin, O.Stankiewicz]
This document reports on activities performed by JCT-3V AHG4 on 3D-AVC Software Integration between 6th and 7th JCT-3V meetings. Activities focused on the integration and cross-check of tools adopted at the 6th meeting, resolving known 3DV-ATM software bugs and delivering reference software for the Multiview Depth High profile (JCT3V-F1010).
With respect to the mandates 1-2, JCT-3V AhG4 coordinated development of the 3D-AVC software and distributions to the JCT-3V community. The 3D-AVC Test Model description document JCT3V-E1003 was updated with new tools description and examples of software usage. 

Reference software for Multiview Depth High profile (JCT3V-E1010/ WG 11 N 13747) was prepared, cross-checked and made available by the specified timeline. The software package formed a base for MVC+D conformance bitrstream production and work of AhG9. AhG4 would like to thank ITRI, MERL and Poznan University for their active participation in software improvement and cross-check of the reference MVC+D software. The reference software package is available for download from:

http://phenix.int-evry.fr/jct3v/doc_end_user/current_document.php?id=1364
AhG4 coordinated integration of tools and changes adopted and explicitly listed at the last JCT-3V meeting with planned release of 3DV-ATM v10.0 on 25.Nov.2013.  3DV-ATM v10.0 software and encoding configuration produced according to the JCT3V-E1100 are available:

http://mpeg3dv.research.nokia.com/svn/mpeg3dv/tags/3DV-ATMv10.0/

Released software included listed adopted tools and bag-fixes, which however did not affect coding performance of 3D-AVC under the CTC scenario, thus no changes to simulation results can be reported. 

In addition to this, reference 3DV-AVC v10.0 software included a bug-fix to MVC+D configuration, enabling unpaired MVD coding in C2 configuration and creating conformance bitstream. The reference MVC+D software was updated accordingly, see document the JCT3V-E1010 / WG11 N 13904.
AhG4 studied the reference 3D-AVC software and identified that the problem of not-supporting IBP inter-view prediction structure is localized in the encoder side only, however caused by bugs in several coding tools, namely ALC, BVSP_Direct, ME. The bug-fixed version of the software is made available on the SVN repository and currently undergoes a cross-check.

http://mpeg3dv.research.nokia.com/svn/mpeg3dv/branches/JCT-3V_6_post_integration_BugFix1/

In the first phase of study, AhG4 tested 3DV-AVC software with two-directional inter-view prediction but without utilization BVSP_Direct mode and weighting hypothesis (Scheme 1). Such scheme can be interpreted as IP*P coding structure, where P* frame is coded with reference views located at the left and right from currently coded views. It does not test full bi-directional functionality such as usage of LIST1 and weighted prediction, but may serve as an indication of 3DV system performance if IBP prediction structure is utilized. Visualization of prediction structure in such view configuration is shown in a figure in the report. Simulation results, achieved by 3DV-AVC with this prediction structure were also provided in the report, where the PIP prediction structure is compared against the IP*P prediction structure.
In general, it was reported that the coding results are quite predictable, whereas a large penalty on synthesised views worth of addressing. The AHG studied the visual quality of synthesised views, and said they were quite close to what observed in time of anchor production with JMVC software, during the call for proposals. Keeping a central view of high visual quality (I-coded) introduces a positive impact on neighboring virtual views, which are twice as large compare to configuration when an I-coded view is the most left or most right view. It is believed that such observation is likely to hold also in the configuration scheme of enabled BVSP_DIRECT.
AhG4 produced a bug-fix to encoder side of 3DV-AVC software, which enables support of the IBP prediction structure with all coding tools, including BVSP_Direct and weighted hypotheses. The software is available from the following location, the bug fix macros is BUGFIX_BSLICE_IVP_VSP.

http://mpeg3dv.research.nokia.com/svn/mpeg3dv/branches/JCT-3V_6_post_integration_BugFix1/

AhG4 studied software in respect to a problem identified by bug-report presented in JCT3V-F0268. The problem seems to be present, AhG4 identified and localized it, and the bug-fix to a problem seemed to be straightforward. However, it was reported that since no written decisions were made by JCT-3V and no software solutions were proposed by proponents of F0268 during the last meeting, AhG4 recommended establishing a BoG and studying the reported problem on site, along with the available solution of the problem and its correspondence with specification text.
In addition to this, during resolving a problem of IBP coding structure, AhG4 identified a bug in integration of IBP related bug-fixes and ALC-related bug-fixes. It was reported that currently, joint operation of these two tools is not decodable.
It was remarked that a significant reason for enabling features is for purposes of enabling conformance testing primarily, rather than primarily to improve coding efficiency.

Some bugs were encountered, but were expected to be fixed quickly.

The DAM ballot was expected to be issued at the next meeting. The PDAM 35 ballot closing date is 2014-03-02.

Recommendations from AHG

· Finalize integration of bug-fixes for ALC and prediction structure problems.

· To establish a BoG to further study the problem identified in breakout report JCT3V-F0268 and discuss possible software or/or specification text solution. Planning to align software with the text. The coordinator for this was agreed to be D. Tian.

· AhG4 recommend extending the conformance bitstream set to include the IBP inter-view prediction structure. Currently observed bugs are not concerned with normative aspects on the decoder side – rather, they are all localated on the encoding side.

An initial effort was made to fix a bug in the IBP configuration. However, a mismatch was still observed for the Balloons sequence. It was asked for this to be identified within a breakout activity. This configuration is needed to finalize the conformance spec, although it is not that relevant for compression benefit in the 3-view case.
A new draft of software (Study of PDAM) was planned to be issued.

14.1.97.1.1.1.1.1.373 JCT3V-G0005 JCT-3V AHG Report: MV-HEVC and 3D-HEVC Software Integration (AHG5) [G. Tech, L. Zhang, Y. Chang, K. Wegner]
This report summarizes the activities of the AhG on 3D-HEVC Software Integration that have taken place between the 6th JCT-3V meeting in Geneva and the 7th JCT-3V meeting in San José. Activities focused on the integration of tools adopted at the 6th meeting into a common code base.
For HTM tool integration, the development of the software was coordinated with the parties needing to integrate changes. The distribution of the software was announced on the JCT-3V e-mail reflector and the software was made available through the SVN server:

https://hevc.hhi.fraunhofer.de/svn/svn_3DVCSoftware/tags/

Anchor bitstreams had been created and uploaded to:

ftp.hhi.fraunhofer.de; login: mpeg3dv_guest; path: /MPEG-3DV/HTM-Anchors/

Multiple versions of the HTM software were produced and announced on the JCT-3V email reflector. The following sections give a brief summary of the integrated tools and achieved coding gains. 

The starting point for development of HTM-9.0 was HTM-8.2. Development of HTM-9.0 was conducted in three parallel tracks, each performing sequential integration. Development of each branch has been supervised by one software coordinator. Software of all three tracks was merged by the software coordinators. Afterwards F0110 had been integrated. 

After release of HTM-9.0, a bug critical under CTC had been reported. Therefore an additional version HTM-9.0r1 had been issued.
The integration effort was detailed in the report.
For MV-HEVC, the coding results for MV-HEVC were identical to results obtained from version HTM-8.2.

For 3D-HEVC, about 2% coding efficiency improvement was reported for HTM-9.0r1 vs. HTM-8.2 (CTC, three view configuration).

A history of the performance of individual revisions over time was provided in the report.

For version HTM-9.1 MV-HEVC, 6 HLS has been integrated in a single track. After integration, proponents had been asked for review and further integration. 
Test results were provided for MV-HEVC:HTM-9.1 vs. HTM-9.0r1 (CTC, three view configuration), and the coding performance was approximately unchanged.

For 3D-HEVC: HTM-9.1 vs. HTM-9.0r1 (CTC, three view configuration), marginal changes were reported for MV-HEVC.

For version HTM-9.2, 3D-HEVC, 6 HLS had been integrated in a single track.

For MV-HEVC, no changes in coding performance were reported, and for 3D-HEVC, an insignificant decrease of bit rate was reported ( < 0.01%).

Another branch HTM-9.0r1-F0122, had been prepared. This branch is based on HTM-9.0r1 and includes F0122. Hence, the MV-HEVC configuration can be used with VSO enabled.

Open issues were identified as follows:

· Some minor mismatches related to 3D-HEVC HLS.

· MV-HEVC / 3D-HEVC SEI messages missing.

· Some missing items related to MV-HEVC HLS (CL-RAS, POC alignment, Auxiliary pictures)

· Other minor issues are listed in the bug tracking system.
It was noted that when a proposal is adopted, we need to discuss how to enable it in the HTM software (e.g. encoder parameter / parameter set flag, or always on).
The recommendations of the 3D-HEVC Software integration group were:

· Develop reference software HTM version 10 based on HTM-9.2 and improve its quality

· When a proposal is adopted to discuss how to enable it in the HTM software (e.g. encoder parameter / parameter set flag, or always on). 

· Continue to identify bugs and discrepancies with text, and address them.

· Fix open issues. 

· Discuss on how to address open issues.

Remarks recorded for the AHG review were as follows:

· HTM8 -> HTM9.0 approximately 2% BR reduction for coded views, approximately 1.8%  for synthesized views.

· HTM9.1 HLS of MV-HEVC (SEI, POC align, aux pictures, CLRAS missing)

· HTM9.2 HLS of 3D-HEVC (SEI missing)

· Inclusion of depth coding for MV-HEVC is still in a separate branch

· Based on HM 12.0, it should be simple to align with 13.0

· For new AHG: Prepare reference software extension related to MV-HEVC (also coordinate with RExt). 

14.1.97.1.1.1.1.1.374 JCT3V-G0006 JCT-3V AHG Report: 3D Coding Tool Testing (AHG6) [K. Müller, A. Vetro]
This document reports on the work of the JCT-3V ad hoc group on 3D Coding Tool Testing (AHG6) between the 6th JCT-3V meeting in Geneva (25 October – 1 November, 2013) and 7th JCT-3V meeting in San Jose (11 – 17 January 2014).

The CE work plans were finalized and made available via the JCT-3V web site by December 13, 2013.
For the CEs, the 3DV-HTM software version 9.0r1 was used, which includes a bug fix (related to sub PU level inter-view motion vector prediction). Accordingly, it became necessary to announce this version to be used for CEs.

Other than this, there were no other needs during this AHG period to coordinate between any of the core experiments.
All CEs used the CTC configuration. In addition, 

· CE4 used a configuration with BVSP (Backward view synthesis prediction) OFF for ADVD (adaptive disparity vector derivation), and 

· CE5 used the all-intra configuration.

· There were 5 CEs established at the previous meeting to further study various aspects of the HEVC-based coding designs. 

· To get a sense of where the main areas of development are focused, the approximate number of CE reports and CE related contributions are noted below. 
· CE5 on Depth intra modes is most active with 38 contributions, followed by CE3 on Motion prediction for texture coding with 25 contributions. The CEs on Sub-PU processing (CE1), Motion prediction for depth coding (CE2) and Residual prediction (CE4) are also active with 16-17 contributions.
The CEs and related contributions were listed in the report.

The 3D viewing equipment has been prepared and the test room "Silicon Valley" had been setup.
Test sequences for MV-HEVC (with depth map carriage) and 3D-HEVC had been prepared, as reported in document JCT3V-G0110, and could be viewed during the week. A few inputs on coding performance for MV-HEVC and 3D-HEVC had been received and were to be discussed during the meeting.
14.1.97.1.1.1.1.1.375 JCT3V-G0007 JCT-3V AHG report: 3D High level syntax (AHG7) [M. M. Hannuksela, J. Boyce, Y. Chen, A. Norkin, Y.-K. Wang]

This report summarizes the activities of the ad-hoc group of 3D high level syntax (AHG7).
JCT-VC AHG10 on multi-layer picture order count (POC) design had several phone conferences between the 6th JCT-3V meeting and the 7th JCT-3V meeting.. Invitations to the phone conferences were distributed through the JCT-3V reflector too. JCT-VC AHG10 agreed on recommendations on the multi-layer POC design.

JCT-3V AHG7 had met collocated with JCT-VC on 9–10 January, 2014. The JCT-VC meeting notes document the recommendations that were reached.

Most high-level syntax input contributions had been submitted to both JCT-VC and JCT-3V. These input contributions had been categorized in the JCT-VC meeting notes. Additionally the following two input contributions related to 3D-HEVC high-level syntax (as correctly categorized in "JCT3V-G_Notes_d0.doc", Section 6.1):

· JCT3V-G0048 3D-HEVC HLS: On inter-component reference pictures [Y.-L. Chang, Y.-W. Chen, J.-L. Lin, Y.-P. Tsai, S. Lei (MediaTek)]

· JCT3V-G0053 3D-HEVC HLS: On ARP reference picture signalling [J.-L. Lin, Y.-W. Chen, Y.-L. Chang, Y.-W. Huang, S. Lei (MediaTek)]

There were no emails related to the mandates of this ad-hoc group over the reflector between the 6th JCT-3V meeting and the 7th JCT-3V meeting.

A Joint BoG on HLS (coordinated by J. Boyce) met in parallel during the meeting to consider HLS issues. Some of the outcome of that work is reported in the JCT-VC report and not duplicated herein.
14.1.97.1.1.1.1.1.376 JCT3V-G0008 JCT-3V AHG Report: Study of 3D-HEVC entropy coding (AHG8) [J.-L. Lin, T. Ikai]

This document reports on the work of the JCT-VC ad hoc group on study of 3D-HEVC entropy coding (AHG8) between the 6th JCT-3V meeting in Geneva (25 Oct. – 1 Nov., 2013) and the 7th JCT-3V meeting in San José (11–17 January 2014).
The contributions related to the simplifications and unifications of binarization and context models and the reduction of context coded bins for 3D-HEVC that had been submitted for consideration were listed in the report. There were four such contributions, and four accompanying cross-checks.

· JCT3V-G0060 is a proposal asserted to simplify the CABAC coding of the syntax related to the inter SDC, intra SDC and DMM modes.

· JCT3V-G0061 is a proposal asserted to simplify the CABAC context modeling for ic_flag and iv_res_pred_weight_idx.
· JCT3V-G0062 is a proposal to remove the number of context coded bins in DMM mode coding be using bypass coding.

· JCT3V-G0056 is a proposal to reduce the number of context coded bins for inter SDC residual coding.
In the discussion, it was remarked that G0108 and G0124 are also related.

It was suggested to have a BoG (coordinated by J.-L. Lin and P. Merkle) identify context coded syntax elements for consideration for simplification.
14.1.97.1.1.1.1.1.377 JCT3V-G0009 JCT-3V AHG Report: 3D Quality Assessment (AHG9) [T. Ebrahimi, V. Baroncini, A. Vetro]
This document reported on the work of the JCT-3V ad hoc group on 3D Quality Assessment (AHG9) between the 6th JCT-3V meeting in Geneva (25 Oct. – 1 Nov. 2013) and 7th JCT-3V meeting in San Jose (11–17 Jan. 2014).
The test material for the assessment of AVC-based codecs was prepared and made available during the previous meeting. A report of the viewing results was under preparation.

Additionally, draft test material for the HEVC-based codecs was generated. One document had been submitted to this meeting describing the test material for different codec configurations:

· JCT3V-G0110: Test Material for Subjective Comparison of 3D-HEVC and MV-HEVC with depth coding [Gerhard Tech, Karsten Müller]

The test material was available for viewing during the San Jose meeting.
The following contributions related to this mandate had been submitted:

· JCT3V-G0109: Comparative Results for 3D-HEVC and MV-HEVC with Depth Coding [Ying Chen, Gerhard Tech, Karsten Müller, Anthony Vetro, Li Zhang, Shinya Shimizu]

· JCT3V-G0142: On comparison of 3D-HEVC and MV-HEVC [M. M. Hannuksela (Nokia), Y. Yan (USTC)]

· JCT3V-G0174: On MV-HEVC+D encoder parameters [A. Norkin, U. Hakeem, R. Sjöberg (Ericsson)]

The documents discuss different encoding configurations, which should be reviewed and discussed during the meeting. 

The AHG did not have any recommendations on changes to the evaluation methodology, but would consider this based on the experiments. However, it was encouraged that CE participants consider using alternative metrics as part of their work.
The AHG on 3D Quality Assessment recommended to:

· Solicit reports on the subjective testing of AVC-based codecs

· Conduct informal viewing of the encoded test material for HEVC-based codecs 

· Review the contributions related to HEVC-based encoding parameters

· Prepare a draft test plan for HEVC-based codecs, considering test conditions and schedule – e.g., for comparing 3D-HEVC to MV-HEVC.
· Re-establish the AHG to coordinate the subjective testing and further study objective quality assessment metrics

14.1.97.1.1.1.1.1.378 JCT3V-G0010 JCT-3V AHG Report: Complexity Assessment (AHG10) [G. G. Lee, G. Bang, T. Ikai, K. Rapaka, D. Rusanovskyy]
This document reported on the work of the JCT-3V ad hoc group (AHG) on Complexity assessment (AHG10) between the 6th JCT-3V meeting in Geneva (25 Oct. – 1 Nov. 2013) and the 7th JCT-3V meeting in San Jose (11–17 Jan. 2014).
A spreadsheet had previously been developed to discuss, identify and tabulate the coding tools or cases to be studied at different suggested data granularities. It was requested for a copy of the spreadsheet to be provided as an attachment to a revision to the AHG report. The spreadsheet provides a high-level overview of the scope of the work in this ad hoc group. Several examples had been completed by a co-chair, and proponents in the JCT-3V 6th meeting had also included this spreadsheet. The spreadsheet had not been updated since the previous meeting.

Two contributions were identified as related:

· JCT3V-G0114, AHG 10: Complexity Assessment on Illumination Compensation (IC). This document provides an informative case study for the coding tools in 3D-HEVC based on number of operations, data transfer rate, and data storage requirements.

· JCT3V-G0208, AHG 10: Complexity assessment of motion compensation process. This document provides an informative case study for the coding tools in 3D-HEVC based on number of operations and data transfer rate.

14.1.97.1.1.1.1.1.379 JCT3V-G0011 JCT-3V AHG Report: 3D Test Material (AHG11) [S. Shimizu, S. Yea]
This document reports on the work of the JCT-VC ad hoc group on Test Material (AHG11) between the 6th JCT-3V meeting in Geneva (25 October – 1 November, 2013) and the 7th JCT-3V meeting in San Jose (11 – 17 January, 2014).
There was no e-mail exchange. At this meeting, there were no input contribution related to this AHG.

An attempt had been made to contact contributors of test material to the Vienna meeting, but no reaction had been received.

14.1.97.1.1.1.1.1.380 JCT3V-G0012 JCT-3V AHG Report: Conformance testing development (AHG12) [T.Suzuki, D.Rusanovskyy]
The ftp site at ITU-T is used to exchange bitstreams. The ftp site for downloading bitstreams is,

http://wftp3.itu.int/av-arch/jct3v-site/bitstream_exchange/
The spreadsheet to summarize the status of bitstream exchange, conformance bitstream generation is available at this directory. It includes the list of bitstreams, codec features and settings, and status of verification.

The list of the candidate of the conformance bitstream and its volunteers are summarized in the table below. 

So far, 15 bitstreams had been collected for MVC+D. AhG4 and proponents provided an update to reference MVC+D software which was used to generate missing bitstream MVDRS-1. All planned bitstreams had been collected.

	Categories
	Bitstream
	Donated by
	File Name
	Multi-view Depth High
	Level
	Frame Rate (Frame/Sec)

	Depth Resolution
	MVDDR-1
	Nokia
	MVDDR-1
	X
	3 and higher
	30

	
	MVDDR-2
	Nokia
	MVDDR-2
	X
	4 and higher
	25

	
	MVDDR-3
	Sony
	MVDDR-3
	X
	3 and higher
	30

	
	MVDDR-4
	Sony
	MVDDR-4
	X
	4 and higher
	25

	Views Configuration
	MVDVC-1
	Sony
	MVDVC-1
	X
	3 and higher
	30

	
	MVDVC-2
	Sony
	MVDVC-2
	X
	4 and higher
	25

	
	MVDVC-3
	Nokia
	MVDVC-3
	X
	3 and higher
	30

	
	MVDVC-4
	Nokia
	MVDVC-4
	X
	4 and higher
	25

	Inter View Prediction / temporal inter prediction
	MVDIV-1
	Nokia
	MVDIV-1
	X
	4 and higher
	25

	
	MVDIV-2
	Sony
	MVDIV-2
	X
	3 and higher
	30

	
	MVDIV-3
	MERL, Qualcomm
	MVDIV-3
	X
	5.1 and higher
	25

	
	MVDIV-4
	MERL, Qualcomm
	MVDIV-4
	X
	5.1 and higher
	30

	Interlaced Coding Tools
	MVDIL-1
	ITRI, Sony
	MVDIL-1
	X
	3.1 and higher
	30

	
	MVDIL-2
	ITRI
	MVDIL-2
	X
	4.1 and higher
	15

	MVD representation and SEI
	MVDRS-1
	Nokia
	MVDRS-1
	X
	3 and higher
	30


In the last meeting, it was reported that the post dilation filter is enabled in the reference software. Md5 checksums must be calculated using yuv before applying the post dilation filter. Md5 files calculated with the reconstructed picture after the post filter were replaced.
The generated bitstreams for MVC+D were available at

http://wftp3.itu.int/av-arch/jct3v-site/bitstream_exchange/under_test/MVCD/
As for 3D-AVC development, the list of recommended conformance bitstreams was signficiantly updated, as per recommendation of JCT3V-F1009. The list of candidate bitstreams, their parameters and expected proponents are given in the table below.

Candidate conformance bitstreams for 3D-AVC development.

	Categories
	Bitstream
	Donated by
	File Name
	Multi-view Depth High
	
	Level
	Frame Rate (Frame/Sec)

	Depth Resolution
	MVDDR-1
	Nokia
	
	X
	
	3 and higher
	30

	
	MVDDR-2
	Nokia
	
	X
	
	4 and higher
	25

	Coding tools
	MVDCT-1
	MERL
	
	X
	
	3 and higher
	30

	
	MVDCT-2
	Mediatek
	
	X
	
	4 and higher
	25

	
	MVDCT-3
	Samsung
	
	X
	
	3 and higher
	30

	
	MVDCT-4
	Poznan
	
	X
	
	4 and higher
	25

	
	MVDCT-5
	Qualcomm
	
	X
	
	4 and higher
	25

	
	MVDCT-6
	Qualcomm
	
	X
	
	3 and higher
	30

	
	MVDCT-7
	Qualcomm
	
	X
	
	4 and higher
	25

	
	MVDCT-8
	MERL
	
	X
	
	3 and higher
	30

	
	MVDCT-9
	Samsung
	
	X
	
	4 and higher
	25


As for today, 7 bitstream had been collected for 3D-AVC and 4 bitstreams were still missing.

The bitstreams for 3D-AVC were available at 

http://wftp3.itu.int/av-arch/jct3v-site/bitstream_exchange/under_test/3D-AVC/
AhG4 was planning to finalize 3DV-AVC reference software, which is cable of coding MVD data with bi-directional inter-view prediction. 

In the last meeting, it was suggested to upload the bitstream, short description, trace file, decoded image, md5 checksum in a zip archive. All files inside the zip archive should have the same base name. Only the extension is changed in the following way:

· .bit - bitstream

· .txt - description

· .trc - trace file
· .md5 - MD5 sum of the complete decoded file

· .yuv - decoded image

Note: Having a trace file is useful for debugging and it is recommend to include short trace file. Full trace is optional. Decoded image and MD5 checksum are optional. But one of the decoded YUV file, md5 checksum file must be provided.

MD5 must be provided for decoded YUV file. Hash must be the existed at the beginning of the file. (Text remarks by volunteers are included in some md5 files) 

A description of the recommended md5sum tool on UNIX can be found at http://en.wikipedia.org/wiki/Md5sum.
It was noted that the PDAM conformance ballot was scheduled to close on 2014-03-01.

It was suggested to issue a "study document" to contain the additional bitstreams that had become available.

14.1.97.1.1.1.1.1.381 JCT3V-G0013 JCT-3V AHG Report: Mixed Resolution Coding (AHG13) [K. Wegner, S. Shimizu]
This document reports on the work of the JCT-VC ad hoc group on Mixed Resolution Coding (AHG13) between the 6th JCT-3V meeting in Geneva (25 October – 1 November, 2013) and the 7th JCT-3V meeting in San Jose (11 – 17 January, 2014).
The following contribution was identified as related to AHG14:

· JCT3V-G0151: Shinya Shimizu, Shiori Sugimoto, "AHG13: Results with quarter resolution depth map coding"
It was reported that a reduced resolution depth map coding in the context of 3D-HEVC gave no coding benefit. However, such coding scheme achieves low complexity decoding in terms of the number of operation and memory usage, and decoder throughput.

There were many efforts in order to migrate JCT3V-D0215 and JCT3V-D0216, which are based on HTMv6.x, to the latest version of HTM. Due to the limited time after the release of HTMv9.x, the migration had not been finished yet. The software used in JCT3V-G0151 supported only VSO; no 3D-HEVC coding tool was supported with the reduced resolution depth map coding. Simulation results reportedly show about 3.38% bit rate reduction and 6.22% bit rate increase for coded and synthesized views, respectively, with savings of about 30% decoder runtime.
The AHG recommended to review the related input contribution and decide whether to support mixed resolution coding in MV-HEVC and 3D-HEVC.
3 Project development, status, and guidance (0)

3.1 Communication by parent bodies (0)

A joint meeting with the parent bodies was held Wednesday 1710-1750. During this meeting, it was estimated that 3D-HEVC can provide approximately 20% bit rate reduction, and was concluded that 3D-HEVC is considered mature to progress to a more formal standardization stage, and the following timeline in ISO/IEC was suggested for standardization of 3D-HEVC:

· ISO/IEC PDAM 14-01

· ISO/IEC DAM 14-10

· ISO/IEC FDAM 15-06

ITU consent was expected to likely be in 15-10.

The following functionalities were discussed and considered to be useful, and support by 3D-HEVC should be investigated:

· Texture and depth maps of different resolution

· Texture and depth maps unaligned (e.g. when depth is acquired by depth cameras)

In principle, both appeared possible, but a question what implications would be when combined with improved compression tools. Further study was suggested in an HLS AHG.

A proposal for a depth view packing SEI message was discussed, but this topic was deferred to the next meeting.

MFC with depth was also discussed (using a similar approach to MVC+D, wherein only the texture uses MFC) based on proposal JCT3V-G0115. This was deferred for further study.

3.2 3D video application areas (0)

No actions noted on this topic.
3.3 Profile/level definitions (0)

No actions noted on this topic.
3.4 3D-HEVC / MV-HEVC performance assessment (6)
(Chaired by A. Vetro)
14.1.97.1.1.1.1.1.382 JCT3V-G0109 Comparative Results for 3D-HEVC and MV-HEVC with Depth Coding [Y. Chen, G. Tech, K. Müller, A. Vetro, L. Zhang, S. Shimizu]

This contribution evaluates the coding performance of the current implementations of 3D-HEVC and MV-HEVC with depth coding (based on HTM 9.0r1). The results reportedly show that 3D-HEVC provides an average bit rate reduction of 20% (measured by PSNR of synthesized views) relative to MV-HEVC. Based on this result, it was proposed that the 3D-HEVC working draft progress to Proposed Draft Amendment (PDAM) at this meeting.

It was noted that VSO was turned on for both MV-HEVC and 3D-HEVC in all tests.

14.1.97.1.1.1.1.1.383 JCT3V-G0110 Test Material for Subjective Comparison of 3D-HEVC and MV-HEVC with depth coding [G. Tech, K. Müller] [late]

This contribution summarizes the test material, prepared for the visual comparison between MV-HEVC (depth map carriage) and 3D-HEVC. For each coding method, all 8 test sequences with 4 rate points have been prepared with the following Texture QPs for the independent view: 45, 40, 35, and 30. For each rate point, two stereo pairs have been produced.

It was recommended that informal subjective viewing be done and that rate points for subjective testing be confirmed. 

There was a question on whether interview prediction for depth is enabled in both codec configurations. It was confirmed that interview prediction for depth is enabled.

14.1.97.1.1.1.1.1.384 JCT3V-G0243 Viewing Report for Comparison of 3D-HEVC and MV-HEVC with depth coding [Vittorio Baroncini, Gerhard Tech, Karsten Müller]

In follow-up, visual comparison was done with 5 experts Mon afternoon – comparing MV-HEVC with depth coding, with inter-view prediction enabled, depth at full resolution, VSO enabled, sequences with approximately same coded texture and synthesized view PSNRs were compared. The result was reported (input doc to be registered) that only minor differences (only in some cases slightly better/slightly worse) were found. The results of this informal test could be interpreted such as the above PSNRs are approximately reflecting the visual quality.
14.1.97.1.1.1.1.1.385 JCT3V-G0142 On comparison of 3D-HEVC and MV-HEVC [M. M. Hannuksela (Nokia), Y. Yan (USTC)]

The contribution suggests aspects to be taken into account when preparing bitstreams for comparing the performance of MV-HEVC (with depth auxiliary picture layers) and 3D-HEVC.

One suggestion is that MV-HEVC and 3D-HEVC should have same level of view synthesis optimization. This is already being done.

Another suggestion is that codecs should be used with their best configuration, e.g., considering spatial resolution of depth views, range extension coding tools for the coding of auxiliary depth pictures and SHVC coding tools such as inter-layer motion prediction.

Results are shown with different depth resolutions that demonstrate notable coding gains. However, these results were generated with VSO disabled and there were doubts whether the same gains could be obtained when VSO is enabled, and whether they would exceed the VSO enabled result with full-resolution depth. In a related contribution (G0151) it is shown that depth down-sampling does not provide any coding efficiency benefit when VSO is enabled. It was agreed to use the best codec configuration considering both VSO and depth downsampling factor, but further study is needed to determine this.

Regarding the use of RExt tools for auxiliary pictures, it was not clear what the benefit of RExt tools would provide with depth and whether this is a plausible use case scenario for MV-HEVC. There was a question on whether version 1 decoders are able to decode monochrome format.

Inter-layer motion prediction refers to prediction between texture and depth, and is shown to provide a 1% coding gain. It was remarked that inter-layer prediction is currently disabled for auxiliary layers. It was noted that this would complicate the design and the dependencies. There is no proposal to enable this, and  it was considered desirable by the group to not have these inter-layer dependencies.
14.1.97.1.1.1.1.1.386 JCT3V-G0174 On MV-HEVC+D encoder parameters [A. Norkin, U. Hakeem, R. Sjöberg (Ericsson)]

The contribution proposes to enable inter-view prediction between the depth components in MV-HEVC+Depth configuration of MV-HEVC reference software (HTM). The reported BD-Rate gains relative to the current coding parameters of MV-HEVC+D are −4.6% on the synthesized views under the common test conditions. It is also proposed to use the configuration of MV-HEVC+D with enabled inter-view prediction between the depth components in the subjective test between the MV-HEVC+D and 3D-HEVC.

It was remarked that inter-view prediction for depth has been enabled in the comparative results of G0109/G0110.

There was a question on the reported gains, specifically that the 4.6% average gain seemed high. It was noted that the configuration used in the reported results disabled the quadtree limitation, so the gain would be much smaller.

It was suggested to add configuration files in the SVN repository for MV-HEVC+D that enable inter-view prediction for depth. 

Decision (SW): Adopt (add config files)

14.1.97.1.1.1.1.1.387 JCT3V-G0232 Cross-check of Ericsson’s proposal JCT3V-G0174 on MV-HEVC+D encoder parameters [P. Aflaki, M. M. Hannuksela] [late]

3.5 MFC plus depth (2)
14.1.97.1.1.1.1.1.388 JCT3V-G0115 Preliminary Results of MFC plus Depth [L. Grimaldi, K. Schueuer, P. Yin, T. Lu, H. Ganapathy, T. Chen, W. Husak]

This contribution shows a comparison between MFC plus depth (MFC+D) and FC plus depth (FC+D) in multi-view rendering. All tests have been performed without compression. The study aims at providing some upper bound on the expected gain. The texture views are given by the upsampled FC left and right views for FC+D case and by the reconstructed MFC left and right views for the MFC+D case, respectively. The original full resolution depth data is used in all the tests. The simulation results show that the average PSNR gain of synthesized views is in a similar range to that of original views. In addition, subjective evaluation justifies the objective gain.

The main intention of the contribution is that the characteristics of MFC coded views are retained in synthesized views when depth data are used.

Neither texture nor depth were compressed.

The suggested approach is using MFC for texture, and using MVC coding for depth (or MVC+D with depth only).

It was agreed to bring this to the attention of the parent bodies and seek advice how to proceed. After the parent bodies were consulted, the subject was deferred until next meeting according to parent body advice.
14.1.97.1.1.1.1.1.389 JCT3V-G0117 MFC+D: Crosscheck on Dolby Proposal JCT3V-G0115 [D. Tian (MERL)]

3.6 Complexity assessment (2)
(Chaired by A. Vetro)
14.1.97.1.1.1.1.1.390 JCT3V-G0114 AHG 10: Complexity Assessment on Illumination Compensation (IC) [G. G. Lee, B.-S. Li, C.-F. Chen, Z.-H. Yu, C.-H. Huang (NCKU)]

This proposal provides a case study of complexity assessment on illumination compensation (IC) in 3D-HEVC and complexity metrics, including number of operations, data storage requirement, and data transfer rate are assessed. The analyzed results in this proposal might be considered as anchor complexity to assist JCT3V in evaluating the proposals. 
This proposal also presents the experimental results without IC coding tools. The results reveal that the coding performance will be degraded without IC in HTM-9.0r1 configuration and the coding loss is 0.6%, 0.6%, and 0.4% for video PSNR vs. video bit rate, video PSNR vs. total bit rate, and synth PSNR vs. total bit rate, respectively, at HTM-9.0r1 configuration without IC.
14.1.97.1.1.1.1.1.391 JCT3V-G0208 AHG10: Complexity assessment of motion compensation process [T. Ikai (Sharp)] [late]

This proposal reports a complexity assessment of motion compensation process, especially considering the worst case. 3D-HEVC enhances motion compensation process by introducing Sub-block, VSP, ARP and IC methods. This evaluation is carried out by spreadsheet in terms of number of operation and data transfer rate. It is reported that the simplification techniques for the tools, such as horizontal only motion comp in VSP, is useful to reduce the worst case complexity to be comparable to HEVC version1. It is recommended to retain these simplification techniques and keep complexity in check for further development.

It is reported that VSP is relatively low in terms of computation and bandwidth, ARP incurs a higher bandwidth relative to HEVC v1, and that MC+IC is slightly higher than 8x8 MC in HEVC v1. Notable increases are observed when certain constraints in the current design are relaxed.
3.7 Quality assessment (0)

No contributions noted in this area.
3.8 Source video test material (0)

No contributions noted in this area.
4 Core experiments 

4.1 CE1: Sub-PU processing (20)

4.1.1 Summary (2)

14.1.97.1.1.1.1.1.392 JCT3V-G0021 CE1: Summary report on Sub-PU processing [S. Shimizu (NTT)]

Sub-test a: Default motion vector for SPIVMP
All contributions in this area were aiming to improve the parallel processing capability of sub-PUs.

In this category, default motion parameters for SPIVMP are investigated. The default motion parameters are utilized on motion hole filling as well as the pruning process of merge candidates. All contributions were aiming to improve the parallel processing capability.

In order to distinguish motion parameters for motion hole filling with those for the pruning process, the former is called as default motion parameters (DMP) and the latter is called as representative motion parameters (RMP). In addition, motion parameters on the block which corresponds to center pixel of the current PU in a reference picture is called as center motion parameters (CMP), and motion parameters with zero motion vectors and zero reference index for both L0 and L1 lists is called as zero motion parameters (ZMP).
Summary of results on Test (a)

	Doc.
	Availability of SPIVMP candidate
	DMP
	Update of DMP
	RMP
	BD-Rate (Video PSNR)
	BD-Rate (Synth. PSNR)
	Dec. time
	Cross-check
	WD

	HTM
	At least one sub-PU has available MP
	Last available MP
	Yes
	First available MP
	-
	-
	-
	-
	-

	G0120
	Always
	CMP or ZMP
	No
	CMP or ZMP
	0.07%
	0.08%
	103.5%
	G0203
	Yes

	
	At least one sub-PU has available MP
	CMP or ZMP
	No
	First available MP
	0.01%
	0.02%
	99.8%
	G0203
	No

	G0084
	At least one sub-PU has available MP
	ZMP
	Yes
	First available MP
	0.01%
	0.02%
	101.2%
	G0214
	Yes

	
	At least one sub-PU has available MP
	(Do)NBDV
	Yes
	First available MP
	0.01%
	0.00%
	100.6%
	G0214
	No

	G0147
	CMP is available
	CMP
	No
	CMP
	0.00%
	-0.01%
	98.9%
	G0219
	Yes


Among the three investigated methods, G0147 is agreed to be the simplest solution achieving the intended parallelism. Compared to HTM, it however requires additional processing to determine the CMP.

Offline activity of proponents of G0120, G0084 and G0147 was requested, to report back what is the necessary number of additional operations, memory accesses etc. compared to reference (HTM). 

Offline activity is verbally reported on 01-14 PM, but no precise numbers were given. It was reported that no additional memory accesses are necessary. It was also reported that all proponents of G0120, G0084 and G0147 suggest adoption of G0147 as the simplest solution. Proponents of G0120 also confirmed that the WD text was mature.

Decision: Adopt G0147.

Sub-test b: Sub-PU level deblocking/motion parameter storage
In the current WD, the disparity parameters utilized to fetch the depth map are stored in the motion storage in for VSP while sub-PU based motion parameters are stored for SPIVMP. The impact by storing sub-PU based disparity parameters for VSP was investigated. In addition, the impact by applying deblocking filter for sub-PU edges was also investigated.
Summary of results on Test (b)

	Doc.
	Store sub-PU based DVs for VSP
	Deblocking filter on sub-PU edges
	Type of sub-PU edge
	Deblocking edges located other than 8x8 grid
	BD-Rate (Video PSNR)
	BD-Rate (Synth. PSNR)
	Dec. time
	Cross-check
	WD

	HTM
	No
	No
	n/a
	No
	-
	-
	-
	-
	-

	G0118
	Yes*
	Yes (SPIVMP and VSP)
	TU
	No
	-0.29%
	-0.18%
	102.8%
	G0152
	Yes

	G0148
	Yes
	No
	n/a
	No
	-0.11%
	-0.08%
	96.0%
	G0218
	Yes

	
	Yes
	Yes (VSP)
	TU
	No
	-0.11%
	-0.07%
	99.7%
	G0218
	No

	G0068
	Yes
	Yes (SPIVMP and VSP)
	PU
	No
	-0.31%
	-0.19%
	102.9%
	G0155
	Yes


Proposals requiring changes to core parts were noted as follows:

· G0118 modifies the TU tree based on sub-PU structure (3 pages of text)

· G0068 modifies the de-blocking decisions such that sub-PUs are handled as PUs, and would require a modification of the deblocking specification

G0068 may be closer to hardware implementations which determine the PU boundary based de-blocking decision from stored motion vectors.

Side activity (Y. Chang) was conducted to organize informal viewing to investigate whether the additional deblocking improves the subjective quality. A viewing session was performed on Thu. morning. 

14.1.97.1.1.1.1.1.393 JCT3V-G0244 BoG report on viewing of deblocking process in CE1 contributions [Y.-L. Chang (MediaTek)]

The purpose of this BoG activity was to carry out informal viewing to investigate whether the additional deblocking of JCT3V-G0068 and JCT3V-G0118 improves the subjective quality.

The viewing took place on January 16, 2014 (11:30 to 12:10pm) in viewing room. Six experts attended the viewing. The results indicated that for the test cases that were investigated the technology of G0148 provides either equal or slightly better visual quality.

Some doubt was, however, expressed regarding how large the differences actually were.

No action was necessary anyway, since G0148 part 1 had been adopted.

A small benefit comes due to the benefit of storing sub-PU based DV and using them for VSP (0.08% according to the separate results in G0148). It was agreed that this is coming without complexity increase. This approach is used in all three proposals of this part of the CE, but the way of specifying it is not unified - G0118 is believed to use the minimum change. In principle, it was agreed to adopt this.

Proponents of G0118, G0148 and G0068 were asked to unify the WD specification.

As a follow-up activity, G0148 was investigated as candidate text by proponents of G0118 and G0068. In the follow-up discussion 01-14 PM, both other parties confirmed that the WD text submitted in G0148 is appropriate.

Decision: Adopt G0148 (version without the deblocking change). The WD text submitted with G0148 only implements this version and can be used "as is".

Sub-test c: VSP with residual prediction
In the current WD, VSP merge candidates become available when iv_res_pred_weight_idx is equal to 0; no combination of VSP and ARP is allowed. Such combination of VSP and ARP is investigated in this category.

The difference between G0059 and G0076 is an interpolation filter utilized for VSP, i.e. main depth-based disparity compensated prediction, when ARP is applied. G0059 proposes to use the 7/8-tap interpolation filter in HEVC while G0076 proposed to use a bi-linear interpolation filter as used in the 3D-HEVC residual predictions. For the residual prediction process, both G0059 and G0076 propose to use a bi-linear interpolation filter.

It is reported that there is a minor impact on decoding time; however, one of the major concerns is the decoder complexity since a tri-prediction is performed for each 8x4 or 4x8 block. In both proposals, the number of the referred samples is smaller than the normal 8x8 bi-prediction, which requires to access 548 samples (450 luma + 98 chroma) per 8x8 block. 

Summary of results on Test (c)

	Doc.
	Interpolation filter for VSP when ARP is applied
	# of accessed samples per sub-PU (8x4 or 4x8)
	BD-Rate (Video PSNR)
	BD-Rate (Synth. PSNR)
	Dec. time
	Crosscheck
	WD

	G0059
	HEVC interpolation filter
	228
(main pred.: 108, 
resi. pred.: 120)
	-0.08%
	-0.07%
	100.4%
	G0185
	Yes

	G0076
	Bi-linear filter
	172
(main pred.:52, 
resi, pred.: 120)
	-0.06%
	-0.06%
	100.2%
	G0164
	Yes


Note: G0076 is classified under CE.

Additional complexity/memory accesses were not justified by the small compression gain.

The ARP in this case would use 4x8/8x4 block size (same as VSP), whereas the existing ARP uses 8x8 at minimum.

Sub-test d: Other

JCT3V-G0069: Restricted bi-prediction for sub-PU
In HEVC, the bi-prediction for small PU-size, 8x4 or 4x8, is prohibited. This contribution proposes to disable the bi-prediction for sub-PUs whose block size is smaller than 8x8 in SPIVMP or VSP in order to align with the base HEVC design. Under the CTC, such bi-prediction is utilized only for the SPIVMP on 16x4/4x16 PUs.

Simulation results of JCT3V-G0069
	Doc.
	BD-Rate (Video PSNR)
	BD-Rate (Synth. PSNR)
	Dec. time
	Crosscheck
	WD

	G0069
	0.00%
	-0.02%
	100.2%
	G0157
	Yes


Bi-prediction for 4x8/8x4 can currently occur in two cases:

· sub-block partitioning with AMP

· VSP

G0069 disables bi-prediction in both cases. However, the first case can also be solved by disabling the combination of SB partitioning and AMP (as below per G0077)

Decision: Adopt G0069 second case (disallow bi prediction with VSP).

JCT3V-G0077: MCP Size and DV for Sub-PU Prediction
This contribution contains three SPIVMP-related aspects; 1) MCP size, 2) disparity vector utilized for the motion parameter derivation, and 3) clean-up of sub-PU size syntax element.

In the current WD, a block size of sub-PU can be 12x8 or 8x12 which is not allowed in the base HEVC. In order to align with HEVC, this contribution proposes two different modification; 1) dividing 12x8 (8x12) PUs into 8x8 and 4x8 (8x4 and 8x8) blocks, and 2) allowing SPIVMP only for 2Nx2N partitions.

This contribution also proposes to set a vertical component of disparity vector utilized in SPIVMP to 0.

The last proposal is to clean-up the sub-PU size syntax, log2_sub_pb_size_minus2, in VPS. It was proposed to change it into log2_sub_pb_size_minus3 with moving from VPS to SPS.

Simulation results of JCT3V-G0077
	Doc.
	SPIVMP on block whose size is not 2Nx2N
	12x8/8x12 MCP
	Vertical comp. of DV for SPIVMP
	BD-Rate (Video PSNR)
	BD-Rate (Synth. PSNR)
	Dec. time
	Cross-check
	WD

	HTM
	Yes
	Yes
	Any
	-
	-
	-
	-
	-

	G0077
	Yes
	No
	Any
	-0.01%
	-0.01%
	107.6%
	G0153
	Yes

	
	No
	No
	Any
	0.00%
	-0.02%
	100.1%
	
	Yes

	
	Yes
	No
	0
	-0.03%
	-0.04%
	107.4%
	
	Yes

	
	No
	No
	0
	-0.03%
	-0.06%
	100.1%
	
	Yes


For aspect 1 (MCP size), there were 2 changes proposed: Allowing sub-block part. only for 2Nx2N, or splitting 12x8/8x12 partitions into 8x8 and 4x8/8x4. The first approach is simpler, also disallowing combination of AMP and sub-block part. 

Aspect 2 (disallowing vert. disp. for MV derivation) – no complexity advantage, no coding advantage – no action.

Aspect 3 (syntax/semantics change of signalling) making it dependent of CTU and CU size in the way it is suggested would no longer allow using 8x8 sub-block partitions when smallest CU size is 16x16 – no action. The suggested change of syntax element name "minus3" is reasonable (editorial).

Decision: Adopt G0077 aspect 1 solution 1 (only enabling SPIVMP with 2Nx2N PU.

Decision (Ed.): Change name of syntax element "log2_sub_pb_size_minus2" to "log2_sub_pb_size_minus3".
4.1.2 CE contributions (6)

14.1.97.1.1.1.1.1.394 JCT3V-G0118 CE1: De-blocking friendly sub-PU processing in 3D-HEVC [H. Liu, Y. Chen, G. V. D. Auwera (Qualcomm)]

14.1.97.1.1.1.1.1.395 JCT3V-G0152 CE1: Crosscheck on De-blocking friendly sub-PU processing in 3D-HEVC (JCT3V-G0118) [S. Shimizu, S. Sugimoto (NTT)]

14.1.97.1.1.1.1.1.396 JCT3V-G0120 CE1: Simplifications to sub-PU level inter-view motion prediction [H. Liu, Y. Chen, L. Zhang (Qualcomm)]

14.1.97.1.1.1.1.1.397 JCT3V-G0203 3D-CE1: Crosschecking for Qualcomm's simplification for sub-PU level inter-view motion prediction [J. An, K. Zhang (MediaTek)] [late]
14.1.97.1.1.1.1.1.398 JCT3V-G0148 CE1: Motion parameters stored for VSP-coded blocks [S. Shimizu, S. Sugimoto (NTT)]

14.1.97.1.1.1.1.1.399 JCT3V-G0218 CE1: Crosscheck on Motion parameters stored for VSP-coded blocks (JCT3V-G0148) [H. Liu (Qualcomm)] [late]

4.1.3 Related contributions (12)

14.1.97.1.1.1.1.1.400 JCT3V-G0059 3D-CE1 related: VSP combining inter-view ARP [Y.-W. Chen, J.-L. Lin, Y.-W. Huang, S. Lei (MediaTek)]

14.1.97.1.1.1.1.1.401 JCT3V-G0185 3D-CE1 related: Crosscheck on VSP combining inter-view ARP (JCT3V-G0059) [S. Shimizu, S. Sugimoto (NTT)] [late]
14.1.97.1.1.1.1.1.402 JCT3V-G0068 3D-CE1 related: Deblocking for sub-PU edge [J. An, K. Zhang, J.-L. Lin, S. Lei (MediaTek)]

14.1.97.1.1.1.1.1.403 JCT3V-G0155 3D-CE1 related: Crosscheck on Deblocking for sub-PU edge (JCT3V-G0068) [S. Shimizu, S. Sugimoto (NTT)] [late]

14.1.97.1.1.1.1.1.404 JCT3V-G0069 3D-CE1 related: Restriced bi-prediction for sub-PU [J. An, J.-L. Lin, K. Zhang, Y.-W. Chen, S. Lei (MediaTek)]

14.1.97.1.1.1.1.1.405 JCT3V-G0157 3D-CE1 related: Crosscheck on Restriced bi-prediction for sub-PU (JCT3V-G0069) [S. Shimizu, S. Sugimoto (NTT)] [late]

14.1.97.1.1.1.1.1.406 JCT3V-G0077 3D-CE1 related: MCP Size and DV for Sub-PU Prediction [M. W. Park, J. Y. Lee, C. Kim (Samsung)]

14.1.97.1.1.1.1.1.407 JCT3V-G0153 3D-CE1 related: Crosscheck on MCP Size and DV for Sub-PU Prediction (JCT3V-G0077) [S. Shimizu, S. Sugimoto (NTT)]

14.1.97.1.1.1.1.1.408 JCT3V-G0084 CE1 related: Modifications to motion hole filling in sub-PU level inter-view motion prediction [Y. Zhang, C. Zhu (UESTC), Y. Lin, J. Zheng (HiSilicon)]

14.1.97.1.1.1.1.1.409 JCT3V-G0214 CE1 related: Crosscheck on Modifications to motion hole filling in sub-PU level inter-view motion prediction (JCT3V-G0084) [H. Liu (Qualcomm)] [late]

14.1.97.1.1.1.1.1.410 JCT3V-G0147 3D-CE1 related: Simplification of sub-PU level temporal interview motion prediction [Y.S. Heo, M.S. Lee, W.W. Gwun, Y.J. Lee, G.H. Park (KHU)]

14.1.97.1.1.1.1.1.411 JCT3V-G0219 CE1 related: Crosscheck on Simplification of sub-PU level temporal interview motion prediction (JCT3V-G0147) [H. Liu (Qualcomm)] [late] 

4.2 CE2: Motion prediction for depth coding (20)

4.2.1 Summary (1)

14.1.97.1.1.1.1.1.412 JCT3V-G0022 CE2: Summary report on motion prediction for depth coding [Y.-L. Chang, Y. Chen]

The following table describes the best coding gain in each CE contribution.

	Doc. No.
	Contributions
	Video /total BR
	Synthesized /total BR

	Test 1: New merging candidates for depth coding
	
	

	JCT3V-G0063
	3D-CE2: results on additional merging candidates for depth coding (DDD Candidate only)
	0.01%
	-0.20%

	
	3D-CE2: results on additional merging candidates for depth coding (Additional texture candidate)
	-0.05%
	-0.08%

	
	3D-CE2: results on additional merging candidates for depth coding (Both two candidates)
	-0.03%
	-0.27%

	Test 2: Sub-PU based MPI
	
	

	JCT3V-G0119
	CE2: Sub-PU based MPI
	-0.24%
	-0.23%

	Test 3: Interview motion vector prediction for depth coding
	
	

	JCT3V-G0046
	3D-CE2: results on interview motion prediction by DoNBDV for depth coding
	-0.01%
	-0.03%


G0063: DDD candidate converts a motion vector that is already available to a depth value, which requires a table lookup or an on-the-fly calculation including multiplications, comparisons and shift operations. The calculation includes parameters that would change per slice, such that it would be necessary to compute new table values at slice level for every possible MV value. It was requested to give information regarding how large the table would be and the precise number of operations at slice level, or possibly necessary on-the-fly operations.

Further information was provided 01-14 PM:

· 1 mul, 1 add, 1 shift and 1 clip per PU in case of on-the-fly comparison

Alternatively: approximately *256 if computed beforehand at slice level (where a slice could hypothetically as small as 1 CTU)

Several experts expressed support to adopt this proposal. One expert pointed out that the additional complexity is not critical.

Decision: Adopt G0063 (DDD candidate only).

Additional texture candidate requires an additional fetch of a texture motion vector, and is not justified by the relative small gain. (Note: the same approach was earlier proposed as JCT3V-E0229, but not adopted.)
G0119: Does not increase worst case complexity, since MPI could also be required for PUs with same size as sub-PUs. WD text is available and confirmed to be of sufficient quality by the cross-checker (G. Tech). Some compression benefit for both coded and synthesized views.

Decision: Adopt G0119.

G0046: Solves a problem of possibly unavailable reconstructed depth pixel which could cause delays in decoder pipeline. The approach uses the same approach as in texture coding, applying NBDV and DoNBDV. However, some CE related proposals (G0047, G0074, G0126) might be even simpler. Further, the results reported in G0046 are based on software with a bug, which is corrected in G0047 that is based on G0046.

The CE2-related contributions are roughly classified into three categories according to their purpose: 1) simplifcation of disparity vector derivation in depth coding, 2) simplification of merge candidate list in depth coding, and 3) coding efficiency. The following table shows the classfication and their coding results.

	Doc. No.
	Contributions
	Video /total BR
	Synthesized /total BR

	Simplification of disparity vector derivation in depth coding
	
	

	JCT3V-G0047
	3D-CE2 related: Simplification on interview motion prediction for depth coding 
	-0.02%
	-0.05%

	JCT3V-G0074
	3D-CE2 related: Simplification of DV Derivation for Depth Coding
	0.00%
	0.04%

	JCT3V-G0126
	CE2 related: Disparity derivation for depth coding
	-0.01%
	-0.02%

	Simplification of merge candidate list in depth coding
	
	

	JCT3V-G0098
	3D-CE2 related: Performance evaluation on depth Merge mode candidate (remove DV, Shift IVMV and Shift DV candidates)
	-0.01%
	0.05%

	JCT3V-G0127
	CE2 related: Simplification of merge candidate list in depth coding (Remove shifting candidate)
	0.00%
	0.02%

	
	CE2 related: Simplification of merge candidate list in depth coding (Remove DV and shifting candidates)
	-0.01%
	0.05%

	Coding efficiency
	
	

	JCT3V-G0055
	3D-CE2 related: A texture-partition-dependent depth partition for 3D-HEVC
	0.04%
	-0.16%


G0047 is based on G0046, replacing NBDV by 128 depth converted to disparity per CU, then used in DoNBVD.

G0074 uses 128 depth converted to disparity directly (no DoNBDV that is used in 46/47), and only uses one DV for the whole picture.

G0126 uses 0 disparity and DoNBDV.

Decision: Adopt the aspect of G0074, use 128 depth converted to disparity for the entire picture, no DoNBDV.

The other aspects of G0074 relate to the second category (simplification of merge candidate list)

G0074 reports additional results, combining the aspect as adopted above with removal of merge candidates as follows:

Additional coding results of the CE-related contribution G0074
	
	Video 1
	Video 2
	Video/video BR
	Video/total BR
	Synthesized/total BR
	Enc time
	Dec time

	G0074
	0.00%
	0.00%
	0.00%
	0.00%
	0.04%
	99.8%
	100.5%

	G0074(Removal1)
	0.00%
	0.00%
	0.00%
	-0.01%
	0.04%
	100.1%
	101.5%

	G0074(Removal2)
	0.00%
	0.00%
	0.00%
	0.00%
	0.06%
	99.9%
	102.8%


"Removal1" removes DV candidate and shifted DV candidate

"Removal2" additionally removes shifted IVMV candidate

Both G0127 and G0098 are equivalent to "Removal2".

Decision: Adopt G0098/G0127. Proponents were asked to unify the WD text proposals. In a follow-up discussion on 01-14 PM, the proponents of G0098 confirmed that the WD text provided with G0127 fulfills the intended purpose.

Note: By this, only one merging candidate is using a disparity vector. It should be investigated in the ongoing CE whether this is needed any more.

G0055: Modifies the restrictions in depth quad-tree predictive coding as follows. Vertical/horizontal PU partitions are allowed for a depth CU only when the collocated texture CU is coded with vertical/horizontal or NxN partition. Several experts expressed support for this. The modification is well understood, and the situation regarding dependencies of depth and texture coding is not becoming worse than it is currently. WD text was confirmed by a cross-checker.

Decision: Adopt.
4.2.2 CE contributions (6)

14.1.97.1.1.1.1.1.413 JCT3V-G0046 3D-CE2: results on interview motion prediction by DoNBDV for depth coding [Y.-L. Chang, Y.-W. Chen, J.-L. Lin, Y.-P. Tsai, S. Lei (MediaTek)]

14.1.97.1.1.1.1.1.414 JCT3V-G0093 3D-CE2: Cross check of interview motion prediction for depth coding (JCT3V-G0046) [M. W. Park, C. Kim (Samsung)]

14.1.97.1.1.1.1.1.415 JCT3V-G0063 3D-CE2: results on additional merging candidates for depth coding [K. Zhang, J. An, J.-L. Lin, Y.-L. Chang, S. Lei (MediaTek)]

14.1.97.1.1.1.1.1.416 JCT3V-G0195 3D-CE2: Cross check of additional merging candidates for depth coding (JCT3V-G0063) [J. Y. Lee, C. Kim (Samsung)] [late]

14.1.97.1.1.1.1.1.417 JCT3V-G0119 CE2: Sub-PU based MPI [Y. Chen, H. Liu, L. Zhang (Qualcomm)]

14.1.97.1.1.1.1.1.418 JCT3V-G0212 Cross check of: CE2: Sub-PU based MPI (JCT3V-G0119) [G. Tech (HHI)] [late]

4.2.3 Related contributions (13)

14.1.97.1.1.1.1.1.419 JCT3V-G0047 3D-CE2 related: Simplification on interview motion prediction for depth coding [Y.-L. Chang, Y.-W. Chen, J.-L. Lin, Y.-P. Tsai, S. Lei (MediaTek)]

14.1.97.1.1.1.1.1.420 JCT3V-G0196 3D-CE2 related: Cross check of simplification on interview motion prediction for depth coding (JCT3V-G0047) [J. Y. Lee, C. Kim (Samsung)] [late]

14.1.97.1.1.1.1.1.421 JCT3V-G0234 CE2-related: Crosscheck on Simplification on interview motion prediction for depth coding (JCT3V-G0047) [S. Shimizu, S. Sugimoto (NTT)] [late]

14.1.97.1.1.1.1.1.422 JCT3V-G0055 3D-CE2 related: A texture-partition-dependent depth partition for 3D-HEVC [X. Zhang, K. Zhang, J. An, J.-L. Lin, S. Lei (MediaTek)]

14.1.97.1.1.1.1.1.423 JCT3V-G0210 3D-CE2 related: Cross-check of JCT3V-G0055: a texture-partition-dependent depth partition for 3D-HEVC [J. Jung (Orange Labs)] [late]
14.1.97.1.1.1.1.1.424 JCT3V-G0074 3D-CE2 related: Simplification of DV Derivation for Depth Coding [M. W. Park, J. Y. Lee, C. Kim (Samsung)]

14.1.97.1.1.1.1.1.425 JCT3V-G0170 3D-CE2 related: Crosscheck of Simplification of DV Derivation for Depth Coding (JCT3V-G0074) [T. Ikai (Sharp)] [late]

14.1.97.1.1.1.1.1.426 JCT3V-G0098 3D-CE2 related: Performance evaluation on depth Merge mode candidate [J. Y. Lee, M. W. Park, C. Kim (Samsung)]

14.1.97.1.1.1.1.1.427 JCT3V-G0227 3D-CE2 related: Cross-check on performance evaluation on depth Merge mode candidate (JCT3V-G0098) [Y.-L. Chang (MediaTek)] [late]

14.1.97.1.1.1.1.1.428 JCT3V-G0126 CE2 related: Disparity derivation for depth coding [Y. Chen, L. Zhang, H. Liu (Qualcomm)]

14.1.97.1.1.1.1.1.429 JCT3V-G0235 CE2 related : Cross-check on Disparity derivation for depth coding (JCT3V-G0126) [T. Kim] [late]
Presumed withdrawn – uploaded file was corrupted and never provided again.
14.1.97.1.1.1.1.1.430 JCT3V-G0127 CE2 related: Simplification of merge candidate list in depth coding [H. Liu, Y. Chen (Qualcomm)]

14.1.97.1.1.1.1.1.431 JCT3V-G0197 3D-CE2 related: Cross check of simplification of merge candidate list in depth coding (JCT3V-G0127) [J. Y. Lee, C. Kim (Samsung)] [late]

4.3 CE3: Motion prediction for texture coding (28)

4.3.1 Summary (1)

14.1.97.1.1.1.1.1.432 JCT3V-G0023 CE3: Summary report on motion prediction for texture coding [J.-L. Lin, J. Heo]

Test 1: AMVP candidate list construction for DCP blocks
JCT3V-G0065 is the CE3 results for new AMVP candidate list construction.
In the contribution document, the refined disparity of neighboring blocks, which has been used for merge process, is inserted into the AMVP candidate list. This replaces the zero candidate in case when a candidate is unavailable.
Coding results of the CE contribution G0065
	G0065
	Video 1
	Video 2
	Video/video BR
	Video/total BR
	Synthesized/total BR
	Enc time
	Dec time

	With DoNBDV
	-0.21%
	-0.19%
	-0.08%
	-0.09%
	-0.07%
	99.7%
	105.7%

	With NBDV
	-0.08%
	-0.05%
	-0.04%
	-0.04%
	-0.03%
	99.5%
	103.1%


Current AMVP is identical to base spec., this proposal would change the candidate list construction.

No simplification, though probably the worst case complexity would not be increased, the gain is marginal. No action.

Test 2: Additional depth-based DV candidate
This contribution proposes to replace the shift DV candidates with the depth-based DV (F0144) at the previous meeting. As planned in CE, this contribution evaluates the performance of not only the proposed candidate but also the shift DV candidates. The experiment illustrates that both the proposed candidate and the shift DV candidates provide the coding gain less than 0.1% in CTC and VSP off conditions, respectively, which is negligible. Therefore, it is recommended to remove the two shift DV candidates in the Merge mode list.
Note: The anchor in the table below is not CTC, but the CTC with the corresponding tools disabled. Then, the codec under comparison enables the two tools separately. However, the first row is not proposed any more, as it is believed to provide insufficient gain. Instead, it is proposed to removed the shift DV candidate which is also giving only marginal gain.
Coding results of the CE contribution G0100
	G0100
	Video 1
	Video 2
	Video/video BR
	Video/total BR
	Synthesized/total BR
	Enc time
	Dec time

	minDoNBDV
	-0.25%
	-0.07%
	-0.06%
	-0.05%
	-0.05%
	100.0%
	100.2%

	Shift DV candidate
	-0.12%
	-0.05%
	-0.04%
	-0.04%
	-0.04%
	100.8%
	100.6%


Question: When removing the condition for checking the shift DV candidate, how many operations are saved in the merge list construction? In a follow-up discussion on 01-14, it was reported by the proponents that the worst case is reduced by 30 condition checks by removing subclause H.8.5.3.2.15.

However, another expert expressed the opinion that in a proper implementation it should be at most 4 candidates that need not to be checked.

Further offline clarification between the proponents and the doubting expert was requested. The discussion did not lead to any agreements. 

It was remarked that further options to improve the design, including removal of additional candidates such as bottom-right access, should be considered more thoroughly in the CE. It was agreed to further study this in the CE.

Test 3: Depth based block partitioning (Chaired by A. Vetro)

JCT3V-G0106: In the proposed method, an arbitrarily shaped block partitioning for the collocated texture block is derived based on a binary segmentation mask computed from the collocated (virtual) depth map. Each of the two partitions (resembling foreground and background) is motion compensated and afterwards merged based on the depth-based segmentation mask.

Coding results of the CE contribution G0106

	G0106
	Video 1
	Video 2
	Video/video BR
	Video/total BR
	Synthesized/total BR
	Enc time
	Dec time

	
	-0.5%
	-0.5%
	-0.2%
	-0.2%
	-0.1%
	103.3%
	100.8%


It was noted that the current implementation does not allow combination of DBBP and SPIVMP, but SPIVMP was turned on in the evaluation. It was observed that the highest gains are on sequences with clean and high-quality depth, which is expected, but the gains are consistent overall. The method is also reusing most of the existing modules so complexity impact is considered minimal.

Decision: Adopt
The CE3-related contributions are roughly classified into four categories according to their purpose:
a) Simplifcation on DV derivation
b) Merge candidate construction
c) Removal of redundant candidate when enabling illumination compensation
d) Others
a) Simplification

Coding results of the CE-related contribution G0049, G0050, G0073 (CTC)
	
	Video 1
	Video 2
	Video/video BR
	Video/total BR
	Synthesized/total BR
	Enc time
	Dec time

	G0049:
 Remove DV-MCP flag
	0.01%
	0.03%
	0.00%
	0.00%
	0.00%
	96.2%
	87.7%

	G0050 Test1:
 Remove above block
	0.07%
	0.06%
	0.02%
	0.01%
	0.02%
	99.8%
	98.3%

	G0050 Test2:
 Remove above block + Remove DV-MCP flag
	0.06%
	0.10%
	0.02%
	0.02%
	0.01%
	98.5%
	88.2%

	G0050 Test3:
 Remove above block + 128 DV
	-0.05%
	0.00%
	0.00%
	-0.01%
	-0.01%
	99.9%
	96.3%

	G0073:
 Remove DV-MCP block + 128 DV’
	-0.01%
	0.01%
	0.01%
	0.00%
	-0.01%
	100.1%
	104.3%


Additional results are also reported in non-CTC (BVSP off) which show 0-0.1% bit rate reduction. This is however not homogeneous over sequences.

The same proposals were brought to the last meeting. An extensive analysis was performed in BoG JCT3V-F0263, and it was concluded that the benefit is not significant enough to make a change. No new evidence about the real complexity benefit is brought with the new contributions. No action.

b) Merge candidate construction
JCT3V-G0034 proposes to reduce worst case complexity for merge candidate derivation process in 3D-HEVC. It is asserted that this complexity increase in the worst case causes narrower bottleneck (in software) or increased implementation cost (in hardware). 
This proposal omits additional 3D-HEVC candidates in 8x4 and 4x8 PU to reduce the worst case complexity. The change is that no inter-view merge candidate, no texture candidate, no shifted inter-view candidate and no VSP candidate are used. It is however still using 6 candidates. The additional condition check is as for bi prediction, and text changes are minimal.
Coding results of the CE-related contribution G0034
	
	Video 1
	Video 2
	Video/video BR
	Video/total BR
	Synthesized/total BR
	Enc time
	Dec time

	G0034
	-0.08%
	-0.06%
	-0.01%
	-0.01%
	-0.01%
	99.2%
	99.2%


JCT3V-G0099 
Test1: The proposed method only performs the pruning processes between IVMV-A1/B1 in the texture coding and MPI-A1/B1 in the depth coding, respectively. Hence, the total number of the pruning processes is reduced from 11 to 4.
Test2: Instead of performing the pruning processes between IVMV-A1/B1 in the texture coding and MPI-A1/B1 in the depth coding, respectively, it is proposed to perform the pruning processes between IVMV and the first two available candidates in the HEVC merge list in the texture coding and MPI the first two available candidates in the HEVC merge list in the depth coding, respectively.
Coding results of the CE contribution G0099
	G0099
	Video 1
	Video 2
	Video/video BR
	Video/total BR
	Synthesized/total BR
	Enc time
	Dec time

	Test1
	-0.02%
	-0.07%
	0.00%
	0.01%
	0.05%
	99.2%
	99.7%

	Test2
	0.09%
	0.14%
	0.06%
	0.06%
	0.14%
	98.9%
	99.3%


JCT3V-G0104 

This contribution describes clean ups of VSP merging candidates. The number of VSP candidates in merge candidate list is constrained to one, by three different methods.
Method 1 (extra VSP converted to DCP): When checking the VSP flags of spatial neighboring blocks (A1, B1, and B0), only the first candidate with its corresponding block coded by VSP mode is set to a VSP candidate.
Method 2 (VSP pruning): On top of method 1.2, extra VSP candidates are removed from MCL instead of converting to a DCP candidate.
Method 3 (fixed VSP position in MCL):

(1) All the spatial VSP candidate is converted to a DCP candidate;

(2) Default VSP candidate is not inserted to MCL;

(3) A VSP candidate is inserted to a fixed position in MCL (only when merge index equals to a certain value N, i.e., N = 3).

Coding results of the CE contribution G0104
	G0104
	Video 1
	Video 2
	Video/video BR
	Video/total BR
	Synthesized/total BR
	Enc time
	Dec time

	Method 1
	-0.09%
	-0.08%
	-0.02%
	-0.03%
	-0.01%
	99.26%
	99.56%

	Method 2
	-0.08%
	-0.07%
	-0.03%
	-0.03%
	-0.01%
	102.00%
	98.87%

	Method 3
	0.19%
	0.17%
	0.02%
	0.01%
	0.03%
	96.59%
	97.74%


c) Removal of redundant candidate when enabling illumination compensation
JCT3V-G0078 
Method 1: Adaptive Disabling Temporal Inter-view Motion Candidates
In the current 3D-HEVC, the illumination compensation is only applied to the coding unit which performs the inter-view prediction. Thus, if the illumination compensation is enabled (i.e. ic_flag is equal to 1), the temporal inter-view motion candidates is proposed to be excluded from the merge list. Although the temporal inter-view motion candidate will be disabled, motion information of the temporal inter-view motion candidate can be used for pruning process.
Method 2: Allowing non-zero vertical comp. for Disparity Candidates
Additionally, when the illumination compensation is enabled, it is also proposed to allow the non-zero vertical component of the disparity vector for the disparity inter-view predicted temporal motion candidate.
JCT3V-G0066 [MediaTek] Syntax redundancy removal for illumination compensation
In the current 3D-HEVC, there is syntax redundancy for illumination compensation (IC) in merge blocks. It is proposed to remove such redundancy without imposing parsing dependency.
In the merging candidate construction process, when an ic_flag equal to 1 is received, a candidate that does not employ DCP is considered as unavailable.
When an ic_flag equal to 0 is received, the original merging candidate construction applies. With this proposed method, there is no parsing dependency problem or syntax redundancy.
Coding results of G0078 Method1 and G0066
	
	Video 1
	Video 2
	Video/video BR
	Video/total BR
	Synthesized/total BR
	Enc time
	Dec time

	G0078-Method1
	-0.20%
	-0.13%
	-0.09%
	-0.09%
	-0.05%
	99.63%
	100.61%

	G0066
	-0.24%
	-0.20%
	-0.09%
	-0.08%
	-0.05%
	96.5%
	94.3%


Coding results of G0078 Method1 + Method2
	G0078
	Video 1
	Video 2
	Video/video BR
	Video/total BR
	Synthesized/total BR
	Enc time
	Dec time

	Method1+Method2
	-0.28%
	-0.21%
	-0.13%
	-0.13%
	-0.08%
	99.7%
	98.9%


G0078 method 1 requires 2 additional comparisons, whereas in worst case G0066 could require six additional comparisons in the merge list construction, whereas it is claimed to possibly simplify the pruning process in the case of IC. 

G0078 method 2 only gives very little gain, while further increasing the complexity.
Further investigation of G0034, G0099, G0104 (simplifying merging) and G0078 method 1 and G0066 (making merging a little bit more complex with small benefit in compression) in CE. The result of the CE shall be accompanied by a decent worst case complexity analysis.

d) Others
JCT3V-G0082 proposes to limit the range of NBDV according to the possible disparity range between the current texture view and the reference view. Two different methods are proposed. Both of the two methods can limit the range NBDV into a rectangle area, which makes the possible accessed area in reference view be much smaller than with current design.
Coding results of G0082
	
	Video 1
	Video 2
	Video/video BR
	Video/total BR
	Synthesized/total BR
	Enc time
	Dec time

	Method1
	-0.09%
	-0.11%
	-0.03%
	-0.03%
	-0.03%
	100.4%
	98.2%

	Method2
	-0.14%
	-0.10%
	-0.03%
	-0.03%
	-0.04%
	102.4%
	98.0%


It is claimed that the approach limits the maximum cache size necessary. Data are given based on the set of test sequences, which may however not cover the possible worst case, since in principle we currently do not have any limitation on the motion vector. Another possibility to achieve this could be a limitation on the allowable range of inter-view motion vectors (as bitstream constraint within a given profile/level). Further study required on these issues.

JCT3V-G0128 [Qualcomm& PKU] CE3 related: Motion storage optimization in 3D-HEVC
In current 3D-HEVC, motion compression is achieved by two steps: compression to 8x8 level after each picture is decoded, and compression to 16x16 level after the whole access unit is decoded. In this document, it is proposed that the 3D-HEVC design should be aligned with the HEVC design for inside access unit motion storage optimization and the current 8x8 motion compression should be removed.
Coding results of G0128
	
	Video 1
	Video 2
	Video/video BR
	Video/total BR
	Synthesized/total BR
	Enc time
	Dec time

	G0128
	-0.22%
	-0.16%
	-0.05%
	-0.04%
	-0.06%
	102.2%
	99.9%


The proposal is to use uncompressed motion parameters within the same access unit. It is claimed that the amount of memory is not increased. WD text is not available. Further information is necessary.

In the discussion, it is emphasized that if the amount of memory is kept the same, the memory access mechanism is probably having some irregular content-dependent condition, dependent on 4x8/8x4/8x8 and uni-/bi prediction.

An update of the contribution is announced including WD text and more clarification about the memory consumption. This was further discussed 01-14 PM.

With a sophisticated implementation, it is true that no additional memory is needed to store the motion parameters. However, additional complexity would be needed 1) for determining the meaning of the two MP sets stored per 8x8 block depending on uni/bi prediction mode 2) for the interpretation of list 0/1 signalling. Several experts expressed the concern that instead of that, hardware implementations might rather prefer storing uncompressed motion parameters on a 4x4 grid.

No action.

JCT3V-G0149 proposes to utilize depth map for sub-PU level inter-view motion prediction (SPIVMP). While the current SPIVMP utilizes single disparity vector to derive motion parameters for all sub-PUs in single CU, the proposed method derives disparity vector for each sub-PU from depth map as view synthesis prediction does.
Coding results of G0149
	
	Video 1
	Video 2
	Video/video BR
	Video/total BR
	Synthesized/total BR
	Enc time
	Dec time

	G0149
	-0.18%
	-0.04%
	-0.04%
	-0.03%
	-0.01%
	99.7%
	100.1%


Coding gain is very small – does not justify additional complexity.
4.3.2 CE contributions (6)

14.1.97.1.1.1.1.1.433 JCT3V-G0065 3D-CE3: AMVP candidate list construction for DCP blocks [S. Yoo, T. Kim, J. H. Nam, S. Yea (LGE)]

14.1.97.1.1.1.1.1.434 JCT3V-G0176 CE3: Cross Check of AMVP candidate list construction for DCP blocks (JCT3V-G0065) [F. Jäger (RWTH Aachen University)] [late] 
14.1.97.1.1.1.1.1.435 JCT3V-G0100 3D-CE3: Additional depth-based DV candidate [J. Y. Lee, M. W. Park, C. Kim (Samsung)]

14.1.97.1.1.1.1.1.436 JCT3V-G0221 3D-CE3: Cross-check on additional depth-based DV candidate (JCT3V-G0100) [J.-L. Lin, Y.-W. Chen (MediaTek)] [late]

14.1.97.1.1.1.1.1.437 JCT3V-G0106 CE3: Results on Depth-based Block Partitioning (DBBP) [F. Jäger (RWTH Aachen University), J. Konieczny, G. Cordara (Huawei Technologies)]

14.1.97.1.1.1.1.1.438 JCT3V-G0070 3D-CE3 : Crosscheck on Depth block based partitioning from RWTH Aachen University [S. Yoo, S. Yea (LGE)]

4.3.3 Related contributions (21)

14.1.97.1.1.1.1.1.439 JCT3V-G0034 CE3-related: Worst case complexity reduction for merge candidate construction [T. Ikai (Sharp)]

14.1.97.1.1.1.1.1.440 JCT3V-G0198 3D-CE3 related: Cross check of worst case complexity reduction for merge candidate construction (JCT3V-G0034) [J. Y. Lee, C. Kim (Samsung)] [late]

14.1.97.1.1.1.1.1.441 JCT3V-G0049 3D-CE3 related: Simplification on DV-MCP searching process [K. Zhang, J. An, J.-L. Lin, X. Zhang, Y.-L. Chang, S. Lei (MediaTek)]

14.1.97.1.1.1.1.1.442 JCT3V-G0186 3D-CE3 related: Crosscheck on Simplification on DV-MCP searching process (JCT3V-G0049) [S. Shimizu, S. Sugimoto (NTT)] [late]

14.1.97.1.1.1.1.1.443 JCT3V-G0050 3D-CE3 related: Simplification on NBDV derivation in 3D-HEVC [J.-L. Lin, Y.-W. Chen, K. Zhang, Y.-W. Huang, S. Lei (MediaTek)]

14.1.97.1.1.1.1.1.444 JCT3V-G0156 3D-CE3 related: Crosscheck on Simplification on NBDV derivation in 3D-HEVC (JCT3V-G0050) [S. Shimizu, S. Sugimoto (NTT)] [late]

14.1.97.1.1.1.1.1.445 JCT3V-G0169 3D-CE3 related: Crosscheck of Simplification on NBDV derivation in 3D-HEVC (JCT3V-G0050) [T. Ikai (Sharp)] [late]

14.1.97.1.1.1.1.1.446 JCT3V-G0073 3D-CE3 related: Simplification of DV Derivation and Default DV Improvement [M. W. Park, J. Y. Lee, B. Choi, Y. Cho, C. Kim (Samsung)]

14.1.97.1.1.1.1.1.447 JCT3V-G0228 3D-CE3 related: Cross-check of Simplification of DV Derivation and Default DV Improvement (JCT3V-G0073) [Y.-L. Chang (MediaTek)] [late]

14.1.97.1.1.1.1.1.448 JCT3V-G0078 3D-CE3 related: Adaptive Disabling Temporal Inter-View Candidates [M. W. Park, J. Y. Lee, C. Kim (Samsung)]

14.1.97.1.1.1.1.1.449 JCT3V-G0171 3D-CE3 related: Crosscheck of Adaptive Disabling Temporal Inter-View Candidates (JCT3V-G0078) [T. Ikai (Sharp)] [late]

14.1.97.1.1.1.1.1.450 JCT3V-G0082 CE3 related: Results on Limitation of the Range of NBDV [P. Lu, L. Yu (Zhejiang University)]

14.1.97.1.1.1.1.1.451 JCT3V-G0177 CE3 related: Cross-check results on limitation of the Range of NBDV (JCT3V-G0082) [M. Lu, P. Wu (ZTE)] [late]
14.1.97.1.1.1.1.1.452 JCT3V-G0099 3D-CE3 related: Simplification of 3D Merge list construction [J. Y. Lee, M. W. Park, C. Kim (Samsung)]

14.1.97.1.1.1.1.1.453 JCT3V-G0172 3D-CE3 related: Crosscheck of Simplification of 3D Merge list construction (JCT3V-G0099) [T. Ikai (Sharp)] [late]

14.1.97.1.1.1.1.1.454 JCT3V-G0104 CE3 related: Result on clean ups of VSP merging candidates [Y. Zhang, L. Yu (Zhejiang University)]

14.1.97.1.1.1.1.1.455 JCT3V-G0225 Crosscheck results on clean ups of VSP merging candidates (Method 1 & 2 in JCT3V-G0104) [M. Li, P. Wu (ZTE)] [late]

14.1.97.1.1.1.1.1.456 JCT3V-G0230 CE3 related: Crosscheck on ZJU's proposal "Result on clean ups of VSP merging candidates (JCT3V-G0104)" [X. Zheng (HiSilicon)] [late]
14.1.97.1.1.1.1.1.457 JCT3V-G0128 CE3 related: Motion storage optimization in 3D-HEVC [Y. Chen (Qualcomm), Q. Yu, S. Ma (PKU)]

14.1.97.1.1.1.1.1.458 JCT3V-G0194 CE3 related: Crosscheck on Qualcomm and PKU's proposal "Motion storage optimization in 3D-HEVC (JCT3V-G0128)" [X. Zheng (HiSilicon)] [late]
14.1.97.1.1.1.1.1.459 JCT3V-G0149 CE3-related: Depth-based motion field synthesis for sub-PU level inter-view motion prediction [S. Shimizu, S. Sugimoto (NTT)]

4.4 CE4: Residual prediction (21)

(Chaired by A. Vetro)
4.4.1 Summary (1)

14.1.97.1.1.1.1.1.460 JCT3V-G0024 CE4 Summary Report: Residual Prediction [L. Zhang, J.-L. Lin]
Complexity Reduction

JCT3V-G0158: it is claimed to simplify the inter-view ARP by utilizing the following aspects:

· The temporal motion information used in inter-view ARP is derived using the same way as shifted temporal inter-view merging candidate derivation process. This would be a unification of the MV derivation process with the existing MV candidate derivation process. It was stated that complexity increases since there would be an increase in checking of the reference picture list. Editorial improvements to the test were encouraged.

· The residual and residual predictor are calculated as temporal residuals from current view, and the reference view, respectively. It was asserted that two branches in the ARP process could be unified into a single branch, but there is some difference of opinion on this. There is also some minor loss with this proposal.

· The disparity vector from DoNBDV process is updated to the coded disparity motion vector associated with current block. Not relevant since DoNBDV is not used in ARP. This aims to improve coding efficiency and could be considered separately.

· Removal of the constraint of DV-MCP: It is proposed that in NBDV derivation process, the DV-MCP information of spatial neighbouring blocks are always checked even they are not coded as skip mode. Further study of this aspect without DoNBDV, but not needed to study as part of CE.
· Combination of inter-view and temporal ARP: The DVs from NBDV and DoNBDV processes are both updated to the disparity motion vector associated with current block, if available. The updated disparity vectors are used in ARP process. It is not clear that this is a simplification since the current ARP does not use DoNBDV.

No action on any of the above aspects.

JCT3V-G0033: This contribution proposes to disable ARP for 4x4 chroma blocks. Simulation results show that the proposed method introduces 0.1% coding loss for non-base texture views and minor coding loss for coded texture views (0.03%).

Complexity analysis shows that worst case bandwidth for ARP is 22% higher that HEVC v1 with 8x8 bi-prediction case. By disabling ARP for 4x4 chroma blocks, the worst case is then defined by 16x16 ARP; there is only a 5% relative increase in memory bandwidth for this. It was asserted by the proponent that this is a more appropriate trade-off between complexity and coding efficiency. 

A detailed analysis is provided in the contribution and was reviewed. It was mentioned that there is some mismatch with earlier analysis (22% in the contribution versus 15% in an earlier analysis). The difference may be due to differences in memory access pattern assumptions. The proposed simplification was agreed, but some offline discussions will be done to clarify. 

Further study in CE (together with G0121).

Coding Efficiency

JCT3V-G0064: In this contribution, two aspects are proposed to improve the coding efficiency of the advanced residual prediction. The first part was in the scope of CE:

Motion vector candidate lists for ARP (MV-Cand ARP): three motion vector candidates (disparity motion vectors for inter-view ARP and temporal motion vectors for temporal ARP) are derived from temporal/spatial neighbouring blocks. Spatial neighbouring blocks are the top and left blocks of current block while temporal neighbouring blocks are those used in NBDV or the TMVP process. For temporal ARP, the DoNBDV results of current block and spatial neighbouring blocks may be included. The best motion vector candidate index is selected according to RDO criterion and signaled in the bitstream.
It is further proposed to add two more candidates for inter-view ARP based on Aligned Temporal DV (ATDV), which considers a new temporal motion vector candidate, i.e., ATDV, is obtained from the aligned block, which is located by a scaled MV to the collocated picture. Two collocated pictures used in the NBDV derivation may be used to derive the DMV candidates. ATDV is checked before DV candidates from neighbouring blocks when it is used. Note that this item was not concluded as part of CE.
There was concern about complexity of ATDV in the previous meeting; as a result, it was decided not to study this aspect in the CE. There is no new information since the last meeting, so the earlier decision stands. No action.

JCT3V-G0121: The techniques to improve the coding efficiency of ARP in this proposal include two aspects in the CE: 

1)
Block-level ARP: block-level ARP is proposed by splitting one prediction unit into several blocks to perform ARP separately. Furthermore, the residual of chroma components is not coded if the current PU is coded with ARP; 

2)
Disable IC when ARP is enabled: the ic_flag is not signalled when the ARP is enabled (i.e., ARP weighting factor is unequal to 0); (same as #1 in JCT3V-G0072)
JCT3V-G0072: In this contribution, two aspects are proposed:

1)
Disable the IC when ARP is enabled, (i.e., iv_res_pred_weight_idx is greater than 0. (same as #2 in JCT3V-G0121); and
2)
Disable ARP when illumination compensation (IC) is enabled, i.e., ic_flag is equal to 1.

It was noted that coding efficiency is not the most critical aspect for this proposal. It is more important to clean up the syntax tables. A preference for the first option was expressed, i.e., to disable IC when ARP is enabled. This was agreed and supported by others.

Decision: Adopt (disable IC when ARP is enabled)

Summary of CE results compared to 3D-HTM
	Topics
	Proposals
	
	
	Simulation Results

	
	
	Video

1
	Video

2
	Video PSNR / Video bit rate
	Video PSNR / total bit rate
	Synth PSNR / total bit rate
	Enc. time
	Dec. time

	MV-Cand ARP with 3 weighting factors
	JCT3V-G0064
	-0.4%
	-0.4%
	-0.2%
	-0.2%
	-0.1%
	110%
	99%

	MV-Cand ARP with 2 weighting factors
	JCT3V-G0064
	-0.5%
	-0.5%
	-0.2%
	-0.2%
	-0.1%
	103%
	100%

	Block-level ARP
	JCT3V-G0121
	-0.5%
	-0.7%
	-0.2%
	-0.2%
	-0.2%
	104%
	102%

	disable IC when ARP is enabled
	JCT3V-G0072
	-0.1%
	-0.1%
	-0.1%
	-0.1%
	0.0%
	98%
	99%

	
	JCT3V-G0121
	-0.1%
	-0.1%
	-0.1%
	-0.1%
	0.0%
	98%
	100%

	disable ARP when IC is enabled
	JCT3V-G0072
	-0.1%
	-0.1%
	0.0%
	0.0%
	0.0%
	98%
	99%


Block-level ARP gives the highest gain among the proposed methods. There was a question on how much each aspect of the proposal contributes, i.e., whether or not to code the residual of chroma components if the current PU is coded with ARP. 

It was noted that block-level ARP would incur the worst case for 8x8, but this is not considered to be a concern since it is used in combination with sub-PU prediction.

For first aspect of G0121 (inclusion of block level ARP in merge candidate list), additional simulation results with only block-level ARP were requested. It is reported in v2 of G0121 that the gain is still 0.2%.

One expert points out that the current implementation of this first aspect of G0121 would be in contradiction with the simplification that was proposed in G0033, and G0121 would make ARP more complex on average.

Further study of the first aspect of G0121 and G0033 in a CE.

Further study second aspect of G0121 (remove CBF of chroma component) in CE was initially suggested. In a follow-up discussion after the results about using only block-level ARP were presented, it appears that the gain by this is rather negligible, which can be interpreted such that CABAC appropriately encodes the case that non-zero chroma blocks rarely occur.

JCT3V-G0095: This related contribution proposes a disparity motion vector candidate list for temporal ARP. The list includes two candidates, one is the disparity vector from NBDV process and the other is the disparity vector from DoNBDV process. The best candidate is signalled in the bitstream. The results indicate 0.l% bit rate reduction on coded and synthesized views. No action.

4.4.2 CE contributions (12)

14.1.97.1.1.1.1.1.461 JCT3V-G0064 3D-CE4: Results on improved advanced residual prediction [K. Zhang, J. An, J.-L. Lin, Y.-L. Chang, S. Lei (MediaTek)]

14.1.97.1.1.1.1.1.462 JCT3V-G0167 3D-CE4: Crosscheck of Results on improved advanced residual prediction (JCT3V-G0064) [T. Ikai (Sharp)] [late]

14.1.97.1.1.1.1.1.463 JCT3V-G0222 3D-CE4: Cross check of Improved advanced residual prediction (JCT3V-G0064) [L. Zhang] [late]
14.1.97.1.1.1.1.1.464 JCT3V-G0072 3D-CE4: Results on IC and ARP Flags Signalling [M. W. Park, J. Y. Lee, C. Kim (Samsung)]

14.1.97.1.1.1.1.1.465 JCT3V-G0075 Crosscheck on IC and ARP Flags Signalling from Samsung (JCT3V-G0072) [S. Yoo, S. Yea (LGE)] [late]

14.1.97.1.1.1.1.1.466 JCT3V-G0121 CE4: Further improvements on advanced residual prediction [L. Zhang, Y. Chen, M. Karczewicz (Qualcomm), Q. Yu, S. Ma (PKU)]

14.1.97.1.1.1.1.1.467 JCT3V-G0204 CE4: Crosscheck for Qualcomm's JCT3V-G0121 [K. Zhang, J. An, X. Zhang (MediaTek)] [late]

14.1.97.1.1.1.1.1.468 JCT3V-G0220 3D-CE4: Cross check of Further improvements on advanced residual prediction (JCT3V-G0121) [M. W. Park, C. Kim (Samsung)] [late]
14.1.97.1.1.1.1.1.469 JCT3V-G0226 CE4: Crosscheck for Qualcomm's JCT3V-G0121 [J. Heo, J. Nam (LGE)] [late]

14.1.97.1.1.1.1.1.470 JCT3V-G0158 3D-CE4: Simplification of inter-view ARP [S. Sugimoto, S. Shimizu (NTT)]

14.1.97.1.1.1.1.1.471 JCT3V-G0223 3D-CE4: Cross check of Simplification of inter-view ARP (JCT3V-G0158) [L. Zhang] [late]

14.1.97.1.1.1.1.1.472 JCT3V-G0231 3D-CE4.h: Cross-check on simplification of inter-view ARP [Y.-L. Chang, K. Zhang (MediaTek)] [late]

4.4.3 Related contributions (8)

14.1.97.1.1.1.1.1.473 JCT3V-G0033 CE4-related: ARP simplification [T. Ikai (Sharp)]

14.1.97.1.1.1.1.1.474 JCT3V-G0041 CE4 related: Crosscheck of Sharp's proposal on ARP simplification (JCT3V-G0033) [P. Lu, L. Yu (Zhejiang University)]

14.1.97.1.1.1.1.1.475 JCT3V-G0076 3D-CE4 related: Residual Prediction for View Synthesis Prediction [M. W. Park, J. Y. Lee, C. Kim (Samsung)]

See also in CE1.
14.1.97.1.1.1.1.1.476 JCT3V-G0154 3D-CE4 related: Crosscheck on Residual Prediction for View Synthesis Prediction (JCT3V-G0076) [S. Shimizu, S. Sugimoto (NTT)]

14.1.97.1.1.1.1.1.477 JCT3V-G0095 3D-CE4 related: An alternative disparity vector derivation method for ARP [J.-S. Tu, C.-C. Lin]

14.1.97.1.1.1.1.1.478 JCT3V-G0187 3D-CE4.h related: Crosscheck on an alternative disparity vector derivation method for ARP (JCT3V-G0095) [G. G. Lee, B.-S. Li, C.-F. Chen, Z.-H. Yu, C.-H. Huang (NCKU)] [late]
14.1.97.1.1.1.1.1.479 JCT3V-G0057 3D-AHG5: On complexity reduction of bi-prediction for advanced residual prediction [Y.-W. Chen, J.-L. Lin, Y.-W. Huang, S. Lei (MediaTek)]

14.1.97.1.1.1.1.1.480 JCT3V-G0168 3D-AHG5: Crosscheck of On complexity reduction of bi-prediction for advanced residual prediction (JCT3V-G0057) [T. Ikai (Sharp)] [late]

4.5 CE5: Depth intra modes (40)

(Chaired by A. Vetro)
4.5.1 Summary (1)

14.1.97.1.1.1.1.1.481 JCT3V-G0025 CE5 Summary Report: Depth Intra Modes [H. Liu]

Coding Efficiency

JCT3V-G0101: Segment-wise depth inter mode coding, proposes three aspects to improve the inter SDC.

1) Simplification of the inter SDC:
a. Only apply inter SDC to CUs that are coded with 2Nx2N partition mode. 
b. Allow DC residual in inter SDC mode to be zero.
2) Improvement of the DC residual: search the best DC residual from {deltaDC – 1, deltaDC, deltaDC + 1} through view synthesis optimization process at encoder, where deltaDC refers to the DC residual generated in inter SDC mode in 3D-HTM 9.0r1.
3) Improvement of the DC residual: search the best DC residual from {deltaDC – 2, deltaDC – 1, deltaDC, deltaDC + 1, deltaDC + 2} through view synthesis optimization process at encoder, where deltaDC refers to the DC residual generated in inter SDC mode in 3D-HTM 9.0r1.
Item #2 and item #3 are non-normative methods. Among these two options, it seems preferred to get the maximum gain with a larger search.

For #1b, the normative change is start the residual coding from 0 rather than 1 for inter SDC. There is minor coding loss and benefit is not clear.
Support was expressed to adopt the simplification in #1a and the non-normative increase in search space in #3.

Decision: Adopt (#1a + #3)

JCT3V-G0058: This contribution is based on JCT3V-G0101, which allows the DC residual to be equal to zero in the inter SDC mode. The main difference is that it proposes to keep the non-zero constraint of the DC residual magnitude in 3D-HEVC to remove the overlap between the skip mode and the inter SDC mode. This gives an additional 0.07% gain, which is rather small.

WD text was reviewed. An additional branch is added based on merge mode. Although the concept is simple, the syntax change is more than expected.

No action.

JCT3V-G0122: Generic SDC for all Intra modes in 3D-HEVC, this contribution proposes two aspects to improve the intra SDC coding. One item is in the scope of the CE.

1) Generalization of the intra SDC: generalize intra SDC to all depth intra prediction modes.

One item of this proposal is considered as outside of the CE scope.

2) Simplification of the depth mode parameter syntax table: enable DMM4 for 4x4 blocks to further simplify the depth mode parameter syntax table.

As noted in the table below, #1 gives 0.3% coding gain and there is negligible loss from the proposed simplification.

WD text was reviewed, and there was support to adopt the syntax.

It was remarked that the all-intra complexity is relatively high: 20% increase without the encoder optimization, and 47% with the encoder optimization.

Decision: Adopt (with optimization in CTC)

G0102: related to G0122, and proposes to only apply intra SDC to modes that are included in MPM list or DMM modes in order to reduce the encoder complexity. It was remarked that G0122 may be simplified using non-normative techniques and signalling proposed in the G0122 design. It was believed that this provides more flexibility and the benefits of constraining the design are unclear.

Further study of design could be considered, clarifying the benefits of a constrained design.
Summary of CE proposals on coding efficiency
	With encoder optimization
	Proposals
	Simulation results

	
	
	Video PSNR / Video bit rate
	Video PSNR / total bit rate
	Synth PSNR / total bit rate
	Enc. time
	Dec. time

	N
	JCT3V-G0122 #1
	0.00%
	-0.25%
	-0.30%
	101.1%
	101.8%

	N
	JCT3V-G0122 #1 (AI)
	0.00%
	-0.35%
	-0.46%
	120.7%
	92.8%

	N
	JCT3V-G0101 #1
	-0.01%
	-0.02%
	0.06%
	98.5%
	99.5%

	N
	JCT3V-G0101 #1 (AI)
	n/a
	n/a
	n/a
	n/a
	n/a

	Y
	JCT3V-G0122 wo #2
	0.01%
	-0.28%
	-0.50%
	104.1%
	100.7%

	Y
	JCT3V-G0122
	-0.01%
	-0.29%
	-0.49%
	104.1%
	98.1%

	Y
	JCT3V-G0101 #1+#2
	-0.01%
	0.09%
	-0.31%
	102.6%
	99.9%

	Y
	JCT3V-G0101 #1+#3
	-0.01%
	0.14%
	-0.46%
	108.2%
	97.8%

	Y
	JCT3V-G0122 wo#2 (AI)
	0.00%
	-0.40%
	-0.93%
	147.5%
	89.8%

	Y
	JCT3V-G0122(AI)
	0.00%
	-0.39%
	-0.95%
	149.8%
	92.1%

	Y
	JCT3V-G0101 (AI)
	n/a
	n/a
	n/a
	n/a
	n/a


Simplifications

JCT3V-G0113: This contribution proposes two methods to remove the 64x64 intra prediction in SDC planar coding.

1)
The sub-sampled (2:1 sub-sampling) neighboring samples are used to generate a sub-sampled prediction block, which is added to the residual to generate a sub-sampled reconstruction block. Then, each pixel of the sub-sampled reconstruction block is used to fill a corresponding 2x2 block with in the 64x64 block.

2)
The first 32 samples from the left-column or the top-row neighboring samples are used to generate a sub-sampled prediction block, which is added to the residual to generate a sub-sampled reconstruction block. Then, each pixel of the sub-sampled reconstruction block is used to fill a corresponding 2x2 block with in the 64x64 block.

Meanwhile, removal of the 64x64 intra prediction is also tested, in which an option that disables SDC planar mode for 64x64 intra coded PU. This is just for information.
The proponent of G0113 states that this method gives the highest coding efficiency, but the related proposals in G0111/0123 are preferred since they are more closely aligned with HEVC v1.

No action.

JCT3V-G0111: CE5 related: Implicit split process for intra SDC. This contribution proposes to split 64x64 intra prediction in 3D-HEVC into four 32x32 intra prediction (this is for CTC, it can also splits any block size larger than (1<< log2TrafoSize) into multiple blocks with size (1<< log2TrafoSize)) in a similar way with the intra prediction process in HEVC. Meanwhile, it proposes to encode one DC residual for each 32x32 block in this case.

JCT3V-G0123: CE5 related: Simplification of 64x64 Intra SDC mode in 3D-HEVC. This difference with G0111 is that this proposal encodes one DC residual for the 64x64 block rather than encoding one DC residual for each 32x32 block.

A preference was expressed for G0123 since it has less coding loss, and in the case of split, it is identical to G0111. When SDC coding size is greater than the maximum block size, split mode is used.

Decision: Adopt G0123 with split method from G0111.
JCT3V-G0056: This contribution proposes three aspects to reduce the bins used for the inter SDC residual coding.
1)
Binarization and entropy coding of the DC residual: the DC residual is binarized using truncated unary code and only the first bin is coded with context model while the remaining bins are bypass coded.

2)
Constraint of the DC residual magnitude: constrain the DC residual magnitude to be no larger than 3.

3)
Constraint of the DC residual magnitude: constrain the DC residual magnitude to be no larger than 5.
This proposal is related AHG8.

There are currently 13 context coded bins; this proposal reduces this to 1.

It was remarked that solving this bottleneck for inter does not completely address the issue.

Additional remarks suggested that it is not desirable to constrain the DC residual magnitude.

JCT3V-G0124: CE5 related: Delta DC coding for SDC and DMM modes. This contribution proposes four binarization methods for the delta DC magnitude. Meanwhile, when encoding the delta DC magnitude, bins coded with context model are reduced to be no more than nine.

In contrast to G0056, this method applies to both intra and inter. The total context coded bins is reduced from 13 to 9, which is the same as HEVC v1.

A BoG was requested to clarify the benefits of G0056, G0108 and G0124 relative the current HEVC and 3D-HEVC designs. It would be desirable to also consider AHG related proposals. 
Coordinators: P. Merkle and J. L. Lin.

DMM

JCT3V-G0112: Test result on simplification of DMM pattern generation and signalling. This contribution proposes an alternative DMM pattern generation and signalling method. A prediction block can have two types of partitions: rectangle partition and non-rectangle partition. For rectangle partition, it can be further classified to horizontal pattern and vertical pattern. For non-rectangle case, the partitions can be categorized by the partition line’s slope and orientation (left-down or right-up). Nine slope values including 1:1, 2:3, 3:2, 2:1, 1:2, 3:1, 1:3, 6:1 and 1:6 are allowed. For both rectangle partition and non-rectangle partition, an offset is encoded to indicate the distance between the partition line and central partition line. The central partition line has the same slope and orientation as the partition line, and divides the prediction block into two partitions with equal size.

The purpose of this proposal is to simplify the pattern generation of DMM. It incurs a loss of 0.02% for the CTC case and 0.16% for all-intra. It was noted that some sequences lose as much as 0.9%. There is some concern about the loss of precision, which could make the mode less useful. Even with additional slopes tested in the CE, the same losses are observed.

The proponent expresses concern about the storage size of the current DMM design, but there are alternative implementations that could overcome the storage issues, e.g., generating the patterns on the fly.

No action.

Additional Related Contributions

JCT3V-G0051: This contribution proposes to disable the boundary filter of DC mode and the gradient based boundary filter of vertical and horizontal intra prediction modes in depth picture coding. 
JCT3V-G0052: This contribution proposes to disable the neighbouring samples filters including the [1, 2, 1] smoothing filter and the bi-linear interpolation filter in depth picture coding.

JCT3V-G0054: This contribution proposes to disable the intra interpolation in depth coding for all intra prediction directions. Instead, the predicted sample is set to the nearest sample of the pointed position along the intra prediction direction.
None of the above three proposals show any notable change in coding efficiency. There were remarks indicating that it would be preferred to keep the HEVC v1 process intact. 

No action on G0051, G0052 and G0054.
4.5.2 CE contributions (11)

14.1.97.1.1.1.1.1.482 JCT3V-G0056 3D-CE5: Results on bin reduction for inter SDC residual coding [Y.-W. Chen, J.-L. Lin, Y.-W. Huang, S. Lei (MediaTek)]

14.1.97.1.1.1.1.1.483 JCT3V-G0190 CE5: Crosscheck on MediaTek's proposal "Results on bin reduction for inter SDC residual coding (JCT3V-G0056)" [X. Zheng (HiSilicon)] [late]
14.1.97.1.1.1.1.1.484 JCT3V-G0101 3D-CE5: Segment-wise depth inter mode coding [J. Y. Lee, M. W. Park, C. Kim (Samsung)]

14.1.97.1.1.1.1.1.485 JCT3V-G0216 CE5: Crosscheck on Segment-wise depth inter mode coding (JCT3V-G0101) [H. Liu (Qualcomm)] [late]

14.1.97.1.1.1.1.1.486 JCT3V-G0112 CE5: Test result on simplification of DMM pattern generation and signalling [W. Li (Tsinghua Univ.), X. Zheng, J. Zheng (Hisilicon), Y. He (Tsinghua Univ.)]

14.1.97.1.1.1.1.1.487 JCT3V-G0199 3D-CE5: Cross check of simplification of DMM pattern generation and signalling (JCT3V-G0112) [J. Y. Lee, C. Kim (Samsung)] [late]

14.1.97.1.1.1.1.1.488 JCT3V-G0113 CE5: Test results on simplification on SDC planar coding [X. Zheng, Y. Lin, X. Chen, J. Zheng (Hisilicon)]

14.1.97.1.1.1.1.1.489 JCT3V-G0181 CE5: Crosscheck on simplification on SDC planar coding (JCT3V-G0113) [Y.-W. Chen, J.-L. Lin (MediaTek)] [late] 

14.1.97.1.1.1.1.1.490 JCT3V-G0122 CE5: Generic SDC for all Intra modes in 3D-HEVC [H. Liu, Y. Chen (Qualcomm)]

14.1.97.1.1.1.1.1.491 JCT3V-G0184 CE5: Cross check of generic SDC for all Intra modes (JCT3V-G0122) [P. Merkle (HHI)] [late]

14.1.97.1.1.1.1.1.492 JCT3V-G0209 CE5: Crosscheck for Qualcomm's JCT3V-G0122 [X. Chen (HiSilicon)] [late]
4.5.3 Related contributions (28)

14.1.97.1.1.1.1.1.493 JCT3V-G0051 3D-CE5 related: Removal of boundary filters for depth intra prediction [J.-L. Lin, Y.-W. Chen, X. Zhang, Y.-W. Huang, S. Lei (MediaTek)]
14.1.97.1.1.1.1.1.494 JCT3V-G0200 3D-CE5 related: Cross check of removal of boundary filters for depth intra prediction (JCT3V-G0051) [J. Y. Lee, C. Kim (Samsung)] [late]

14.1.97.1.1.1.1.1.495 JCT3V-G0052 3D-CE5 related: Removal of neighbouring sample filtering for depth intra prediction [J.-L. Lin, Y.-W. Chen, Y.-W. Huang, S. Lei (MediaTek)]
14.1.97.1.1.1.1.1.496 JCT3V-G0188 CE5 related: Crosscheck on MediaTek's proposal "Removal of neighbouring sample filtering for depth intra prediction (JCT3V-G0052)" [X. Zheng (HiSilicon)] [late]
14.1.97.1.1.1.1.1.497 JCT3V-G0054 3D-CE5 related: Simplified Angular Intra Prediction for Depth Coding in 3D-HEVC [X. Zhang, K. Zhang, J. An, J.-L. Lin, S. Lei (MediaTek)]

14.1.97.1.1.1.1.1.498 JCT3V-G0189 CE5 related: Crosscheck on MediaTek's proposal "Simplified Intra Prediction for Depth Coding in 3D-HEVC (JCT3V-G0054)" [X. Zheng (HiSilicon)] [late]

14.1.97.1.1.1.1.1.499 JCT3V-G0058 3D-CE5 related: Conditional zero residual for segment-wise depth inter mode coding [Y.-W. Chen, J.-L. Lin, Y.-W. Huang, S. Lei (MediaTek), J.-Y. Lee, M.-W. Park (Samsung)]

14.1.97.1.1.1.1.1.500 JCT3V-G0173 3D-CE5 related: Crosscheck of Conditional zero residual for segment-wise depth inter mode coding (JCT3V-G0058) [T. Ikai (Sharp)] [late]

14.1.97.1.1.1.1.1.501 JCT3V-G0083 CE5 related: Results on Simplification on DLT-based Depth Intra Coding [P. Lu, L. Yu (Zhejiang University)]

This contribution proposes to skip the transform for DLT-based depth residual coding. The method incurs a minor coding loss of 0.02% for CTC and 0.05% for all-intra.

Proponents remark that they aim to reduce the worst case complexity, but there is no convincing analysis that this is true. It was suggested that this might be considered for 4x4 only. Further study may be considered including more detailed analysis of complexity.

14.1.97.1.1.1.1.1.502 JCT3V-G0097 CE5 related: Crosscheck on Simplification on DLT-based Depth Intra Coding from Zhejiang University (JCT3V-G0083) [J.Seo, J.Heo, S.Yea (LGE)] [late]
14.1.97.1.1.1.1.1.503 JCT3V-G0094 CE5 related: Advanced boundary chain (ABC) coding for depth intra coding [J.Seo, J.Nam, J.Heo, S.Yea (LGE)]

This contribution proposes an "advanced boundary chain" (ABC) coding method to replace DMM4 for depth intra coding. When compared with the region boundary chain (RBC) coding that was removed at the last meeting, the ABC removes two traverse types, i.e., 135 degree and -135 degree and only use five traverse types including 0, 45, -45, 90, and -90 degrees.

The proposal aims to remove inter-component correlation between texture and depth. There are four steps: find internal edges, code the edges using chain codes, convert chain codes into bitstream syntax, and calculate predictors and fill them in the block. One difference from the previous RBC method is that the chain codes are generated based on their frequency.

A coding gain of 0.25% on CTC is reported, but only 0.08% on all-intra. Typically, we would expect higher gain for the all-intra case so it is believed that there may be some inaccuracy with the results. Another explanation is that some CABAC optimizations were performed that have a broader impact on the results.

The performance of the proposed method combined with DMM4 has not been evaluated.

There were also questions on the flexibility of the proposed design, i.e., whether it would handle all types of patterns.

No action.

14.1.97.1.1.1.1.1.504 JCT3V-G0229 CE5 related: Crosscheck on Advanced boundary chain (ABC) coding for depth intra coding (JCT3V-G0094) [S. Shimizu, S. Sugimoto (NTT)] [late]

14.1.97.1.1.1.1.1.505 JCT3V-G0102 3D-CE5 related: Segment-wise depth intra mode coding [J. Y. Lee, M. W. Park, B. Choi, Y. Cho, C. Kim (Samsung)]

14.1.97.1.1.1.1.1.506 JCT3V-G0217 CE5 related: Crosscheck on Segment-wise depth intra mode coding (JCT3V-G0102) [H. Liu (Qualcomm)] [late]

14.1.97.1.1.1.1.1.507 JCT3V-G0103 3D-CE5 related: Depth quantization in intra residual domain [J. Y. Lee, M. W. Park, B. Choi, Y. Cho, C. Kim (Samsung)]

This contribution proposes to quantize depth in residual domain before the transform and the quantization, and this method applies to all modes except DC, vertical and horizontal modes. Meanwhile, it disables DLT-based residual coding for DMM modes. It is reported that the proposed method gives 0.09% bit rate reduction on synthesized views for CTC and 0.4% bit rate reduction for coded video for the all-intra case.

Several experts expressed support to study this method further. It was suggested that similar results might be achieved with a DLT-based approach, which can be studied as part of the CE.

Further study. Since this is the only proposal in this area, it was agreed to study outside of a CE. Involvement with other experts was encouraged.
14.1.97.1.1.1.1.1.508 JCT3V-G0182 3D-CE5 related: Crosscheck on Depth quantization in intra residual domain (JCT3V-G0103) [Y.-W. Chen, J.-L. Lin (MediaTek)] [late]
14.1.97.1.1.1.1.1.509 JCT3V-G0108 CE5 related: DMM1 signalling based on intra direction [P. Merkle, K. Müller (HHI)]

14.1.97.1.1.1.1.1.510 JCT3V-G0213 CE5 related: Crosscheck on DMM1 signalling based on intra direction (JCT3V-G0108) [H. Liu (Qualcomm)] [late]

14.1.97.1.1.1.1.1.511 JCT3V-G0111 CE5 related: Implicit split process for intra SDC [W. Li (Tsinghua Univ.), X. Zheng, J. Zheng (Hisilicon), Y. He (Tsinghua Univ.)]

14.1.97.1.1.1.1.1.512 JCT3V-G0205 CE5 Related: Crosschecking for HiSilicon's Implicit split process for intra SDC JCT3V-G0111 [X. Zhang, K. Zhang, J. An (MediaTek)] [late]
14.1.97.1.1.1.1.1.513 JCT3V-G0123 CE5 related: Simplification of 64x64 Intra SDC mode in 3D-HEVC [Q. Yu, H. Liu, Y. Chen (Qualcomm), S. Ma (PKU)]

14.1.97.1.1.1.1.1.514 JCT3V-G0193 CE5 related: Crosscheck on Qualcomm and PKU's proposal "Simplification of 64x64 Intra SDC mode in 3D-HEVC (JCT3V-G0123)" [X. Zheng (HiSilicon)] [late]

14.1.97.1.1.1.1.1.515 JCT3V-G0124 CE5 related: Delta DC coding for SDC and DMM modes [Q. Yu, H. Liu, Y. Chen, L. Zhang (Qualcomm), S. Ma (PKU)]

14.1.97.1.1.1.1.1.516 JCT3V-G0178 CE5 related: Crosscheck of Delta DC coding for SDC and DMM modes (JCT3V-G0124) [J. Nam, J. Heo, S. Yea (LGE)] [late]
14.1.97.1.1.1.1.1.517 JCT3V-G0130 CE5 related: Unification of delta DC coding and signalling for inter SDC and intra SDC in 3D-HEVC [H. Liu, Y. Chen (Qualcomm)]

This contribution builds on JCT3V-G0122. It proposes to unify delta DC coding and the signalling for inter SDC and intra SDC. The delta DC coding method of intra SDC is extended to be applied to inter SDC in the same way. Meanwhile, instead of implicitly signalling the intra SDC flag in the depth intra mode, the intra SDC flag is explicitly signalled in the same way as in inter SDC.
There were remarks from several experts that this unification seems quite straightforward and natural. The changes have no impact on coding efficiency.

Decision: Adopt.
14.1.97.1.1.1.1.1.518 JCT3V-G0175 CE5-related: Cross Check of Unification of delta DC coding and signalling for inter SDC and intra SDC in 3D-HEVC (JCT3V-G0130) [F. Jäger (RWTH Aachen University)] [late]

14.1.97.1.1.1.1.1.519 JCT3V-G0143 3D-CE5 related: On neighbouring reference pixel selection for depth intra coding [Z. Gu (SCU), J. Zheng (HiSilicon), N. Ling ((SCU), P. Zhang (HiSilicon)]

This contribution proposes to use above right or below left neighboring pixel to predict the DC values for partitions (in DMM modes) that does not have any neighboring left or above pixel. Meanwhile, it proposes to remove the filtering process of the neighboring samples when the PU size is smaller than 16 and the PU is coded with HEVC intra modes. The results indicate a 0.1% bit rate reduction for both CTC and all-intra cases on synthesized views.

Question: how much gain comes from DC prediction? Most of the gain comes from this.

A similar proposal was considered at the last meeting and it was remarked that some additional complexity may be incurred. The proponent notes that the method is using information that is already available.

Based on prior discussions, it was suggested that no action be taken on the proposed changes to the filtering process.

There was support among several experts to adopt this method since it gives some gains and complexity impact is very minor.

Decision: Adopt.
14.1.97.1.1.1.1.1.520 JCT3V-G0206 CE5 related: Crosschecking for HiSilicon's neighbouring reference pixel selection for depth intra coding, JCT3V-G0143 [X. Zhang, K. Zhang, J. An (MediaTek)] [late]
5 3DV standards development (incl. software, conformance) (0)

5.1 3D-AVC (0)

No particular actions noted.
5.2 MV-HEVC (0)

During the joint meeting of JCT-VC and JCT-3V Sun. 2 p.m. it was decided that for progression of RExt and MV-HEVC the documents should not be balloted separately as FDAMs in April, but rather they should be integrated into a new edition for ballot after the July meeting. This would allow consistent alignment.
5.3 3D-HEVC (0)

 No particular actions noted.
6 High-level syntax (50)

6.1 MV-HEVC/3D-HEVC (3)

14.1.97.1.1.1.1.1.521 JCT3V-G0048 3D-HEVC HLS: On inter-component reference pictures [Y.-L. Chang, Y.-W. Chen, J.-L. Lin, Y.-P. Tsai, S. Lei (MediaTek)]

In the current 3D-HEVC, the depth oriented coding tools – depth oriented neighboring block disparity vector (DoNBDV), view synthesis prediction (VSP) and motion parameter inheritance (MPI) – all need to access a picture in other component (e.g. texture picture refers to depth picture) to derive a sample array or predictors. It is assumed that the reference pictures of the other component can be found and accessed by default. However, the reference picture of the other component is implicitly used in the 3D-HTM but not clearly defined in the working draft text. The availability and location of the reference picture of the other component are not described for 3D-HEVC. It is proposed to derive an inter-component reference picture set and use the inter-component reference picture set to indicate the availability and the location of the inter-component reference picture in this contribution. 
Discussion: Texture and depth are in same access unit, therefore the availability is not a problem. The suggested inter component reference picture set might only be useful when several depth maps would be associated with one texture, or several texture views would be associated with one depth map. The later case could hypothetically apply when scalable texture coding would be combined with non-scalable depth coding. This currently not under consideration, and could probably resolved when needed.

No action.
14.1.97.1.1.1.1.1.522 JCT3V-G0053 3D-HEVC HLS: On ARP reference picture signalling [J.-L. Lin, Y.-W. Chen, Y.-L. Chang, Y.-W. Huang, S. Lei (MediaTek)]

In advanced residual prediction (ARP), the first temporal reference picture in the reference picture list is selected as the reference picture of the corresponding block in the reference view. A change of reference list reordering between slides in a same picture could cause the reference picture of the reference view to change. Frequently changing the reference picture for ARP will break the hardware pipeline design and causes a burden for decoders due to the DRAM access limitations. This contribution simply proposes to prohibit changes to the reference picture for ARP within a picture. An additional benefit of more flexibility in the reference picture selection for ARP is also provided.

Discussion: Solution 2 would be preferred, allowing only the picture with smallest POC distance to current picture in case of ARP.

Does not influence CTC.

Decision: Adopt. Some editorial improvements of WD text worked out with Y. Chen.

14.1.97.1.1.1.1.1.523 JCT3V-G0129 AHG5: Comments on default NBDV view selection and ARP target reference picture [Y. Chen, L. Zhang (Qualcomm)]

This document contributes 1) a clean-up for the derivation of default reference view order index; 2) a bug fix for the derivation process of target reference index for ARP.
No agreement on first aspect. 

Decision (BF): Adopt second aspect.
6.2 Common REXT/MV-HEVC/SHVC (47)

6.2.1 Summary (1)
The documents in this section were discussed in joint AHG/BoG sessions with JCT-VC experts. For documentation about these discussions and conclusions, refer to the report JCTVC-P1000 and BoG report JCT3V-G0233. Decisions and adoptions for HLS of joint interest for MV-HEVC and SHVC were made in a joint meeting of JCT-VC and JCT-3V on Sunday 12th Jan. 2-3 PM. Adoptions are also documented in section 14 of this report.
In a follow-up meeting Tue 11-13, GS reports about further suggestions of the BoG: Aspects of DPB and sub-layer DPB sharing may have impact on multi-view. This was further discussed and no concerns were raised from the JCT-3V side about the flexible approach (allowing to define either separate or sub-layer shared DPB dependent on profile/level) by JCT-VC.
14.1.97.1.1.1.1.1.524 JCT3V-G0233 Joint BoG report on High Level Syntax [J. Boyce ]

Presented and further discussed in joint JCT-VC/3V plenary Sunday 01-12 am (JRO & GJS).

The suggested plan for publication for ISO/IEC was described as follows:

· Edited DAM or FDAM considered issued in April for RExt and MV-HEVC, but not balloted to enable preparation of new FDIS.

· Edited DAM or FDAM considered issued in July for SHVC, but not balloted.

· FDIS of new edition issued in July with all three amendments integrated, and balloted.

(Consent in July of full text new edition.)

Decision: The BoG recommended, and the JCT-VC/3V, endorsed, the following actions:

· Remove profile_ref_minus1 from the VPS extension, from JCTVC-P0048/JCT3V-G0040
· Move video signal information syntax structure earlier in the VPS VUI, from JCTVC-P0076/JCT3V-G0090
· Not signal the sps_max_num_reorder_pics[], sps_max_latency_increase_plus1[], and sps_max_dec_pic_buffering_minus1[] syntax elements in the SPS when nuh_layer_id > 0, from JCTVC-P0155/JCT3V-G0144.
· Add PPS extension type flags for conditional presence of syntax extensions per extension type, aligned with the SPS extension type flags, from JCTVC-P0166. Further align the SPS extension type flags syntax between RExt and MV-HEVC/SHVC.

· Modification of derivation of variable NumActiveRefLayerPics from JCTVC-P0079/JCT3V-G0092.
· Require that end of bitstream NAL unit shall have nuh_layer_id equal to 0, from JCTVC-P0130/JCT3V-G0131. Decoders shall allow an end of bitstream NAL unit with nuh_layer_id > 0 to be present, and shall ignore the NAL unit.
· Add constraint restricting pictures marked as discardable from being present in the temporal or inter-layer RPS, from JCTVC-P0130/JCT3V-G0131.
The BoG recommended the following activities take place:

· To further discuss JCTVC-P0110/JCT3V-G0116 to select between two options to enable no default output layer sets (See notes for P0110 in JCT-VC report, which recorded the decision in the follow-up joint meeting Tue 11).

Further BoG activity was conducted afterwards. The final recommendations, which were endorsed by JCT-VC and JCT-3V, are reflected below (as far as any of the following aspects would be conflicting with the statements above, the following shall be considered to reflect the final outcome).

JCTVC-P0187/JCT3V-G0162 On inference of NoOutputOfPriorPicsFlag

This contribution discusses the inference of NoOutputOfPriorPicsFlag and proposes to take into account colour format and bit depth for the inference in addition to spatial resolution. Decision (BF & corrigendum): Adopt

JCTVC-P0043/JCT3V-G0032 Access unit boundary detection

Decision (BF/Corrigendum): Clarify the text such decoders conforming to profiles specified in Annex A do not use NAL units with nuh_layer_id > 0 for AU boundary detection and that non-nested HRD parameters describe Annex C operation for this type of AU boundary detection 

JCTVC-P0041/JCT3V-G0031 On picture order count 

It was remarked that we should require each non-IRAP picture that has discardable_flag equal to 1 to have NUT value indicating that it is a sub-layer non-reference picture. This was agreed. Decision: Adopt (with constraint for discardable_flag as described above).

JCTVC-P0056/JCT3V-G0042 Layer-tree POC 

Proposal 1: If the POC reset approach is adopted as the basis for multi-layer POC derivation, it is proposed to derive the POC anchor picture from the previous TID0 picture (that is not a RASL picture, a RADL picture or a sub-layer non-reference picture and not with discardable_flag equal to 1) of the current layer or any of its reference layer. Decision: Adopt Proposal 1 (with the suggested modifications – with text provided as P0297). 

JCTVC-P0110/JCT3V-G0116 On default output layer sets

Decision: Three-state approach (text in P0295, decoder shall allow 3 to be present and shall treat 3 the same as the value 2). 

JCTVC-P0157 On Indications for Inter-layer Prediction

Decision (SW): Make this change to the RA config file and provide the addition nesting config file in the RS package (assuming it causes no unforeseen difficulties). 

JCTVC-P0138/JCT3V-G0138 HRD parameters for bitstreams excluding CL-RAS pictures

Decision: Adopt (as revised in updated contribution, with the specification of a flag in the BP SEI message).
JCTVC-P0156/JCT3V-G0145 On DPB Parameters in VPS

· Proposal 1 of this document proposes to signal, in the VPS extension, the DPB parameters for an output layer set for sub-DPBs only up to the maximum temporal sub-layers in the corresponding layer set. 

· Proposal 2a: The derivation of NumSubDpbs[i] is modified to use correct index into the NumLayersInIdList list. 

· Proposal 2b: Also inference for output_layer_set_idx_minus1[ i ] for default output layer sets is defined. 

· Proposal 3: The output_layer_flag[i][j] is signalled for j equal to 0 to NumLayersInIdList[ lsIdx ] inclusive. It was remarked that we might be able to just assume that the top layer is always output; however, this was not entirely clear (e.g., for auxiliary picture layers), so the safe thing to do may be to also send the flag for this layer. 

Decision (cleanup): Adopt (all four aspects).

JCTVC-P0192/JCT3V-G0161 On decoded picture buffer management
Decision (Ed.): Editorial aspects delegated to the editors for consideration

Establish sub-DPBs based on the representation format indicated at the VPS level. This approach was preferred. It was suggested that the expressed shared capacity limit would need to be less than or equal to the sum of the individual capacity limits. Decision: Adopt as modified. Further study is encouraged on profile/level constraint selections.

JCTVC-P0182/JCT3V-G0160 On Sub-bitstream extraction and re-writing process

"base_layer_parameter_set_compatibility_flag" was suggested as an alternative flag name. Decision: Define the flag (in VPS VUI) with the proposed semantics, without specifying an associated extraction process. Editors to select the position in the VPS VUI.

JCTVC-P0290 Joint BoG report on High Level Syntax [J. Boyce]
Decision: The BoG recommended, and the JCT-VC/3V, endorsed, the following actions:

· Remove profile_ref_minus1 from the VPS extension, from JCTVC-P0048/JCT3V-G0040
· Move video signal information syntax structure earlier in the VPS VUI, from JCTVC-P0076/JCT3V-G0090 

· Not signal the sps_max_num_reorder_pics[], sps_max_latency_increase_plus1[], and sps_max_dec_pic_buffering_minus1[] syntax elements in the SPS when nuh_layer_id > 0, from JCTVC-P0155/JCT3V-G0144. 

· Add PPS extension type flags for conditional presence of syntax extensions per extension type, aligned with the SPS extension type flags, from JCTVC-P0166. Further align the SPS extension type flags syntax between RExt and MV-HEVC/SHVC. 

· Modification of derivation of variable NumActiveRefLayerPics (confirmed 01-16)., from JCTVC-P0079/JCT3V-G0092.

· Require that end of bitstream NAL unit shall have nuh_layer_id equal to 0, from JCTVC-P0130/JCT3V-G0131. Decoders shall allow an end of bitstream NAL unit with nuh_layer_id > 0 to be present, and shall ignore the NAL unit

· Add constraint restricting pictures marked as discardable from being present in the temporal or inter-layer RPS, from JCTVC-P0130/JCT3V-G0131
· Add a flag in VUI to indicate that all IRAP pictures are IDRs and that all layer pictures in an AU are IDR aligned, from JCTVC-P0068/JCT3V-G0085 proposal 1. Decision: Adopted.

· Several minor modifications to the VPS syntax, consistent with eliminating the previous intention to avoid ue(v) parsing in the VPS, as represented in JCTVC-P0306/JCT3V-G0240. Decision: Agreed.

· Several additional questions were suggested to be discussed in the track:

· Is the VPS VUI extension offset necessary? Should there be a mechanism for additional extension of the VPS extension before the VPS VUI? The syntax provided by Y.-K. Wang in P0307/JCT3V-G0241. Decision: Adopt modification in P0307/JCT3V-G0241.

· Is the VPS extension offset necessary in the VPS? If so, how to address the start code emulation issue raised in JCTVC-P0125? Decision: Keep it as a reserved FFFF value.

· Add alpha channel information SEI message, from JCTVC-P0123. Decision: Adopt. Constrain the bit depth indicated to be equal to the coded bit depth of the aux picture.

· Add sub-bitstream property SEI message, from JCTVC-P0204/JCT3V-G00165. Decision: Adopt.

· Change alt output layer flag to be signalled within the loop of output layer sets, from JCTVC-P0300//JCT3V-G0238-v2. Decision: Adopt.

· Further discussion of JCTVC-P0133/JCT3V-G0134, on recovery point and region refresh information SEI messages. Discussed 01-16 (GJS). Decision: Adopt change to recover point semantics only (-v3). Further study was requested regarding region refresh information SEI message.

Decision (Ed.): The BoG recommended, and the JCT-VC/3V endorsed, the following suggestions to the editors:

· Improve or add definitions in the MV-HEVC and SHVC specifications for layer sets, target output layers, output layer sets, and consider adding explanatory notes

· Delegate to the editors aspects raised by the following contributions: JCTVC-P0052/JCT3V-G0044, JCTVC-P0078/JCT3V-G0091 #8, JCTVC-P0155/JCT3V-G0144, JCTVC-P0181/JCT3V-G0159, JCTVC-P0130/JCT3V-G0131. 

During the plenary of JCT-3V Fri PM, it was asked whether any HLS related document submitted as input to JCT-3V would not have found proper attention and disposition in the joint BoG. No such complaints were made. 

6.2.2 Contributions (46)
14.1.97.1.1.1.1.1.525 JCT3V-G0031 MV-HEVC/SHVC HLS: On picture order count [Hendry, A. K. Ramasubramonian, Y.-K. Wang, Y. Chen (Qualcomm), M. Li, P. Wu (ZTE)]

14.1.97.1.1.1.1.1.526 JCT3V-G0224 MV-HEVC/SHVC HLS: Additional information on the POC design in JCTVC-P0041/JCT3V-G0031 [A. K. Ramasubramonian, Hendry, Y.-K. Wang (Qualcomm)] [late]

14.1.97.1.1.1.1.1.527 JCT3V-G0032 Version 1/MV-HEVC/SHVC HLS: Access unit boundary detection [M. M. Hannuksela (Nokia)]

14.1.97.1.1.1.1.1.528 JCT3V-G0037 MV-HEVC/SHVC HLS: On layer set definition [T. Ikai, T. Tsukuba, T. Yamamoto (Sharp)]

14.1.97.1.1.1.1.1.529 JCT3V-G0038 MV-HEVC/SHVC HLS: Additional layer set [T. Ikai, T. Tsukuba, T. Yamamoto (Sharp)]

14.1.97.1.1.1.1.1.530 JCT3V-G0039 MV-HEVC/SHVC HLS: On sub-bitstream extraction [T. Tsukuba, T. Yamamoto, T. Ikai (Sharp)]

14.1.97.1.1.1.1.1.531 JCT3V-G0040 MV-HEVC/SHVC HLS: Syntax clean-up of profile, tier and level information [T. Tsukuba, T. Yamamoto, T. Ikai (Sharp)]

14.1.97.1.1.1.1.1.532 JCT3V-G0042 MV-HEVC/SHVC HLS: Layer-tree POC [M. M. Hannuksela (Nokia)]

14.1.97.1.1.1.1.1.533 JCT3V-G0043 MV-HEVC/SHVC HLS: Redundant frames for SHVC/MV-HEVC/HEVC [M. Sychev, V. Stepin, V. Anisimovskiy, S. Ikonin (Huawei)]

14.1.97.1.1.1.1.1.534 JCT3V-G0044 MV-HEVC/SHVC HLS: VPS extension clean-up [Y. Cho, B. Choi, M. W. Park, J. Y. Lee, H.-C. Wey, C. Kim (Samsung)]

14.1.97.1.1.1.1.1.535 JCT3V-G0045 MV-HEVC/SHEVC HLS: Comments on POC alignment [M. Li, P. Wu, G. Shang, Y. Xie (ZTE)]

14.1.97.1.1.1.1.1.536 JCT3V-G0085 MV-HEVC/SHVC HLS: On parameter improvements [B. Choi, Y. Cho, M.W. Park, J.Y. Lee, H. Wey, C. Kim (Samsung)]

14.1.97.1.1.1.1.1.537 JCT3V-G0086 MV-HEVC/SHVC HLS: Decoded picture buffer signalling [B. Choi, Y. Cho, M.W. Park, J.Y. Lee, H. Wey, C. Kim (Samsung)]

14.1.97.1.1.1.1.1.538 JCT3V-G0087 MV-HEVC/SHVC HLS: On video parameter set extension [B. Choi, Y. Cho, M.W. Park, J.Y. Lee, H. Wey, C. Kim (Samsung)]

14.1.97.1.1.1.1.1.539 JCT3V-G0088 MV-HEVC/SHVC HLS: On auxiliary pictures [B. Choi, Y. Cho, M.W. Park, J.Y. Lee, H. Wey, C. Kim (Samsung)] [late]

(From JCT-VC / BoG notes)

Some constraints for slice header parameters of auxiliary pictures were proposed.
Proposed constraint 2:

· For all slices of auxiliary pictures, slice_sao_luma_flag and slice_sao_chroma_flag shall both be equal to 0; or

· When AuxId[ lId ] is equal to AUX_DEPTH, slice_sao_luma_flag and slice_sao_chroma_flag shall both be equal to 0

It was remarked that if such a constraint is needed, it should be part of a profile constraint and specific to particular auxiliary picture types.

As applied to depth maps, this was suggested to be considered in JCT-3V.

Proposed constraint 3:

· For all slices of auxiliary pictures, slice_deblocking_filter_disabled_flag shall be equal to 0 

· When AuxId[ lId ] is equal to AUX_DEPTH, slice_deblocking_filter_disabled_flag shall be equal to 0.

It was remarked that if such a constraint is needed, it should be part of a profile constraint and specific to particular auxiliary picture types.

As applied to depth maps, this was suggested to be considered in JCT-3V.

As a follow-up to BoG discussion, the contribution was presented in JCT-3V plenary Thu PM. 

This looks rather like an encoder constraint. Not necessary to define a decoder constraint, since it is anyway not mandatory to decode an auxiliary picture.

No action.
14.1.97.1.1.1.1.1.540 JCT3V-G0090 MV-HEVC/SHVC HLS: On VPS extension and VPS VUI [H. Lee, J. W. Kang, J. Lee, J. S. Choi (ETRI)]

14.1.97.1.1.1.1.1.541 JCT3V-G0091 MV-HEVC/SHVC HLS: On output_layer_flag [H. Lee, J. W. Kang, J. Lee, J. S. Choi (ETRI)]

14.1.97.1.1.1.1.1.542 JCT3V-G0092 MV-HEVC/SHVC HLS: comments on MV-HEVC WD 6 and SHVC WD 4 [H. Lee, J. W. Kang, J. Lee, J. S. Choi (ETRI)]

14.1.97.1.1.1.1.1.543 JCT3V-G0105 MV-HEVC/SHVC HLS: Proposal for supporting optional overlays with help of auxiliary pictures [N. Stefanoski, O. Wang, A. Smolic (DRZ), T. Szypulski (ESPN)]

14.1.97.1.1.1.1.1.544 JCT3V-G0116 MV-HEVC/SHVC HLS: On default output layer sets [K. Ugur, M. M. Hannuksela (Nokia)]

14.1.97.1.1.1.1.1.545 JCT3V-G0125 MV-HEVC/SHVC HLS: On VPS extension offset and VPS VUI offset [A.K. Ramasubramonian, Hendry, Y.-K. Wang (Qualcomm)]

14.1.97.1.1.1.1.1.546 JCT3V-G0131 MV-HEVC/SHVC HLS: Miscellaneous HLS topics [A.K. Ramasubramonian, Hendry, Y.-K. Wang, Y. Chen, V. Seregin (Qualcomm)]

14.1.97.1.1.1.1.1.547 JCT3V-G0132 MV-HEVC/SHVC HLS: Layer up-switching information SEI message [A.K. Ramasubramonian, Hendry, Y.-K. Wang (Qualcomm)]

14.1.97.1.1.1.1.1.548 JCT3V-G0133 MV-HEVC/SHVC HLS: On alt_output_layer_flag [A.K. Ramasubramonian, Y.-K. Wang, Hendry, Y. Chen (Qualcomm)]

14.1.97.1.1.1.1.1.549 JCT3V-G0134 MV-HEVC/SHVC HLS: On recovery point and region refresh SEI messages [Hendry, Y.-K Wang, A.-K. Ramasubramonian (Qualcomm)]

14.1.97.1.1.1.1.1.550 JCT3V-G0135 MV-HEVC/SHVC HLS: Auxiliary pictures for multiple overlays [J. Boyce, S. Wenger (Vidyo)] [miss]

14.1.97.1.1.1.1.1.551 JCT3V-G0136 MV-HEVC/SHVC HLS: Improvements of Video and Picture Parameter Sets [T. C. Thang (UoA), J. W. Kang, J. Lee, H. Lee, J. S. Choi (ETRI)]

14.1.97.1.1.1.1.1.552 JCT3V-G0137 REXT/MV-HEVC/SHVC/3D-HEVC HLS: On indication of decoding process and profile-level-tier combinations [M. M. Hannuksela (Nokia)]

14.1.97.1.1.1.1.1.553 JCT3V-G0138 MV-HEVC/SHVC HLS: HRD parameters for bitstreams excluding CL-RAS pictures [M. M. Hannuksela (Nokia)]

14.1.97.1.1.1.1.1.554 JCT3V-G0139 MV-HEVC/SHVC HLS: Header parameter set (HPS) [M. M. Hannuksela, H. Roodaki (Nokia)]

14.1.97.1.1.1.1.1.555 JCT3V-G0140 MV-HEVC/SHVC HLS: On non-HEVC base layer [M. M. Hannuksela (Nokia)]

14.1.97.1.1.1.1.1.556 JCT3V-G0141 MV-HEVC/SHVC HLS: On temporal enhancement layers [M. M. Hannuksela (Nokia)] [late]

14.1.97.1.1.1.1.1.557 JCT3V-G0144 MV-HEVC/SHVC HLS: On Sequence Parameter Set [S. Deshpande (Sharp)]

14.1.97.1.1.1.1.1.558 JCT3V-G0145 MV-HEVC/SHVC HLS: On DPB Parameters in VPS [S. Deshpande (Sharp)]

14.1.97.1.1.1.1.1.559 JCT3V-G0146 MV-HEVC/SHVC HLS: On Indications for Inter-layer Prediction [S. Deshpande (Sharp)]

14.1.97.1.1.1.1.1.560 JCT3V-G0159 MV-HEVC/SHVC HLS: On Picture Parameter Set [Y. He, Y. Ye (InterDigital)]

14.1.97.1.1.1.1.1.561 JCT3V-G0160 MV-HEVC/SHVC HLS: On Sub-bitstream extraction and re-writing process [Y. He, Y. Ye (InterDigital)]

14.1.97.1.1.1.1.1.562 JCT3V-G0161 MV-HEVC/SHVC HLS: On decoded picture buffer management [Y.-K. Wang, A.K. Ramasubramonian, Y. Chen (Qualcomm)]

14.1.97.1.1.1.1.1.563 JCT3V-G0162 HEVCv1/MV-HEVC/SHVC HLS: On inference of NoOutputOfPriorPicsFlag [Y.-K. Wang, Y. Chen (Qualcomm)]

14.1.97.1.1.1.1.1.564 JCT3V-G0165 MV-HEVC/SHVC HLS: Sub-bitstream property SEI message [Y. Chen, Y.-K. Wang (Qualcomm)]

14.1.97.1.1.1.1.1.565 JCT3V-G0166 RExt/MV-HEVC/SHVC: On Auxiliary Alpha Plane Pictures [K. Misra, S. Deshpande, A. Segall (Sharp)]

14.1.97.1.1.1.1.1.566 JCT3V-G0236 MV-HEVC/SHVC HLS: On default target output layer set [Y.-K. Wang (Qualcomm)] [late]

14.1.97.1.1.1.1.1.567 JCT3V-G0237 MV-HEVC/SHVC HLS: Cross-layer POC anchor picture derivation (follow-up of JCTVC-P0056/JCT3V-G0042) [M. M. Hannuksela (Nokia), Y.-K. Wang (Qualcomm)] [late]
14.1.97.1.1.1.1.1.568 JCT3V-G0238 MV-HEVC/SHVC HLS: On alt_output_layer_flag [M. M. Hannuksela (Nokia)] [late]
14.1.97.1.1.1.1.1.569 JCT3V-G0240 MV-HEVC/SHVC HLS: Side-activity on ue(v) coding of VPS extension syntax elements [A. K. Ramasubramonian (Qualcomm)]

14.1.97.1.1.1.1.1.570 JCT3V-G0242 MV-HEVC/SHVC HLS: An extension for separation of non-VUI and VUI data in the VPS [Y.-K. Wang (Qualcomm)] [late]

7 Non-CE technical contributions (26)

7.1 VSP (5)
(Chaired by A. Vetro)
14.1.97.1.1.1.1.1.571 JCT3V-G0035 VSP depth access simplification [T. Ikai (Sharp)]

This proposal presents a simplification for VSP. Currently VSP applies to 8x4 and 8x4 block basis and access four depth values in each block. However it is asserted such a small block doesn’t need so many accesses and there is more efficient position for coding efficiency. This contribution proposes one position instead of four corners. The experiment result reportedly shows that the BD-rate gain is 0.07 %, 0.07 % and 0.05 % in video, total video and synthesis respectively.

With the proposed change, it was asserted that the number of accesses per block is reduced from 4 to 1, but this depends on the implementation. The impact of this change on memory bandwidth and complexity relative to the entire design was not clear, e.g., considering data reuse.

The position that was selected seems rather specific and appears to be tuned to the current test set. There was some concern on whether this generalizes to other test content.

See additional notes below on G0036.

14.1.97.1.1.1.1.1.572 JCT3V-G0179 Crosscheck on VSP depth access simplification (JCT3V-G0035) [Y.-W. Chen, J.-L. Lin (MediaTek)] [late]

14.1.97.1.1.1.1.1.573 JCT3V-G0036 Simplified VSP subblock decision [T. Ikai (Sharp)]

This proposal presents a simplified VSP subblock decision. Currently subblock size of VSP is decided based on depth values except of AMP PU. This contribution proposes to further simplify the decision so that depth base decision is applied only to square PUs. With this simplification, the depth access in VSP subblock decision is the same as the DoNBDV depth access since the access point is completely the same (no additional, no less). The experiment result shows that the BD-rate gain is 0.0 %, 0.0 % and 0.0 % in video, total video and synthesis respectively.
It was asserted by the proponent that the benefit of this proposal is that the number of access is reduced from 8 to 4.

It was remarked that the corner samples that are used to determine the sub-PU division are used to determine the disparity in the current design. The proposed design removes the access to those corner samples for the deciding the division, but it still requires them to determine the disparity. G0035 proposes to reduce the number of samples to determine the disparity to just one sample per sub-PU. 

Considering the above, this proposal only makes sense in combination with G0035.

An updated version of G0035 (of 01-16) intends to clarify benefit of combined simplification (G0035/0036) with more comprehensive analysis.

In case of non-square PUs, the number of samples used is reduced from 4 to 1. The worst case is 8x8 PU where it needs to be decided whether a split into 4x8 or 8x4 is made. In the current process, the corner samples of the subblocks are additionally accessed, whereas the proposal suggests to make the decision only based on the 8x8 corner samples and some fewer samples of the 4x4 subblocks.

It is claimed that the worst case number of memory accesses in this context is reduced by 25%.

However, in an implementation, it is likely that all the samples are available in the current chunk of the cache, such that the saving of memory accesses may be minor. On the other hand, the choice of the additional samples (on a 2x2 grid) appears more irregular and requires a more complicated description in the draft.

No action.
14.1.97.1.1.1.1.1.574 JCT3V-G0180 Crosscheck on Simplified VSP subblock decision (JCT3V-G0036) [Y.-W. Chen, J.-L. Lin (MediaTek)] [late]
14.1.97.1.1.1.1.1.575 JCT3V-G0150 Frame-level view synthesis prediction [S. Shimizu, S. Sugimoto (NTT)]

This contribution proposes a frame-level view synthesis prediction. In the proposed scheme, a forward warping based view synthesis is utilized in order to generate a synthesized picture and a hole map, which shows whether synthesized picture is available or not for each pixel. Based on the hole map, each CU is coded by either the normal scheme or the bypassed scheme. In the bypassed scheme, only prediction residuals are coded. Experiments reportedly show bit rate increase of 2.39% on average over all test sequences, but also show significant bit rate reduction for dependent view and total bit rate reduction of around 3% for GT_Fly and Shark sequences.
Motivation: consider whether side views extrapolated from center view provide a good prediction with sufficient subjective quality.

In the results, the QP values for coding the dependent texture view are increased by 2. 

One issue with the current design is that the parsing is dependent on the hole map.

There may also be other ways to achieve the similar capability, e.g., new slice type that is a virtually decodable slice, or using an SEI message such as texture and depth view packing.

Similar proposals were put forward in response to the CfP. With such an approach, PSNR is not likely a good measure of quality.

No action, but proponents were encouraged to follow up with further study.
7.2 MV/DV candidates (6)
(Chaired by A. Vetro)
14.1.97.1.1.1.1.1.576 JCT3V-G0067 Availability checking of temporal inter-view MV candidate and VSP candidate [J. An, Y.-W. Chen, K. Zhang, J.-L. Lin, S. Lei (MediaTek)]

This contribution fixes a problem of using an unavailable reference view. It is proposed to check the availability of temporal inter-view MV candidate and VSP candidate according to the existence of inter-view reference picture. When there is no inter-view picture in the current reference lists, the temporal inter-view MV candidate and VSP candidate should not be inserted into the merge candidate list.
The problem will happen when there is no inter-view reference in the merge list construction.

As an alternative, it was suggested to disable NBDV and VSP at the slice level when no inter-view reference is available, but this signalling is not currently supported.

One expert expressed support for this proposal. WD text was reviewed, and was considered straightforward.

Decision(BF): Adopt.
14.1.97.1.1.1.1.1.577 JCT3V-G0080 Improvement on Do-NBDV derivation [X. Chen, Y. Lin, X. Zheng, J. Zheng, (Hisilicon)]

In current 3D-HEVC, Do-NBDV uses the maximum among four corners of the depth samples to extract a disparity vector from the virtual depth block. There are two contributions for Do-NBDV: 

1, The proposed method uses the maximum among two or three corners of the depth samples to extract a disparity vector from the virtual depth block. The experimental results reportedly show that the proposed method (three corners) has minor coding efficiency gain or no overall coding efficiency loss (two corners), and the computational complexity and memory access of depth samples are reduced.

2, It is proposed to recalculate corners position of the depth samples from the virtual depth block and select the corner which has maximum depth value after maximum among corners of the depth samples from the virtual depth block. The experimental results reportedly show that the proposed method has 0.04 coding efficiency gain.
In the current design, the disparity vector is derived using four corners. It is suggested that two or three corners is sufficient.

It was remarked that there is no problem with the current design and it is not desirable to make small and unjustified changes. No action.
14.1.97.1.1.1.1.1.578 JCT3V-G0183 Crosscheck of Improvement on Do-NBDV derivation (JCT3V-G0080) [T. Ikai (Sharp)] [late]

14.1.97.1.1.1.1.1.579 JCT3V-G0081 Improvement on NBDV derivation [X. Chen, X. Zheng, Y. Lin, J. Zheng, (Hisilicon)]

In HTM 9.0r1, NBDV is calculated by candidates of temporal, special, MCP or Default. We build the relationship between NBDV and Do-NBDV in certain condition. The experimental results reportedly show that build relationship between NBDV and Do-NBDV can achieve 0.05% BD-rate saving for overall coded and synthesized views compared to HTM-9.0r1.

This proposal aims to improve coding efficiency, but only gives 0.05% gain which is considered negligible. No action.

14.1.97.1.1.1.1.1.580 JCT3V-G0215 Crosscheck on Improvement on NBDV derivation (JCT3V-G0081) [H. Liu (Qualcomm)] [late]

14.1.97.1.1.1.1.1.581 JCT3V-G0096 Bug-fix on merging candidate list construction [G. Bang (ETRI), Y.S. Heo, G.H.Park (KHU), G.S. Lee, N.H.Hur (ETRI)]

This report presents a bug-fix on merging candidate list construction. In current 3D-HEVC, the maximum size of merging candidate list is generally 6 (5 + NumExtraMergeCand) for dependent view or depth. Therefore, in order to prevent buffer-overflow, checking current size of the list is necessary in decision of inserting candidates whose priority are lower than IvDC. However, as shown in Table 1, current WD does not check the size of the list when inserting VSP, A0, and B2 to the list.
This contribution identifies a mismatch between the text and software. The WD text has been checked by the editor and is agreed.

Decision (BF): Adopt.
7.3 Entropy coding (12)
14.1.97.1.1.1.1.1.582 JCT3V-G0241 BoG report on Entropy Coding [J.-L. Lin, P. Merkle]

The purpose of this BoG activity is identifying context coded syntax elements for consideration for simplification.
The BoG meeting took place on January 13, 2014 (3.30 to 6pm) in room San Carlos. Approximately 8-10 experts attended the meeting.

The following table lists the properties of context coded syntax elements included in the 3D-HEVC extension HTM-9.0r1 as well as proposals related to simplification of the corresponding syntax elements.

Context coded syntax elements in HTM-9.0r1
	Syntax element
	Num. contexts
(initType 0 / 1 / 2)
	Binarization process
	Num. context coded bins (dependency)
	Related proposal

	depth_intra_mode
	5 / 5 / 5
	TU
	1~4 (blocksize)
	

	wedge_full_tab_idx
	1 / 1 / 1
	FL
	7~11 (blocksize)
	JCT3V-G0062
JCT3V-G0108

	depth_dc_flag
	2 / 2 / 2
	FL
	1
	JCT3V-G0060

	depth_dc_abs
	1 / 1 / 1
	UEG0
	1~13 (value)
	JCT3V-G0060
JCT3V-G0124

	iv_res_pred_weight_idx
	0 / 4 / 4
	TU
	2
	JCT3V-G0061

	ic_flag
	0 / 3 / 3
	FL
	1
	JCT3V-G0061

	inter_sdc_flag
	1 / 1 / 1
	FL
	1
	JCT3V-G0060

	inter_sdc_resi_abs_minus1
	1 / 1 / 1
	UEG0
	1~13 (value)
	JCT3V-G0056
JCT3V-G0060
JCT3V-G0124

	inter_sdc_resi_sign_flag
	1 / 1 / 1
	FL
	1
	JCT3V-G0060


The first group of syntax elements considered for simplification consists of wedge_full_tab_idx and depth_dc_abs / inter_sdc_resi_abs_minus1. Currently they all require a high number of context coded bins. Reducing the number of context coded bins for these syntax elements seems desirable. 
The second group of syntax elements considered for simplification consists of iv_res_pred_weight_idx and ic_flag. Currently they both require a high number of contexts. Reducing the number of contexts for these syntax elements seems desirable.

Due to the adoption of JCT3V-G0122 the number of context coded bins for depth_intra_mode is reduced to 1.

Due to adoption of JCT3V-G0130 syntax elements depth_dc_flag and inter_sdc_resi_sign_flag are combined to a single syntax element named depth_dc_flag, syntax elements depth_dc_abs and inter_sdc_resi_abs_minus1 are combined to a single syntax element named depth_dc_abs, and syntax elements depth_dc_sign_flag and inter_sdc_resi_sign_flag are combined to a single syntax element named depth_dc_sign_flag, which is not context coded.
The following table summarized the changes introduced by these two adoptions.
Context coded syntax elements after adoption of JCT3V-G0122 and JCT3V-G0130.
	Syntax element
	Num. contexts
(initType 0 / 1 / 2)
	Binarization process
	Num. context coded bins (dependency)

	depth_intra_mode
	1 / 1 / 1
	FL
	1

	sdc_flag
	3 / 3 / 3
	FL
	1

	hevc_intra_flag
	3 / 3 / 3
	FL
	1

	wedge_full_tab_idx
	1 / 1 / 1
	FL
	7~11 (blocksize)

	depth_dc_flag
	2 / 2 / 2
	FL
	1

	depth_dc_abs
	1 / 1 / 1
	UEG0
	1~13 (value)

	iv_res_pred_weight_idx
	0 / 4 / 4
	TU
	2

	ic_flag
	0 / 3 / 3
	FL
	1


JCT3V-G0056, G0108, G0124 were also CE/related contributions which were recommended for further investigation in the BoG. Further discussion performed in the plenary Tue AM.

14.1.97.1.1.1.1.1.583 JCT3V-G0056 3D-CE5: Results on bin reduction for inter SDC residual coding [Y.-W. Chen, J.-L. Lin, Y.-W. Huang, S. Lei (MediaTek)]

Currently syntax element inter_sdc_resi_abs_minus1 is coded using UEG0, including up to 13 context coded bins.

Proposal restricts the range of values for inter_sdc_resi_abs_minus1 to [0..5], using 1 context coded plus 0-3 bypass coded bins.

No impact on coding efficiency.

One concern raised is the restriction of the range of values which may be undesirable as it restricts the flexibility of the tool which might be needed outside of the current test set

Another concern raised is that the proposal only applies the reduction only to the case of inter SDC. Due to adoption G0130 intra and inter SDC are unified, and further study (CE) is necessary how the reduction of context coded bins would perform with the unified case. 

14.1.97.1.1.1.1.1.584 JCT3V-G0060 3D-AHG8: Simplification on CABAC contexts for the syntax related to inter SDC, intra SDC and DMM [Y.-W. Chen, Y.-L. Chang, J.-L. Lin, Y.-W. Huang, S. Lei (MediaTek)]

[image: image11.emf]Syntax Parsing process number of 

context coded 

bin (worst case)

number 

of 

contexts

depth_dc_flag Bypass 0 0

depth_dc_abs CABAC (1

st

bin)+ 

Bypass (Remaining bins)

1 1

depth_dc_sign_flag Bypass 0 0

inter_sdc_flag Bypass 0 0

inter_sdc_resi_abs_minus1 CABAC (1

st

bin)+ 

Bypass (Remaining bins)

1 1

inter_sdc_resi_sign_flag CBypass 0 0


Proposal consists of two parts.
Part1:

Reducing the number of contexts for flag type syntax elements depth_dc_flag, inter_sdc_flag, and inter_sdc_resi_sign_flag by replacing context coding by bypass coding. Currently 1 or 2 contexts are used for these syntax elements.

No impact on coding efficiency.

It was asked, whether the statistics of these flags was analyzed.

Several experts remarked that in general decision to replace context coding by bypass coding should better be made based on such a statistical analysis. It was noted that coding results show no impact and the proponent commented that the statistic is expected to be close to 50% for the three flags.
It was noted that removing the contexts might have a negative impact (coding efficiency) on the flexibility to disable the corresponding functionality for some of the CUs within a slice.
The BoG reports back to JCT-3V that it was shown that removing up to 4 contexts does not have an impact on the coding efficiency, but it was not clear whether removing 4 contexts is beneficial or not.  

Due to adoption of JCT3V-G0130, only the depth_dc_flag remains. Not clear from the results whether the benefit claimed by the proponents would still apply. No action.

Part2:

Reducing the number of context coded bins for syntax elements depth_dc_abs and inter_sdc_resi_abs_minus1 by replacing the 1~13 context coded bins by 1 context coded plus 0~12 bypass coded bins.
No impact on coding efficiency.

One expert supported part 2.

Part 2: Further study in CE.
14.1.97.1.1.1.1.1.585 JCT3V-G0201 3D-AHG8: Cross check of simplification on CABAC contexts for the syntax related to inter SDC, intra SDC and DMM (JCT3V-G0060) [J. Y. Lee, C. Kim (Samsung)] [late]

14.1.97.1.1.1.1.1.586 JCT3V-G0124 CE5 related: Delta DC coding for SDC and DMM modes [Q. Yu, H. Liu, Y. Chen, L. Zhang (Qualcomm), S. Ma (PKU)]

Reducing the number of context coded bins for syntax elements depth_dc_abs and inter_sdc_resi_abs_minus1 by replacing the 1~13 context coded bins of the prefix by 1~9 context coded bins. The remaining information is coded together with the suffix using bypass coding (methods 1-3 with EG0 or EG3 or FL). Alternatively the range of values of these syntax elements can be restricted to [0..30], using EG0 with 1~9 context coded bins (method 4).
	
	HEVC
	3D-HEVC
	Method 1
	Method 2
	Method 3
	Method 4

	Maximum number of 

context coded bins
	9
	13
	9
	9
	9
	9

	Maximum number of bins
	30
	28
	24
	21
	17
	9

	Delta BD rate
	n/a
	0.00%
	-0.01%
	-0.03%
	-0.02%
	0.23%


It was noted that the numbers for HEVC are not clear and that the maximum number of context code bins might be more than 9, e.g. for transform coefficients.

General note: The BoG recommended to consider studying the impact of different numbers of context coded bins for syntax element depth_dc_abs / inter_sdc_resi_abs_minus1 (unified by JCT3V-G0130) in a CE or as AHG mandate.
Further study in CE.

14.1.97.1.1.1.1.1.587 JCT3V-G0062 3D-AHG8 related: A simplified method on DMM mode coding in 3D-HEVC [K. Zhang, Y.-W. Chen, J. An, X. Zhang, J.-L. Lin, S. Lei (MediaTek)]

Reducing the number of context coded bins for syntax element wedge_full_tab_idx by replacing the 7~11 context coded bins by 7~11 bypass coded bins.
No impact on coding efficiency.

Some experts supported this proposal.

14.1.97.1.1.1.1.1.588 JCT3V-G0192 AHG8 related: Crosscheck on MediaTek's proposal "A simplified method on DMM mode coding in 3D-HEVC (JCT3V-G0062)" [X. Zheng (HiSilicon)] [late]

14.1.97.1.1.1.1.1.589 JCT3V-G0108 CE5 related: DMM1 signalling based on intra direction [P. Merkle, K. Müller (HHI)]

Reducing the number of context coded bins for syntax element wedge_full_tab_idx by replacing the 7~11 context coded bins by 5~11 bypass coded bins, consisting of a fixed-length prefix (representing the direction) with 5 bypass coded bins a variable length suffix (representing a refinement index) with 0~6 bypass coded bins, based on a lookup table with 32x4 entries.
The results show 0.07% coding gain for CTC and AI, consistent for all sequences. 
Some experts supported this proposal.
In the follow-up discussion in JCT-3V, it was pointed out that the length of the suffix depends on the decoding of the prefix, and this may have some implication on parallelization of parsing processes, which might require some more study, whether the benefit of replacing context coding by bypass coding is really improving the throughput in this case

Further study of G0062 and G00108 in CE.
14.1.97.1.1.1.1.1.590 JCT3V-G0061 3D-AHG8: Simplification on CABAC contexts for IC and ARP Flags [Y.-W. Chen, K. Zhang, J. An, J.-L. Lin, X. Zhang, S. Lei (MediaTek)]

Reducing the number of contexts for syntax elements iv_res_pred_weight_idx and ic_flag by removing/restricting the conditional context selection based on neighboring block information. Furthermore, the purpose of the proposed changes is removing the line buffer (memory requirement) for these two syntax elements. 

For ic_flag the number of contexts is reduced from 3 to 1 by completely removing the dependency on left and above block information. For iv_res_pred_weight_idx the number of contexts is reduced from 4 to 3 by removing the dependency on above block information.
No impact on coding efficiency.

In the BoG, some experts had recommended adoption of this proposal. (SW and WD had been confirmed.)

Decision: Adopt G0061.
14.1.97.1.1.1.1.1.591 JCT3V-G0191 AHG8: Crosscheck on MediaTek's proposal "Simplification on CABAC contexts for IC and ARP Flags (JCT3V-G0061)" [X. Zheng (HiSilicon)] [late]

14.1.97.1.1.1.1.1.592 JCT3V-G0066 Syntax redundancy removal for illumination compensation [K. Zhang, J. An, X. Zhang, J.-L. Lin, Y.-L. Chang, S. Lei (MediaTek)]

Had been discussed in context of CE3.
14.1.97.1.1.1.1.1.593 JCT3V-G0164 Crosscheck of MediaTek's propsoal on Syntax redundancy removal for illumination compensation (JCT3V-G066) [J. Zheng (HiSilicon)] [late]
7.4 Other (3)
(Chaired by A. Vetro)
14.1.97.1.1.1.1.1.594 JCT3V-G0071 The removal of quad-tree limitation for depth maps [S. Yoo, J. Heo, S. Yea (LGE)]

This proposal has already been discussed in the context of CE2. No action, but proponents may study further.

14.1.97.1.1.1.1.1.595 JCT3V-G0202 Cross check of removal of quad-tree limitation for depth maps (JCT3V-G0071) [J. Y. Lee, C. Kim (Samsung)] [late]

14.1.97.1.1.1.1.1.596 JCT3V-G0151 AHG13: Results with quarter resolution depth map coding [S. Shimizu, S. Sugimoto (NTT)]

This contribution reports the result of quarter resolution depth map coding on MV-HEVC. In the simulation, VSO was activated for quarter resolution depth map coding with assuming the nearest neighbour upsampling would be performed during view synthesis. Experiments reportedly show that about 3.38% bit rate reduction and 6.22% bit rate increase for coded and synthesized views, respectively, with saving about 30% decoder runtime.
The main benefit of reduced resolution depth is to reduce the decoder run time, or other implementation factors such as memory or throughput.

It was observed that VSO gives significant improvement and uses a simple nearest neighbor upsampling. It would be desirable to use a more complex up-sampling filter to interpolate the depth values used for rendering, but this would need to be consistent with that used for VSO. It might be beneficial if VSO used a more complex up-sampling process.

The contribution also analyzes the impact of reduced resolution depth on the coding tools in 3D-HEVC. There would be substantial work involved to support reduced resolution depth with all the 3D-HEVC coding tools.

The contribution recommends supporting reduced resolution coding of depth in the software.

The MV-HEVC specification supports reduced resolution depth since auxiliary pictures can have a different spatial resolution than the primary pictures.

There were some reservations to adopt this into the software since it doesn’t provide a benefit in terms of coding efficiency. Also, there was some concern that there might be a desire to add other scaling ratios and make the software more complex.

There was some interest to integrate into the software so that this capability could be studied further.

It was suggested that the software might be integrated into a branch of the software, or simply shared with interested parties. It was noted that even the branch would need to be maintained and there were no volunteers to do this. As a result, it was agreed to simply share the software with interested parties.

It was also agreed that the mandates of the AHG13 have been completed, and there is no need to continue the activity.
8 Alternative depth formats (1)

14.1.97.1.1.1.1.1.597 JCT3V-G0107 Technically improved texture and depth view packing SEI message in 3D-AVC [Takanori Senoh, Koki Wakunami, Yasuyuki Ichihashi, Hisayuki Sasaki, Kenji Yamamoto, Masayuki Tanimoto (NICT/NISRI), Ying Chen (Qualcomm)]

This document provides technically improved texture and depth view packing SEI message in 3D-AVC. The document is improved based on the editor’s comments at the 6th JCT-3V meeting.

The new version of the SEI message has new syntax elements for homography mapping data, expressed via camera parameters. The syntax of the camera parameters is similar to the existing camera parameter SEI message (different in the length of the exponent of the float representation).

Discussion whether the homography mapping could be expressed more compactly. However, the camera parameters are further needed to determine the pixel shifts from the depth values in the synthesis process.

It is suggested that the camera parameters should be identical in syntax and semantics to the existing SEI message

Position of the residual views in the frame packing should be changed to:

· R1 at 0,0

· R2 at W/2, 0

· R3 at 0, H/2

· R4 at W/2, H/2

If there is only one residual view, it will be at R1, if there are two, they are at R1 and R2 etc.

It does not matter where the physical views are, and how they are associated with the residual views, as the camera parameters are describing that. 

Remove Figures J1 and J2, and do not associate the base view with #3.

The changed document was uploaded. The parent bodies gave advice to defer further consideration for the next meeting, also identifying relation with MPEG’s FTV exploration.
9 Non-normative contributions (4)

9.1 Encoder optimization (4)
(Chaired by A. Vetro)
14.1.97.1.1.1.1.1.598 JCT3V-G0079 Improvement on AMP fast mode decision [X. Chen, X. Zheng, Y. Lin, J. Zheng, (Hisilicon)]

In this document, we constrained AMP_MRG using condition and test results of asymmetric motion partition (AMP) are provided. Three methods average gain are 0.36%, 0.34% and 0.3% with coding time 3.94%, 2.57% and 1.81% increase, respectively.
The method was also proposed for HEVC single layer coding, but has additional benefit for multiview video coding. Currently, there is a fast estimation process to determine the AMP merge mode which incurs coding loss. The proposed method maintains the fast estimation, but does not lose as much.

It was considered desirable by one expert to use the same base layer encoding techniques as HM; it was suggested that the method should be proposed to JCT-VC.

It was reported later that for the case of HM the encoding runtime increases by 10%, giving a similar gain.

For 3D HEVC, it is increasing the encoding runtime by 2%.

No action.

14.1.97.1.1.1.1.1.599 JCT3V-G0207 Crosscheck for HiSilicon's JCT3V-G0079 [K. Zhang, J. An, X. Zhang (MediaTek)] [late]

14.1.97.1.1.1.1.1.600 JCT3V-G0163 VSD bugfix and improvement [Z. Gu (SCU), J. Zheng (HiSilicon), N. Ling (SCU), P. Zhang (HiSilicon)]

Bugfix of VSD (View Synthesis Distortion) calculation is proposed to correct the bitDepth value assignment for VSD calculation. After bugfix, 0.1% BD-bit rate saving is achieved on synthesized view under CTC. Additionally a modification of VSD calculation is proposed and 0.1% BD-bit rate saving on view 1 and view 2, and 0.3% BD-bit rate saving on synthesized view are achieved under CTC.

It was remarked that the bug fix seems like an obvious thing to do, and the proposed weighting function appears to provide a good gain. There was a question on whether the function was optimized to the test set – it was not.

The same optimization can be applied for both MV-HEVC with depth as well as 3D-HEVC.

Offline discussion has taken place to understand technique and confirm cross-check. Experts understand the proposed fix and improvement and support their inclusion in the software.

Decision (SW): Adopt.

14.1.97.1.1.1.1.1.601 JCT3V-G0211 Crosschecking for Hisilicon's VSD bugfix and improvement, JCT3V-G0163 [X. Zhang, K. Zhang, J. An (MediaTek)] [late]

9.2 Rate control (0)

No contributions on this topic.
10 Plenary Discussions and BoG Reports

10.1 Project development

See section 3.1.
10.2 BoGs

14.1.97.1.1.1.1.1.602 JCT3V-G0239 JCT3V BoG Report on ATM Software Improvements [D. Tian (MERL)]

In this BoG, the problems with ATM software Ver 10.0 (SVN REV 334) are identified. A plan to improve the software is drafted for considerations by the JCT3V group. With the plan, it is expected to solve the identified software problems and release an improved version that capable of generating all 3D-AVC conforming bitstreams before Friday, March 14, 2014.

The BoG has identified various items where deviations between the specification text and the software exist. However, all items are related to the software and it is asserted that the specifiation text is correct. This assertion includes the changes made by the last meeting in the context of JCT3V-F0268. Item 8 in the table of v2 of the BoG report (related to (VSP mbPartIdx) is confirmed to be resolved during the editing process (editor Y. Chen confirms that the editorial comment was removed in the final version).
11 Project planning

11.1 General issues for CEs

A preliminary CE description is to be approved at the meeting at which the CE plan is established.

It is possible to define sub-experiments within particular CEs. As a general rule, it was agreed that each CE should be run under the same testing conditions using same software codebase, which should be based on either the ATM or HTM software codebase. An experiment is not to be established as a CE unless there is access given to the participants in (any part of) the CE to the software used to perform the experiments.

The general agreed common conditions for experiments were described in the output document JCT3V-F1100.

A deadline of two weeks after the meeting was established for organizations to express their interest in participating in a CE to the CE coordinators and for finalization of the CE descriptions by the CE coordinator with the assistance and consensus of the CE participants.

Any change in the scope of what technology will be tested in a CE, beyond what is recorded in the meeting notes, requires discussion on the general JCT-3V reflector.

As a general rule, all CEs are expected to include software available to all participants of the CE, with software to be provided within two (calendar) weeks after the release of the relevant software basis. Exceptions must be justified, discussed on the general JCT-3V reflector, and recorded in the abstract of the summary report.

Final CEs shall clearly describe specific tests to be performed, not describe vague activities. Activities of a less specific nature are delegated to Ad Hoc Groups rather than designated as CEs.

Experiment descriptions should be written in a way such that it is understood as a JCT-3V output document (written from an objective "third party perspective", not a company proponent perspective – e.g. referring to methods as "improved", "optimized" etc.). The experiment descriptions should generally not express opinions or suggest conclusions – rather, they should just describe what technology will be tested, how it will be tested, who will participate, etc. Responsibilities for contributions to CE work should identify individuals in addition to company names.

CE descriptions should not contain verbose descriptions of a technology (at least not unless the technology is not adequately documented elsewhere). Instead, the CE descriptions should refer to the relevant proposal contributions for any necessary further detail. However, the complete detail of what technology will be tested must be available – either in the CE description itself or in referenced documents that are also available in the JCT-3V document archive.

Those who proposed technology in the respective context (by this or the previous meeting) can propose a CE or CE sub-experiment. Harmonizations of multiple such proposals and minor refinements of proposed technology may also be considered. Other subjects would not be designated as CEs.

Any technology must have at least one cross-check partner to establish a CE – a single proponent is not enough. It is highly desirable have more than just one proponent and one cross-checker.

It is strongly recommended to plan resources carefully and not waste time on technology that may have little or no apparent benefit – it is also within the responsibility of the CE coordinator to take care of this.

A summary report written by the coordinator (with the assistance of the participants) is expected to be provided to the subsequent meeting. The review of the status of the work on the CE at the meeting is expected to rely heavily on the summary report, so it is important for that report to be well-prepared, thorough, and objective.

Non-final CE plan documents were reviewed and given tentative approval during the meeting (in some cases with guidance expressed to suggest modifications to be made in a subsequent revision).

The CE description for each planned CE is described in an associated output document JCT3V-E110x for CE n, where "n" is the CE number (n = 1, 2, etc.). Final CE plans are recorded as revisions of these documents.

It must be understood that the JCT-3V is not obliged to consider the test methodology or outcome of a CE as being adequate. Good results from a CE do not impose an obligation on the group to accept the result (e.g., if the expert judgment of the group is that further data is needed or that the test methodology was flawed).

Some agreements relating to CE activities were established as follows:

· Only qualified JCT-3V members can participate in a CE

· Participation in a CE is possible without a commitment of submitting an input document to the next meeting.

· All software, results, documents produced in the CE should be announced and made available to all CE participants in a timely manner.

11.1.1 Cross check

For cross checking the same steps as described in the section above should be carried out as soon as possible, but should not take more than five working days. Moreover it should be checked if integrated tools correspond to the adopted proposal. Results of cross check should be announced to the reflector. The result-sheet should be made available to the group. 

11.1.2 Procedure if cross check fails or planned delivery data cannot be held

If a planned delivery date cannot be held this should be announced to the reflector. 

If the crosscheck fails or the previous integrator has not delivered the software within 3 days or result sheet within 5 days after planned delivery date 

· the current integrator should integrate in the last cross-checked version

· the previous integrator falls back to the end of the integration plan

11.2 Common Conditions for 3D Video Coding Experiments

Preferred Common Conditions for experiment testing that are intended to be appropriate for both CEs and other experiments were selected by the group and described in output document JCT3V-F1100.

Changes from the previous meeting include enabling sub-PU level inter-view motion prediction with a default setting of 8x8. It was also agreed to include the Shark sequence as part of the CTC.

11.3 Software development 
ATM software:

	Work Item
	Volunteer
	Cross Checker/Helper
	Days

	Stage I (19 days)

	ALC, Part I (Sec. 2.3)
	Samsung (Jin Young Lee)
	Dmytro Rusanovskyy
	1

	DMVP and VSP decoupling (Sec. 2.1)
	Samsung (Jin Young Lee)
	Dmytro Rusanovskyy
	3

	High Level Syntax (Sec. 2.4)
	Nokia (Miska Hannuksela)
	Olgierd Stankiewicz
	3

	Flexible depth resolution issues (Sec. 2.5)
	Nokia (Miska Hannuksela)
	Olgierd Stankiewicz
	2

	DMV derivation, texture first coding (5,6,7,8 in F0268)
	Qualcomm (Ying Chen)
	Jian-Liang Lin
	5

	DMV derivation, depth first coding (5,6,7,8 in F0268)
	MediaTek (Jian-Liang Lin)
	Ying Chen
	5

	DMVP/VSP (3 and 4 in F0268)
	LGE (Dmytro Rusanovskyy)
	Jian-Liang Lin
	2

	Stage II (20 days)

	IBP (Sec. 2.2)
	LGE (Dmytro Rusanovskyy)
	Dong Tian
	10

	ALC, Part II (Sec. 2.3)
	Samsung (Jin Young Lee)
	Dong Tian
	10


The software work started from Monday, January 20, 2014. Some clean up work may be done after the work items in Table 3 are finished. The final software is to be released before Friday, March 14, 2014.
HTM-10.0 Integration plan 
Track 1: Sub-PU, Merge 
Coordinator: Yulin Chang, 

Starting day: January, 17th, weekends included
	Item
	Integrator
	Days

	JCT3V-G0119 CE2: Sub-PU based MPI 
	Qualcomm
	2

	JCT3V-G0098 CE2: Performance evaluation on depth Merge mode candidate 
	Qualcomm/Samsung
	1

	JCT3V-G0077 CE1: MCP Size and DV for Sub-PU Prediction
	Samsung
	1

	JCT3V-G0074 CE2: Simplification of DV Derivation for Depth 
	Samsung
	1

	JCT3V-G0069 CE1: Restricted bi-prediction for sub-PU
	Mediatek
	2

	JCT3V-G0063 CE2: results on additional merging candidates for depth
	Mediatek
	3

	JCT3V-G0147 CE1: Simplification of sub-PU level temporal iv motion prediction
	KHU
	2

	JCT3V-G0148 CE1: Motion parameters stored for VSP-coded blocks
	NTT
	3


Track 2: IC, ARP, Misc. Starting day: January, 20th
Coordinator: Li Zhang
Starting day: January, 20th, weekends not included
	Item
	Integrator
	Days

	JCT3V-G0072 CE4: Results on IC and ARP Flags Signalling
	Samsung
	2

	JCT3V-G0055 CE2: A texture-partition-dependent depth partition for 3D-HEVC
	Mediatek
	2

	JCT3V-G0067 Avail. checking of temp. inter-view MV candidate and VSP candidate
	Mediatek
	2

	JCT3V-G0053 HLS: On ARP reference picture signalling
	Mediatek
	2

	JCT3V-G0106 CE3: Results on Depth-based Block Partitioning (DBBP)
	RWTH
	2


Track 3: Depth Coding
Coordinator: Gerhard Tech.

Starting day: January, 17th, weekends included
	Item
	Integrator
	Days

	JCT3V-G0122 CE5: Generic SDC for all Intra modes in 3D-HEVC
	Qualcomm
	2

	JCT3V-G0130 CE5: Unif. of delta DC coding and sign. for inter and intra SDC
	Qualcomm
	2

	JCT3V-G0101 CE5: Segment-wise depth inter mode coding
	Samsung
	3

	JCT3V-G0123/G0111 CE5: Simplification of 64x64 Intra SDC mode in 3D-HEVC
	Hisilicon/Qualcomm
	2

	JCT3V-G0143 CE5: On neighbouring reference pixel selection for depth intra coding
	SCU/Hisilicon
	2

	JCT3V-G0163 VSD bugfix and improvement
	SCU/Hisilicon
	2


It is to the discretion of the software coordinators to set up a time line for the integration and request proponents to finish integration by a given date.

Integration Procedure & Guidelines

Integration is done in a serial way. Each integrator cross-checks the version provided by his predecessor.  The cross check for the last version is carried out by the software coordinators.

Integration Guidelines

When integrating 

· software changes should be enclosed by macros switchable by defines including company and proposal number e.g.

#define MYCOMPANYS_DEPTHFILTER_JCT3V_B0555  1

#if MYCOMPANYS_DEPTHFILTER_JCT3V_B0555

// do stuff

#endif

· new tools should be made switchable in the cfg-file if reasonable 

· cfg-files should be updated

Delivery of software

Before delivering the software to the next integrator it should be checked if

· the software compiles under windows and linux

· software compiles and delivers same results as previous version when integrated tools are disabled by macro or cfg-settings

· there are encoder-decoder mismatches

· there are memory leaks by measuring maximum memory consumption (or specific tools e.g. valgrind) is 

· visual quality is not disturbed

Additional to the software cfg-files that reflect proposed settings and an excel sheet with coding results should be provided. Software and cfg-files should be delivered by checking it in to the corresponding (HTM or ATM) software repositories. 

When software is delivered this should be announced to the reflector. Moreover, every further change on the software should be announced. If there is a delay in integration this should be communicated to the reflector. 

11.4 Software repositories 

11.4.1 HTM

HTM software can be checked in

https://hevc.hhi.fraunhofer.de/svn/svn_3DVCSoftware/
Therefore for each integrator an own software branch will be created by the software coordinator containing the current anchor version or the version of the previous integrator:

e.g.  branches/0.7-mycompany

The branch of the last integrator will become the new release candidate tag.

e.g. tags/0.8rc1

This tag can be cross-check by the group for. If no problems occur the release candidate will become the new tag after 7-days:

e.g. tags/0.8

If reasonable intermediate release candidate tags can be created by the software coordinator. 

11.4.2 ATM

An official release of the 3DV-ATM software can be checked out by mpeg3dv SVN users from the following location:

http://mpeg3dv.research.nokia.com/svn/mpeg3dv/trunk/
Following every JCT-3V meeting, software coordinator creates a new branch for the integration of adopted proposals:
http://mpeg3dv.research.nokia.com/svn/mpeg3dv/branches/

(Note: Would be desirable to rename "mpeg3dv" to "jct3v")

Software integrator checks-out the software from integration branch at its turn of integration plan and integrates proposal as it is specified in Section 11.3. 

Software integrator communicates a new software version over the email list to the cross-checker and to the software coordinator.

The software coordinator checks-in to the integration branch every new software integration with confirmed cross-check, as it is specified in Section 11.3. 

Once the integration plan is completed, the software coordinator cross-check version available in the integration branch and checks-in a new official release of the 3DV-ATM to the http://mpeg3dv.research.nokia.com/svn/mpeg3dv/trunk/. 

11.5 List of CEs
(Chaired by A. Vetro)
The following CEs were planned, and initial versions of the descriptions were presented Thu p.m..
· CE1 on Merge List Construction [J.-L. Lin, J. Heo]

· Merge candidate list simplification (G0100, G0034, G0099, G0104)
· Coding efficiency improvement by removal of redundant merge list candidates (G0078, G0066)
· CE2 on Residual Prediction [L. Zhang, T. Ikai]

· Sub-block ARP (G0121)

· Chroma ARP skip for 4x4 (G0033)
· CE3 on Entropy Coding Simplifications [Y.L. Chang, H. Liu]

· Simplification of context coded bins (G0062, G00108, G0124, G0060, G0056)

12 Establishment of ad hoc groups 

The ad hoc groups established to progress work on particular subject areas until the next meeting are described in the table below. The discussion list for all of these ad hoc groups will be the main JCT-3V reflector (jct-3v@lists.rwth-aachen.de).

	Title and Email Reflector
	Chairs
	Mtg

	JCT-3V project management (AHG1)

(jct-3v@lists.rwth-aachen.de)

· Coordinate overall JCT-3V interim efforts.

· Report on project status to JCT-3V reflector.

· Provide report to next meeting on project coordination status.
	G. J. Sullivan, J.-R. Ohm (co‑chairs)
	N

	3D-AVC Test Model editing (AHG2)
(jct-3v@lists.rwth-aachen.de)

· Produce and finalize JCT3V-G1003 3D-AVC Test Model 9 Description.

· Coordinate with the 3D-AVC Software Integration AhG to address issues relating to mismatches between software and text.
	M. Hannuksela (chair), Y. Chen, T. Suzuki, J.-R. Ohm, G. Sullivan (vice chairs)
	N

	MV-HEVC / 3D-HEVC Draft and Test Model editing (AHG3)
(jct-3v@lists.rwth-aachen.de)

· Produce and finalize JCT3V-G1005 3D-HEVC Test Model 7.

· Produce and finalize JCT3V-G1004 MV-HEVC Draft Text 7.

· Produce and finalize JCT3V-G1001 3D-HEVC Draft Text 3.

· Gather and address comments for refinement of these documents.

· Coordinate with the 3D-HEVC Software Integration AhG to address issues relating to mismatches between software and text.
	G. Tech, K. Wegner (co-chairs), J. Boyce, Y. Chen, M. Hannuksela, T. Suzuki, S. Yea, J.-R. Ohm, G. Sullivan (vice chairs)
	N

	3D-AVC Software Integration (AHG4)

(jct-3v@lists.rwth-aachen.de)

· Coordinate development of the 3DV-ATM software and its distribution to JCT-3V members

· Produce documentation of software usage for distribution with the software

· Prepare and deliver 3DV-ATM v11.0 software which to address bug reports and requests for additional functionality identified in JCT3V-G0239. (expected by 14 March 2014).
· Perform analysis and reconfirmation checks of the behaviour of technical changes adopted into the draft design, and report the results of such analysis.

· Coordinate with 3D-AVC Draft and Test Model editing (AHG2) to identify any mismatches between software and text.
· Start an effort for software code clean up.
	D. Rusanovskyy (chair), F. C. Chen, J. Y. Lee, J.-L. Lin, O. Stankiewicz, D. Tian (vice chairs)
	N

	MV-HEVC and 3D-HEVC Software Integration (AHG5)
(jct-3v@lists.rwth-aachen.de)

· Coordinate development of the HTM software and its distribution to JCT-3V members

· Produce documentation of software usage for distribution with the software

· Prepare and deliver HTM 10.0 software version and the reference configuration encodings according to JCT3V-G1100 based on common conditions suitable for use in most core experiments (expected within four weeks after the meeting).

· Prepare and deliver HTM 10.1 software that include additional items not integrated into the 10.0 version (expected within one week after the 10.0 software release).

· Perform analysis and reconfirmation checks of the behaviour of technical changes adopted into the draft design, and report the results of such analysis.

· Suggest configuration files for additional testing of tools.
· Coordinate with MV-HEVC Draft and 3D-HEVC Test Model editing AhG to identify any mismatches between software and text.
	G. Tech, L. Zhang (co-chairs), Y. Chang, K. Wegner (vice chairs)
	N

	3D Coding Tool Testing (AHG6)

(jct-3v@lists.rwth-aachen.de)

· Discuss and finalize CE work plans

· Study the Common Test Conditions and suggest possible changes

· Coordinate between core experiments when necessary.

· Study coding tool performance of non-CTC configurations 

· Report on status of core experiments.

· Prepare viewing logistics for 8th JCT-3V meeting.
	K. Müller, A. Vetro (co-chairs)
	N

	3D High level syntax  (AHG7)
(jct-3v@lists.rwth-aachen.de)

· Discuss common approaches for multi-view and scalable high-level extensions of HEVC.

· Study NAL unit header, video parameter set, sequence parameter set, picture parameter set, and slice header syntax designs of HEVC extensions.

· Study SEI messages and VUI syntax designs needed for HEVC extensions.

· Study mechanisms for enabling 3D-HEVC coding tools in high-level syntax on the basis of JCT3V-F0256 and JCT3V-F0267.

· Assist in software development and text drafting for the high-level syntax in the HEVC extensions designs.
· Coordinate efforts with JCT-VC AHGs working on related topics. 
· Study mechanisms that enable different resolution of texture/depth, and unpaired texture/depth in 3D-HEVC. 
	M. M. Hannuksela (Chair), J. Boyce, Y. Chen, A. Norkin, Y.-K. Wang (vice chairs)
	Y (Thursday and Friday before the 7th JCT-3V meeting)

	Complexity assessment (AHG8)
(jct-3v@lists.rwth-aachen.de)

· Study intrinsic complexity measures or metrics to assess hardware and software implementations of algorithms/computational models based on number of operations, potential for parallelism, data transfer rate, and data storage requirements. 

· Analyze existing designs and produce complexity perspective per tool, from the viewpoint of possible slowdown, bottlenecks or implementation issues.

· Develop a recommendation to JCT-3V on formalized complexity assessment in a reporting document. 
	C. Lee (chair), G. Bang, T. Ikai, K. Rapaka, D. Rusanovskyy (vice chairs) 
	N

	3D Test Material (AHG9)
(jct-3v@lists.rwth-aachen.de)

· Identify deficiencies and limitations of current 3D video test material.

· Identify, collect, and make available a variety of additional 3D video sequences.

· Study the characteristics of test materials and their impact on coding performance, synthesis quality etc.
· Recommend appropriate test materials for use in 3D Video Coding Extension Development.
· Assess the suitability of the test material that was offered to the 5th and 6th JCT-3V meetings.
	S. Shimizu, S. Yea (co-chairs)
	N

	Conformance testing development (AHG10)
(jct-3v@lists.rwth-aachen.de)

· Further discuss and improve the conformance drafts related to 3D-AVC (JCT3V-G1009)

· Collect the conformance test streams
	T. Suzuki (chair), D. Rusanovskyy, D. Tian, Y. W. Chen (vice chairs)
	N


13 Output documents 

The following documents were agreed to be produced or endorsed as outputs of the meeting. Names recorded below indicate those responsible for document production.

(It was communicated by the chair that only the subsequent lists of adoptions is relevant, and in case of contradiction with any of meeting notes above the latter are considered invalid.)

14.1.97.1.1.1.1.1.603 JCT3V-G1000 Meeting Report of 7th JCT-3V Meeting [J.-R. Ohm, G. J. Sullivan]

(Note: Initial versions of the subsequent draft documents should be uploaded by the end of the meeting, continually updating to be performed until the final the version is released)

14.1.97.1.1.1.1.1.604 JCT3V-G1001 3D-HEVC Draft Text 3 [G. Tech, K. Wegner, Y. Chen, S. Yea] (Text of ISO/IEC 23008-2 PDAM4, WG 11 N14237) [2014-03-14]

Ballot period 5 months

Summary of Adoptions for 3D-HEVC

· JCT3V-G0147 Simplification of sub-PU level temporal interview motion prediction

· JCT3V-G0148 Motion parameters stored for VSP-coded blocks (version without the deblocking change). 

· JCT3V-G0069 Restricted bi-prediction for sub-PU second case (disallow bi prediction with VSP).

· JCT3V-G0077 MCP Size and DV for Sub-PU Prediction aspect 1 solution 1 (only enabling SPIVMP with 2Nx2N PU

· JCT3V-G0063 Additional merging candidates for depth (DDD candidate only)

· JCT3V-G0119 Sub-PU based MPI 

· JCT3V-G0074 Simplification of DV Derivation for Depth (use 128 depth converted to disparity for the entire picture)

· JCT3V-G0098 Depth Merge mode candidate 

· JCT3V-G0055 texture-partition-dependent depth partition for 3D-HEVC

· JCT3V-G0106 Depth-based Block Partitioning (DBBP) 

· JCT3V-G0072 Results on IC and ARP Flags Signalling (disable IC when ARP is enabled)

· JCT3V-G0101 3D-CE5: Segment-wise depth inter mode coding Adopt (#1a + #3)

· JCT3V-G0122 Generic SDC for all Intra modes in 3D-HEVC (with optimization in CTC)

· JCT3V-G0123 Simplification of 64x64 Intra SDC mode with split method from G0111.

· JCT3V-G0130 Unification of delta DC coding and signalling for inter SDC and intra SDC in 3D-HEVC

· JCT3V-G0143 Neighbouring reference pixel selection for depth intra coding

· JCT3V-G0053 3D-HEVC HLS: On ARP reference picture signalling

· JCT3V-G0061 3D-AHG8: Simplification on CABAC contexts for IC and ARP Flags

14.1.97.1.1.1.1.1.605 JCT3V-G1002 Void
14.1.97.1.1.1.1.1.606 JCT3V-G1003 3D-AVC Test Model 9 [D. Rusanovskyy, F. C. Chen, L. Zhang, T. Suzuki] (WG 11 N14239) [2014-03-14]

Description of depth coding tools should be removed

3D-ATM Software only bug fixing

14.1.97.1.1.1.1.1.607 JCT3V-G1004 MV-HEVC Draft Text 7 [G. Tech, K. Wegner, Y. Chen, M. Hannuksela, J. Boyce] (Preliminary Draft Text of ISO/IEC 23008-2 FDAM2, WG 11 N14235) [2014-02-28]

Summary of Adoptions for MV-HEVC

· See notes in section 6.2 for more details
· JCTVC-P0041/JCT3V-G0031 POC alignment

· JCTVC-P0056/JCT3V-G0042 Layer tree POC

· JCTVC-P0110/JCT3V-G0116 Default output layer set

· JCTVC-P0138/JCT3V-G0138 HRD excluding CL-RAS

· JCTVC-P0156/JCT3V-G0145 DPB parameters in VPS

· JCTVC-P0192/JCT3V-G0161 DPB  w/ sub-DPBs

· JCTVC-P0182/JCT3V-G0160 Rewriting indication

· JCTVC-P0048/JCT3V-G0040 Remove profile_ref_minus1

· JCTVC-P0076/JCT3V-G0090 Reorder VPS VUI syntax elements

· JCTVC-P0155/JCT3V-G0144 avoid syntax elements in SPS for nuh_layer_id>0

· JCTVC-P0166 Conditional PPS extensions (no JCT-3V number)
· JCTVC-P0079/JCT3V-G0092 Derivation of NumActiveRefLayers

· JCTVC-P0130/JCT3V-G0131 End of bitstream NAL unit

· JCTVC-P0068/JCT3V-G0085 IRAP alignment VUI indicator

· JCTVC-P0306/JCT3V-G0240 VPS extension cleanup

· JCTVC-P0307/JCT3V-G0242 VPS and VPS VUI extensibility

· JCTVC-P0123 Alpha channel SEI message (no JCT-3V number)
· JCTVC-P0204/JCT3V-G0165 Sub-bitstream property SEI message
· JCTVC-P0300/JCT3V-G0238 Alt output layer flag

· JCTVC-P0133/JCT3V-G0134 Recovery point and region refresh SEI

14.1.97.1.1.1.1.1.608 JCT3V-G1005 Test Model 7 of 3D-HEVC and MV-HEVC [L. Zhang, G. Tech, K. Wegner, S. Yea] (WG 11 N14238) [2014-03-14]

It is planned to structure this document into 2 parts (Test models for MV-HEVC and 3D-HEVC), and make a separation into two documents by the next meeting.

Bug fixes:

· JCT3V-G0067 Availability checking of temporal inter-view MV candidate and VSP candidate

· JCT3V-G0096 Bug-fix on merging candidate list construction

· JCT3V-G0129 AHG5: Comments on default NBDV view selection and ARP target reference picture second aspect.

Software:

· JCT3V-G0174 On MV-HEVC+D encoder parameters 

· JCT3V-G0163 VSD bugfix and improvement

14.1.97.1.1.1.1.1.609 JCT3V-G1006 Draft 6 of MVC plus Depth Conformance [T. Suzuki, D. Rusanovskyy] (ISO/IEC 14496-4:2004 FDAM41, WG 11 N14215) [2014-02-07]
More streams added for IBP.
14.1.97.1.1.1.1.1.610 JCT3V-G1007 Void

14.1.97.1.1.1.1.1.611 JCT3V-G1008 Void
14.1.97.1.1.1.1.1.612 JCT3V-G1009 Draft 4 of 3D-AVC Conformance [D. Rusanovskyy, T. Suzuki, D. Tian, Y. W. Chen] (ISO/IEC 14496-4:2004 Study of PDAM43, WG 11 N14216) [2014-02-14]

14.1.97.1.1.1.1.1.613 JCT3V-G1010 Void
14.1.97.1.1.1.1.1.614 JCT3V-F1010 Draft 3 of MVC+D Reference Software (remains valid)
14.1.97.1.1.1.1.1.615 JCT3V-G1011 Report of 3D-AVC Subjective Quality Assessment [V. Baroncini, T. Ebrahimi, A. Vetro] (WG 11 N14218) [2014-02-28]

14.1.97.1.1.1.1.1.616 JCT3V-G1012 Void

14.1.97.1.1.1.1.1.617 JCT3V-F1012 Draft 2 of MFC Conformance (remains valid)
14.1.97.1.1.1.1.1.618 JCT3V-G1013 Void
14.1.97.1.1.1.1.1.619 JCT3V-F1013 Draft 2 of MFC Reference Software (remains valid)
14.1.97.1.1.1.1.1.620 JCT3V-G1014 Draft 2 of 3D-AVC Reference Software [D. Rusanovskyy, D. Tian] (Study of ISO/IEC 14496-5:2001 PDAM35, WG 11 N14219) [2014-03-14]

initial version of the ISO Study document (listing the intended bug fixes) to be provided 01-17
14.1.97.1.1.1.1.1.621 JCT3V-G1100 Common Test Conditions of 3DV Core Experiments [D. Rusanovskyy, K. Müller, A. Vetro]

14.1.97.1.1.1.1.1.622 JCT3V-G1101 Description of Core Experiment 1 (CE1) on Merge List Construction [J.-L. Lin, J. Heo]
14.1.97.1.1.1.1.1.623 JCT3V-G1102 Description of Core Experiment 2 (CE2) on Residual Prediction [L. Zhang, T. Ikai]
14.1.97.1.1.1.1.1.624 JCT3V-G1103 Description of Core Experiment 3 (CE3) on Entropy Coding Simplifications [Y.L. Chang, H. Liu]
14 Future meeting plans, expressions of thanks, and closing of the meeting

During the closing plenary, it was discussed that the potential need of conformance streams for MV-HEVC should be considered, and whether it could be bundled with SHVC conformance (a subset relating to Stereo Main Profile). To be discussed with JCT-VC during the next meeting.

The document upload deadline for the 8th meeting of the JCT-3V will be March 21, 2014, 2359 MET (Geneva/Paris time zone). Documents that are intended to be discussed in the joint meeting of JCT-VC and JCT-3V AHG7 (starting from March 27) shall be registered as joint contributions, the deadline of the 17th JCT-VC meeting is to be applied, i.e. March 17, 2014, 2359 MET (Geneva/Paris time zone).

Future meeting plans were established according to the following guidelines:

· Meeting under ITU-T SG 16 auspices when it meets (starting meetings on the Wednesday or Thursday of the first week and closing it on the Tuesday or Wednesday of the second week of the SG 16 meeting); 

· Otherwise meeting under ISO/IEC JTC 1/SC 29/WG 11 auspices when it meets (starting meetings on the Saturday prior to such meetings and closing it on the last day of the WG 11 meeting);

· In cases where JCT-3V meets during the first week of the SG16 meeting under ITU-T auspices, and co-located with an MPEG meeting at a nearby meeting place, the meeting dates could also be approximately aligned with the MPEG meeting.

Some specific future meeting plans were established as follows:

· 29 March–04 April 2014 under WG 11 auspices in Valencia, ES.

· 3-9 July 2014 under ITU-T auspices in Sapporo, JP

· 18-24 Oct. 2014 under WG 11 auspices in Strasbourg, FR
INCITS was thanked for its excellent hosting of the 7th meeting of the JCT-3V. Huawei was thanked for providing the 3D viewing equipment used at the 7th JCT-3V meeting. 

It was also reminded that final output documents (if also registered under a WG11 output doc number) have to be uploaded separately with a WG11 header.  To do this in a timely fashion is particularly important for standards submitted for ballot.

It was also reminded that slide presentation decks should be made available.

The JCT-3V meeting was closed at approximately 1005 hours on Friday 17 Jan. 2014.
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	3D-CE4: Cross check of Further improvements on advanced residual prediction (JCT3V-G0121)
	M. W. Park, C. Kim (Samsung)

	JCT3V-G0221
	m32442
	2014-01-08 04:26:10
	2014-01-08 04:31:38
	2014-01-08 04:31:38
	3D-CE3: Cross-check on additional depth-based DV candidate (JCT3V-G0100)
	J.-L. Lin, Y.-W. Chen (MediaTek)

	JCT3V-G0222
	m32444
	2014-01-08 05:54:11
	2014-01-09 07:52:35
	2014-01-09 07:52:35
	3D-CE4: Cross check of Improved advanced residual prediction (JCT3V-G0064)
	L. Zhang(Qualcomm)

	JCT3V-G0223
	m32446
	2014-01-08 06:28:27
	2014-01-11 09:11:34
	2014-01-18 19:19:47
	3D-CE4: Cross check of Simplification of inter-view ARP (JCT3V-G0158)
	L. Zhang(Qualcomm)

	JCT3V-G0224
	m32479
	2014-01-08 22:52:10
	2014-01-18 03:40:43
	2014-01-18 03:40:43
	MV-HEVC/SHVC HLS: Additional information on the POC design in JCTVC-P0041/JCT3V-G0031
	A. K. Ramasubramonian, Hendry, Y.-K. Wang (Qualcomm)

	JCT3V-G0225
	m32481
	2014-01-09 00:01:44
	2014-01-09 00:04:10
	2014-01-09 00:04:10
	Crosscheck results on clean ups of VSP merging candidates (Method 1 & 2 in JCT3V-G0104)
	M. LI, P. WU(ZTE)

	JCT3V-G0226
	m32483
	2014-01-09 00:58:53
	2014-01-09 01:03:30
	2014-01-09 01:03:30
	CE4: Crosscheck for Qualcomm's JCT3V-G0121
	J. Heo, J. Nam (LGE)

	JCT3V-G0227
	m32527
	2014-01-09 18:34:43
	2014-01-09 18:40:24
	2014-01-09 18:40:24
	3D-CE2 related: Cross-check on performance evaluation on depth Merge mode candidate (JCT3V-G0098)
	Y.-L. Chang (MediaTek)

	JCT3V-G0228
	m32528
	2014-01-09 18:35:15
	2014-01-09 18:40:56
	2014-01-09 18:40:56
	3D-CE3 related: Cross-check of Simplification of DV Derivation and Default DV Improvement (JCT3V-G0073)
	Y.-L. Chang (MediaTek)

	JCT3V-G0229
	m32531
	2014-01-09 18:51:24
	2014-01-14 15:59:51
	2014-01-14 15:59:51
	CE5 related: Crosscheck on Advanced boundary chain (ABC) coding for depth intra coding (JCT3V-G0094)
	S. Shimizu, S. Sugimoto (NTT)

	JCT3V-G0230
	m32534
	2014-01-09 20:32:17
	2014-01-11 20:11:13
	2014-01-11 20:11:13
	CE3 related: Crosscheck on ZJU's proposal 
	X. Zheng, Xu Chen (HiSilicon)

	JCT3V-G0231
	m32554
	2014-01-11 03:43:43
	2014-01-12 18:11:59
	2014-01-12 18:11:59
	3D-CE4.h: Cross-check on simplification of inter-view ARP (JCT3V-G0158)
	Y.-L. Chang, K. Zhang (MediaTek)

	JCT3V-G0232
	m32567
	2014-01-11 16:26:01
	2014-01-11 16:29:16
	2014-01-11 16:29:16
	Cross-check of Ericsson's proposal JCT3V-G0174 on MV-HEVC+D encoder parameters
	P. Aflaki, M. M. Hannuksela

	JCT3V-G0233
	m32574
	2014-01-11 17:43:28
	2014-01-12 07:40:30
	2014-01-15 08:01:58
	Joint BoG report on High Level Syntax
	J. Boyce

	JCT3V-G0234
	m32579
	2014-01-11 18:29:11
	2014-01-11 18:40:32
	2014-01-11 20:23:10
	CE2-related: Crosscheck on Simplification on interview motion prediction for depth coding (JCT3V-G0047)
	S. Shimizu, S. Sugimoto (NTT)

	JCT3V-G0235
	m32591
	2014-01-12 02:59:46
	2014-01-13 05:32:58
	2014-01-13 05:32:58
	CE2 related : Cross-check on Disparity derivation for depth coding(JCT3V-G0126)
	T. Kim

	JCT3V-G0236
	m32594
	2014-01-12 11:48:48
	2014-01-12 12:02:12
	2014-01-12 12:02:12
	MV-HEVC/SHVC HLS: On default target output layer set
	Y.-K. Wang (Qualcomm)

	JCT3V-G0237
	m32605
	2014-01-12 20:11:19
	2014-01-13 01:39:43
	2014-01-13 18:25:16
	MV-HEVC/SHVC HLS: Cross-layer POC anchor picture derivation (follow-up of JCTVC-P0056/JCT3V-G0042)
	M. M. Hannuksela (Nokia), Y.-K. Wang (Qualcomm)

	JCT3V-G0238
	m32614
	2014-01-13 01:24:35
	2014-01-13 20:35:36
	2014-01-15 05:59:51
	MV-HEVC/SHVC HLS: On alt_output_layer_flag
	M. M. Hannuksela (Nokia)

	JCT3V-G0239
	m32623
	2014-01-13 21:01:57
	2014-01-13 21:19:25
	2014-01-14 18:21:05
	JCT3V BoG Report on ATM Software Improvements
	D. Tian (MERL)

	JCT3V-G0240
	m32631
	2014-01-14 03:54:29
	2014-01-14 18:33:39
	2014-01-14 18:33:39
	MV-HEVC/SHVC HLS: VPS extension with ue(v) coded syntax elements
	A. K. Ramasubramonian (Qualcomm)

	JCT3V-G0241
	m32632
	2014-01-14 15:34:01
	2014-01-14 15:36:12
	2014-01-14 15:36:12
	BoG report on Entropy Coding
	J.-L. Lin, P. Merkle

	JCT3V-G0242
	m32634
	2014-01-14 17:50:51
	2014-01-14 18:51:02
	2014-01-14 18:51:02
	MV-HEVC/SHVC HLS: An extension for separation of non-VUI and VUI data in the VPS
	Y.-K. Wang (Qualcomm)

	JCT3V-G0243
	m32635
	2014-01-14 18:42:30
	2014-01-14 18:44:28
	2014-01-14 18:44:28
	Viewing Report for Comparison of 3D-HEVC and MV-HEVC with depth coding
	Vittorio Baroncini, Gerhard Tech, Karsten MÃ¼ller

	JCT3V-G0244
	m32649
	2014-01-16 21:59:27
	2014-01-17 00:18:32
	2014-01-17 00:18:32
	BoG report on viewing of deblocking process in CE1 contributions
	Y.-L. Chang (MediaTek)

	JCT3V-G1000
	m32663
	2014-01-19 18:38:47
	
	
	Meeting Report of 7th JCT-3V Meeting 
	J.-R. Ohm, G. J. Sullivan

	JCT3V-G1001
	m32662
	2014-01-18 20:55:22
	2014-02-18 10:14:02
	2014-03-10 11:50:02
	3D-HEVC Draft Text 3
	G. Tech, K. Wegner, Y. Chen, S.Yea

	JCT3V-G1003
	m32664
	2014-01-19 18:40:27
	
	
	3D-AVC Test Model 9
	D. Rusanovskyy, F. C. Chen, L. Zhang, T. Suzuki

	JCT3V-G1004
	m32661
	2014-01-18 20:53:57
	2014-01-18 22:31:45
	2014-02-28 11:56:12
	MV-HEVC Draft Text 7
	G. Tech, K. Wegner, Y. Chen, M. Hannuksela, J. Boyce

	JCT3V-G1005
	m32665
	2014-01-19 18:42:51
	2014-02-14 21:05:52
	2014-02-14 21:05:52
	Test Model 7 of 3D-HEVC and MV-HEVC
	L. Zhang, G. Tech, K. Wegner, S. Yea

	JCT3V-G1006
	m32666
	2014-01-19 18:45:15
	2014-02-18 09:54:17
	2014-02-18 09:54:17
	Draft 6 of MVC plus Depth Conformance
	T. Suzuki, D. Rusanovskyy

	JCT3V-G1009
	m32667
	2014-01-19 18:47:09
	2014-02-18 09:52:51
	2014-02-18 09:52:51
	Draft 4 of 3D-AVC Conformance
	D. Rusanovskyy, T. Suzuki, D. Tian, Y. W. Chen

	JCT3V-G1011
	m32668
	2014-01-19 18:48:31
	
	
	Report of 3D-AVC Subjective Quality Assessment 
	V. Baroncini, T. Ebrahimi, A. Vetro

	JCT3V-G1014
	m32669
	2014-01-19 18:49:30
	
	
	Draft 2 of 3D-AVC Reference Software
	D. Rusanovskyy, D. Tian

	JCT3V-G1100
	m32652
	2014-01-17 01:55:33
	2014-01-17 01:56:19
	2014-01-17 01:56:19
	Common Test Conditions of 3DV Core Experiments
	Karsten Müller, Anthony Vetro

	JCT3V-G1101
	m32656
	2014-01-17 18:23:13
	2014-01-17 18:26:11
	2014-01-27 10:45:01
	Description of Core Experiment 1 (CE1) on Merge List Construction
	J.-L. Lin, J. Heo

	JCT3V-G1102
	m32651
	2014-01-17 00:16:55
	2014-01-17 00:31:13
	2014-01-18 19:30:01
	Description of Core Experiment 2 (CE2) on Residual Prediction
	L. Zhang, T. Ikai

	JCT3V-G1103
	m32657
	2014-01-17 18:25:42
	2014-01-17 18:26:29
	2014-01-17 18:26:29
	Description of Core Experiment 3 (CE3) on Entropy Coding Simplifications
	Y.-L. Chang, H. Liu


Annex B to JCT-3V report:
List of meeting participants

The participants of the fourth meeting of the JCT-3V, according to a sign-in sheet passed around during the meeting (approximately 71 in total), were as follows:

153. José Alvarez (Ovics)
154. Jun Arai (NHK)
155. Giovanni Ballocca (Sisvel Tehnology)
156. Gun Bang (ETRI)
157. Lazar Bivolarski (LZ Associates)
158. Jill Boyce (Vidyo)
159. Benjamin Bross (Fraunhofer HHI)
160. Eric  (Chi W.) Chai (Real Commun.)
161. Yu-Lin Chang (MediaTek Inc.)
162. Xu Chen (Huawei Technologies)
163. Haechul Choi (Hanbat Nat. Univ.)
164. Takeshi Chujoh (Toshiba)
165. Zhouye Gu (Santa Clara University)

166. Jong-Ki Han (Sejong Univ.)
167. Shinobu Hattori (Sony)
168. Youngsu Heo (Kyunghee Univ.)
169. Yu-Wen Huang (MediaTek USA)
170. Tomohiro Ikai (Sharp Corporation)
171. Fabian Jäger (RWTH Aachen Univ.)
172. Joël Jung (Orange Labs)
173. Kei Kawamura (KDDI)
174. Hosung Kim (Samsung Electronics)
175. Miok Kim (Santa Clara University)
176. Thomas Kunlin (STMicroelectronics)
177. Philippe Laffont (STMicroelectronics)
178. Bae-Keun Lee (KT)
179. Gwo Giun (Chris) Lee (NCKU/ITRI)
180. Jin Young Lee (Samsung)
181. Shawmin Lei (MediaTek USA Inc.)
182. Ming Li (ZTE)
183. Ching-Chieh Lin (ITRI International)
184. Jian-Liang Lin (MediaTek Inc.)
185. Yongbing Lin (Huawei Technologies)
186. Hongbin Liu (Qualcomm wireless China)
187. Peng Lu (Zhejiang University)
188. Taoran Lu (Dolby Labs)
189. Vinod Kumar Malamal Vadakital (Nokia)
190. Philipp Merkle (Fraunhofer HHI)
191. Karsten Müller (Fraunhofer HHI)
192. Takayuki Nakachi (NTT)
193. Ohji Nakagami (Sony)
194. Junghak Nam (LG Electronics)
195. Tung Nguyen (Fraunhofer HHI)
196. Takahiro Nishi (Panasonic)
197. Jens-Rainer Ohm (RWTH Aachen Univ.)
198. Min-Woo Park (Samsung Electronics)
199. Mickaël Raulet (IETR/INSA Rennes)
200. Dmytro Rusanovskyy (LG Electronics US)
201. Takanori Senoh (NICT)
202. Shinya Shimizu (NTT)
203. Shiori Sugimoto (NTT)
204. Gary Sullivan (Microsoft)
205. Teruhiko Suzuki (Sony)
206. Gerhard Tech (Fraunhofer HHI)
207. Dong Tian (MERL)
208. Yi-Shin Tung (ITRI USA / MStar Semiconductor)
209. Kemal Ugur (Nokia)
210. Sebastiaan van Leuven (Ghent Univ. – iMinds)
211. Glenn van Wallendael (Ghent Univ. – iMinds)
212. Anthony Vetro (MERL)
213. Hitoshi Watanabe (Harmonic)
214. Mathias Wien (RWTH Aachen Univ.)

215. Menno Wildeboer (Philips)
216. Ping Wu (ZTE UK Ltd)
217. Sehoon Yea (LG Electronics)
218. Peng Yin (Dolby Labs)
219. Sunmi Yoo (LG Electronics)
220. Li Zhang (Qualcomm Technologies)
221. Yichen Zhang (Zhejiang Univ.)
222. Jianhua Zheng (Huawei Technologies)
223. Xiaozhen Zheng (Huawei Technologies)
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1 Opening Audio Plenary

The MPEG Audio Subgroup meeting was held during the 107th meeting of WG11, January 13-17, 2014, San Jose, USA.  The list of participants is given in Annex A.  

2 Administrative matters

2.1 Communications from the Chair

The Chair summarised the issues raised at the Sunday evening Chair’s meeting, proposed task groups for the week, and proposed agenda items for discussion in Audio plenary. 

2.2 Approval of agenda and allocation of contributions

The agenda and schedule for the meeting was discussed, edited and approved. It shows the documents contributed to this meeting and presented to the Audio Subgroup, either in the task groups or in Audio plenary. The Chair brought relevant documents from Requirements, Systems to the attention of the group. It was revised in the course of the week to reflect the progress of the meeting, and the final version is shown in Annex B.

2.3 Creation of Task Groups

Task groups were convened for the duration of the MPEG meeting, as shown in Annex C. Results of task group activities are reported below.

2.4 Approval of previous meeting report

The Chair asked for approval of the 105rd Audio Subgroup meeting report, which was registered as a contribution. The report was approved.

	
	106th MPEG Audio Report
	Schuyler Quackenbush


2.5 Review of AHG reports 

There were no requests to review any of the AHG reports. 

2.6 Ballots to process

	Title
	Ballot

	ISO/IEC 23003-2:2010/DCOR 2, SAOC (no ballot comments)
	m31787


2.7 Received National Body Comments and Liaison matters

	No.
	Body
	Title

	31801
	ITU-R SG 6/WP 6C
	Liaison Statement from ITU-R SG 6/WP 6C on MPEG-H 3D-Audio

	31805
	ITU-R SG 6/WP 6B
	Liaison Statement from ITU-R SG 6/WP 6B on a METADATA model for audio formats




2.8 Joint meetings

	Groups
	What
	Where
	Day
	Time

	Audio, Systems
	Improved audio support in the ISO base media file format (DRC)

Proposed audio CICP changes

Understanding on how to synchronize Audio ES in FF 
	Audio
	Wed
	1130 – 1230

	Audio, Systems
	Possible Systems descriptors for DRC and 3D Audio

Understanding on how to synchronize Audio ES in MP2-TS
	Audio
	Wed
	1230 – 1300

	Audio, 3DG
	Binauralization in 3D Audio and reference software
	Audio
	Wed
	1700 – 1730

	Audio, Systems
	Green metadata
	Audio
	Thu
	0900 – 0930


2.9 Plenary Discussions

There were none.

3 Record of AhG meetings

3.1 AhG on 3D Audio

The AHG on Dynamic Range Control (DRC) and 3D Audio and Audio Maintenance met Sunday January 12, 2013 1000-1800 hrs at the MPEG meeting venue. 

3.1.1 3D Audio Binauralization CE

Listening Test Site Reports

The reports from each listening test site are listed below. Since all experts could read the reports, it was agreed that there was no need to make presentations.

	m32224
	ETRI listening test report for MPEG-H 3D Audio Binaural CE
	Taejin Lee, Jeongil Seo, Kyeongok Kang, Hochong Park
	

	m31831
	Fraunhofer IIS Binaural CE Listening Test Report for MPEG-H 3D Audio
	Simone Füg, Jan Plogsties
	

	m31911
	Huawei listening test report for the binauralization CE
	Peter Grosche, Simone Fontana
	

	m32277
	Orange listening tests report for the second CE on RM0-CO binauralization
	Gregory Pallone
	

	m32194
	Yonsei/WILUS listening test report for MPEG-H 3D Audio Binaural CE
	Taegyu Lee, Henney Oh, Young-cheol Park, Dae Hee Youn
	


The Chair presented a spreadsheet with the combined subjective data (in the zip archive of the AhG report):

	m31764
	AHG on 3D Audio and Audio Maintenance
	Schuyler Quackenbush
	


The spreadsheet presents statistical analysis on each of SHORT, MEDIUM and LONG BRIRs and also gave a statistical analysis of all subjective data taken together. The identity of the systems were revealed as:

	Proponent
	System Number

	ETRI 
	2

	IIS 
	4

	HUA
	1

	ORA
	3


Technical Descriptions
Jan Plogties, FhG-IIS and Jeongil Seo, ETRI, gave a joint presentation on

	m32223
	Technical Description of ETRI/Yonsei/WILUS Binaural CE Proposal in MPEG-H 3D Audio
	Jeongil Seo, Yong Ju Lee, Taejin Lee, Seungkwon Beack, Kyeongok Kang, Taegyu Lee, Young-cheol Park, Dae Hee Youn, Henney Oh
	

	m32188
	Fraunhofer IIS Binaural CE proposal in MPEG-H 3D Audio
	Simone Füg, Jan Plogsties
	


The presentation reviewed the technology for two joint proposals from the ETRI/Yonsei/WILUS and FhG-IIS. The difference is the FhG-IIS proposal used FFT-based convolution for 48 subbands, while the ETRI/Yonsei/WILUS proposal used FFT-based convolution for 32 subbands and a 1-tap delay line filter for bands 33-48.

The performance of all proponent technologies was shown, both averaged over all items and for each item. This analysis was consistent with the one in the Excel spread sheet attached to the AhG report. 
The differences between the two systems are summarized here, where:

D&E
Direct and Early reflections

LR
Late reflections

TDL
Tapped delay line

VOFF
Variable Order Filtering in Frequency domain

	
	ETRI/Yonsei/Wilus
	FhG-IIS

	D&E
	VOFF, band 1-32(1)
	VOFF, band 1-48

	LR
	Sparse Freq. Reverb, band 1-32
	Sparse Freq. Reverb, band 1-48

	TDL
	1-tap TDL, band 33-48
	-


Note 1: The first subband is number 1 (not 0).

Gregory Pallone, Orange, presented
	m32278
	Orange proposal for the second CE on RM0-CO binauralization
	Gregory Pallone, Marc Emerit
	


The contribution reviews the technology which is in HOA and which was in a contribution to the 106th MPEG meeting.  The technology uses parameters that are obtained by a fully automatic method. In addition, it presents complexity estimations for SHORT, MEDIUM and LONG BRIRs.

It documents that the automatic filter pre-processing provides the following parameters:

	
	SHORT
	MID
	LONG

	Direct length (in samples)
	128
	4096
	8192

	Diffuse length (in samples)
	-
	4096
	8192

	FcDirect (in kHz)
	24
	18
	18

	FcDiffuse (in kHz)
	-
	12
	8


The presenter noted that there was a lower performance for the SHORT case. However, if the automatic processing were modified so that for BRIR length of less or equal to 4096, there was no truncation and just a direct convolution with the 558 length BRIR (and no diffuse component), then complexity for all lengths is as follows: 

	Length
	Complexity per sample

	SHORT
	481

	MEDIUM
	922,00

	LONG
	958,67


Jan Plogsties, FhG-IIS and Jeongil Seo, ETRI, noted that the results showed that the Orange proposal did have issues for the SHORT case, and the proposed “fix” is effectively a hand-tuned optimization.  Jan Plogsties further noted that, even at high bit rates, there may be QMF domain analysis if: 

· Formatter requires QMF anysis/synthesis

· DRC requires QMF anysis/synthesis

Simone Fontana, Huawei, presented

	m31914
	Technical Description of the Huawei Binaural CE proposal
	Simone Fontana, Karim Helwani, Peter Grosche
	


The presenter noted that, compared to the technology description of the previous meeting, this proposal

· Integrates a QMF interface

· Defines interfaces between different processing modules

The presenter noted that the system did incur some decrease in subjective quality for LONG BRIR due to the low-complexity algorithm. 

The presenter further noted that it is physically “incorrect” to truncate a HRTF (i.e. a BRIR measured in an anechoic environment).  He envisions that the BRIR input data would have a flag indicating that it is a true HRTF or not.

The technology implements the filtering in the subband domain. An automatic algorithm identifies a time-point in each subband signal that separates Early Decay Time (EDT) response and reverberant response. EDT is intended to provide “perceptually lossless” binauralization. Late Reverberation is an average over all BRIR.

When the FFT complexity is 5*N*Log2(N), the system complexity is (assuming that QMF data is available):
	Length
	Complexity per sample

	SHORT
	1353

	MEDIUM
	1779

	LONG
	1777


Taegyu Lee, Yonsei, presented

	m32225
	Comments on the complexity evaluation for MPEG-H 3D Audio binaural CE
	Jeongil Seo, Yong Ju Lee, Taejin Lee, Seungkwon Beack, Kyeongok Kang, Taegyu Lee, Young-cheol Park, Dae Hee Youn, Henney Oh
	


The contribution notes that RM0-CO may have QMF data after core coder decoding or not, depending on the total bitrate.  This appears to require the following additional complexity for binauralization:

	Rate
	Multi-band Binauralization (i.e QMF)
	Single-band Binauralization

	1.2 Mb/s
	Add complexity of QMF analysis/synthesis
	-

	512, 256 kb/s
	-
	Add complexity of QMF analysis/synthesis


Disussion
The Chair summarized his view on the open issues:
· Decide on tapped delay line (TDL) or not in Yonsei/ETRI/WILLUS/FhG-IIS technology
· What is complexity of complex FFT?

· How to evaluate complexity of multi-band binauralization systems that receive single-band input?

· How to evaluate complexity of single-band binauralization systems that receive multi-band input?

Werner Oomen, Philips, noted that Sys2 is never worse, which suggests that the lower-complexity technology with TDL should be selected. 

It was the consensus of the AhG to select Sys2 (Yonsei with TDL) over Sys4 (IIS without TDL). 

It was the consensus of the AhG to not adopt any Sys1 (Huawei) technology at this meeting. The Chair noted that the Huawei stereo reverberant technology could be proposed as a subsequent CE.

The Chair suggested to use 5*(N/2)*Log2(N) = 2.5*N*log2(N) as FFT complexity (measured in DSP operations or MACs), where

	5
	Is number of operations per butterfly

	N/2
	Is number of butterflys per stage

	Log2(N)
	Is number of stages


Werner Oomen, Philips and Henney Oh, WILUS, questioned why there should be two normative binaural rendering systems. This goes against the MPEG “one function, one tool” philosophy. Henney Oh, WILUS, restated the worst-case complexity analysis presented by Yonsei. Gregory Pallone, Orange, noted that two technologies for one function might be valid if they have different complexities. Jan Plogsties, FhG-IIS, stated his support for a “one function, one tool” philosophy. Failure to do this could undermine the technical credibility of MPEG 3D Audio. 

It was the consensus of the AhG to select Sys2 as a normative binauralization technology for RM-CO, but the specific case in which QMF data is not available needs further discussion. 

3.1.2 Enhancements to DRC
Frank Baumgarte, Apple, presented

	m32271
	Dynamic Range Control Working Draft 0
	Frank Baumgarte, David Singer, Fabian Küch, Michael Kratschmer, Christian Uhle, Bernhard Neugebauer, Michael Meier, 
	


The presenter gave an overview of WD0: 

The Main features

· Multiple DRC sets for various application scenarios

· Clipping prevention

· Loudness normalization

Flexible technology

· DRC can be in time domain or in subband domain

· Applied before of after downmix

· DRC meta data can be in audio elementary stream or in MPEG-4 file

DRC Tool Summary

· Flexible configuration that is universally applicable

· High quality dynamics compression for various application scenarios

· Advanced loudness normalization, including clipping prevention

· Efficient with respect to bitrate

Werner Oomen, Philips, noted that there seems to be technology that implements what is requested in the 3D Audio workplan and also technology that goes beyond what was requested. 
The presenter will make his presentation slides available. 
The presenter stated that he would make available a list of additional technology (beyond what was requested in the workplan) no later than Tuesday morning. 
Frank Baumgarte, Apple, presented

	m32273
	Dynamic Range Control RM0 reference software
	Frank Baumgarte
	


The software is composed of two modules:

Encoder that takes as input multiple DRC gain sequence sets with gain coefs at the sampling frequency and generates a complete bit-efficient bitstream uni_drc() bitstream. 

Decoder that decodes a uni_drc() bitstream in response to the user’s selected DRC Type or application scenario, e.g. “Night mode.” Single-band is tested and working. Multi-band code is present but not tested.

Example Processing that includes original waveform, uni_drc() bitstreams and reference processed output waveforms.

The presenter will make his presentation slides available. 

The Chair will give Frank Baumgarte SVN read/write privileges to that he can put the DRC software on the MPEG SVN server.
File Format Issues

David Singer, Apple, gave a presentation that showed how the DRC metadata could be used in a fairly complex application scenario. A mechanism to carry all of the DRC metadata in the MPEG File Format is defined in

	m32272
	Improved audio support in the ISO base media file format (14496-12)
	David Singer, Frank Baumgarte,
	MPEG-4
Systems


This contribution will be presented in a joint meeting during the MPEG week.

Michael Kratschmer, FhG-IIS, presented
	m32181
	Information on Integration of Loudness and DRC Technology in MPEG-H CO RM1
	Michael Kratschmer, Fabian Küch, Bernhard Neugebauer, Arne Borsum, Michael Meier, Christian Uhle, Adrian Murtaza
	


The document gives a comprehensive description of how the DRC tool could be used in MPEG-H 3D Audio. The following figure gives an example of how DRC sets (e.g. DRC-1), Loudness Normalization (LN) and Peak Limiter (PL) could be used in a CO decoder when the core coder produces either single-band or multi-band (i.e. QMF) output. 

The presenter proposes to put data in the following elements:

DRC metadata

static data in 
usacExtElementConfig()

dynamic data
usacExtElement

Loudness metadata

data
usacConfigElement

Downmix metadata

Default FC configuration full specified in decoder

Non-default FC configuration signalled in bitstream (or in Config?)

Note: FC is format converter (i.e. downmix matrix)

Discussion

It was agreed to take a day to consider and discuss the contribution prior to making any decision on adoption of proposed technology.
Further Discussion

It was the consensus of the Audio subgroup to incorporate the capability to carry DRC information in uniDrc() format as a USAC3D extension element.
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Figure 1: Integration of Dynamic Range Control, Loudness Normalization and Peak Limiting into the MPEG-H decoder

Recommendations and review of AhG Report
The AhG report was reviewed and was approved by the AhG members present.

4 Task group activities

4.1 Joint Meetings

4.1.1 Audio and Systems: File Format and CICP (Wed 1130-1230)
David Singer, Apple, presented

	m32272
	Improved audio support in the ISO base media file format (14496-12)
	David Singer, Frank Baumgarte,
	


The contribution points out that DRC as used in 3D Audio requires quite a rich set of metadata. Furthermore, that metadata could be in the MP4-FF boxes or in the audio Track (i.e. Elementary Stream or ES). The presenter stated that, in principle, the DRC metada should not be stored twice in the MP4-FF (i.e. in the FF boxes and the Elementary Stream). 

The contribution is a proposed amendment to 14496-12, with boxed defined to support DRC. There are a number of issues:

· Define how to carry DRC in FF boxes (which is done)

· Define how to carry DRC in ES (which will be done by Audio)
· If DRC is in ES, define what might need to be duplicated in FF. 

· Consider how to use a FF Hint Track to dynamically move DRC in FF to DRC in ES.

Agreed action items:

· Jointly approve new WD of this document

· Workplan from Audio which contains “study points” for audio experts.

· Investigate tracked-changes comment in WD document

· Address minimum “redundant metadata” that is to be both FF and ES.

· Consider software that could use hint track to automatically take FF level information into ES. 

Max Neuendorf, FhG-IIS, presented

	m32183
	Update to Audio part of ISO/IEC 23001-8 (CICP)
	Max Neuendorf, Ingo Hofmann, Nikolaus Rettelbach, Christian Ertel
	


The contribution presents proposed changes to the audio portion of the CICP standard. Proposed changes are:

· Clarify the terms “channel”, “channel configuration”, “loudspeaker”, “ loudspeaker layout”, etc. 

· It proposed to add a “Definition of Terms” section to the audio part.
· Add a loudspeaker location table.
If a current term in CICP is “replaced” as proposed in the contribution, the “legacy” term MUST be retained at least in in the definition of terms section. 
4.1.2 Audio and Systems: Descriptors and Synchronization (Wed 1230-1300)
Descriptor for 3D Audio

· Profile and Level (i.e. coder)

· Number of audio channels

· Languages (use existing Systems descriptor)

· Ancillary services (i.e. visually impaired, existing Systems support)

· Dialog enhancement capability

Audio experts will study and make a proposal.
Audio would like to synchronization to a resolution of “lip synch”

· FF synchronization – edit list gives time zero, access unit gives time scale.

· TS synchronization – break-in does not give “time zero” 

Audio will work with Systems

· Audio will capture current proposal and solution put it into the Systems output document. This needs carefully written requirements and perhaps also conformance points for the target application scenario. For example: 
· Input to TS creator
· IP content definition
· Synchronization output
· Systems Amd 6
· MPEG-H Systems, CI part 11
Audio action is to consider adding new MPEG-4 profiles and levels to a Systems amendment. 
4.1.3 Audio and 3DG: 3D Audio for Augmented Reality (Wed 1700-1700)
Audio Chair summarized the situation from the last joint meeting: since augmented reality must render an audio source into a real-world environment in real time, it is impossible to know the acoustic properties of the current environment. However, if you give up on simulating the reverberant field, there are solutions for excellent localization. For example, a render can use a high spatial resolution HRTF

3D Audio has a single-band binaurization engine in the 3D Audio WD1-HOA text and associated code in the RM1-HOA. This could provide an end to end solution with a mono compressed audio signal and compressed animation metadata. 

The Audio chair will send to the 3DG chair
· The link for a high spatial resolution HRTF

· The section in WD1-HOA text and the directory in RM1-HOA associated with binauralization engine.
4.1.4 Audio and Systems: Green Metadata (Thu 0900-0930)
Felix Fernandes, Samsung, noted that there are four means to modify power consumption via green metadata:

· Modify power (i.e. computational complexity) in decoding algorithm

· Modify display (or audio amplifier) power consumption 

· Media selection (i.e. encoding) to modify decoder power consumption

· Modify presentation to mitigate aspects of power reduction

Reducing decoder complexity

· Metadata could signal e.g. number of MOPS required to decode a fame. As a result, the clock of processor could be reduced, or it could go into sleep mode.

· Audio could restrict bandwidth of decoding, but it is not clear if this significantly reduces power consumption.

· In a point-to-point communications session, the decoder can request that the encoder send a lower-power (lower complexity) coded representation.

Reducing display power consumption

· Decoder can reduce brightness of display and compensate by increasing dynamic range of pixels toward full scale. Might work similarly for audio amplifier and signal dynamic range.
Switching to a lower complexity bitstream

· In a DASH context, metadata can indicate the power consumption associated with each representation 

Compensation for possible quality degradation associated with low-power bitstream

· For example, using prediction from high-quality frames to improve lower-quality frames

In video it is envisioned that only metadata is normative, and how to use it is out of scope.

In the CfP for green metadata for Video, it was required that responses demonstrate that metadata could in fact lead to reduced power consumption.
4.2 Task Group discussions

4.2.1 3D Audio
3D Audio CO
Max Neuendorf, FhG-IIS, presented

	m31828
	Proposed Text of WD1 of MPEG-H 3D Audio CO
	Andreas Hölzer, Max Neuendorf, Bernd Czelhan, Daniel Fischer, Florin Ghido, Achim Kuntz, 
	


The introduction in the document gives an overview of what was added to WD0 to make WD1. These include:

· Downmix coding

· Immediate playout frame

· Peak limiter

It was the consensus of the Audio subgroup to make this contribution text of MPEG-H 3D Audio WD1-CO, available after an editing perioid.
Achim Kuntz, FhG-IIS, presented
	m31829
	Software for MPEG-H 3D Audio CO RM1
	Michael Fischer, Christian Ertel, Achim Kuntz, Michael Kratschmer, Adrian Murtaza, Sascha Dick, 
	


The zip archive of the contribution contains the RM1 reference software. The contribution documents what was changed in the software to progress from RM0 to RM1. These were called RM 0.5 bugfixes and were described in m31440 and are listed here:

· MPS-212 IPD Phase Wrapping missing
· Complex Prediction bugfix (MDCT2MDST filtering)
· Hybrid Residual decoding band limitation
· SAOC Decorrelator Index

· SAOC Config

· SAOC VBAP Renderer

· FormatConverter instability bugfix.

The impact of correcting the bugs was assessed using objective measures. For difference that has a large difference, a subjective test was conducted. No problems were identified.

It was the consensus of the Audio subgroup to make the software in the zip archive of the contribution MPEG-H 3D Audio RM1-CO, available after an editing period.
Max Neuendorf, FhG-IIS, presented
	m31830
	Information on the Software for MPEG-H 3D Audio CO RM1
	Andreas Niedermeier, Christian Helmrich, Sascha Disch, Christian Neukam, Stefan Bayer
	


The contribution documents additional bugs identified in the RM1 software and their impact on bitstream and decoded waveform. They are listed in the following table:

	errata correction
	affects ISO/IEC WD 23008-3
	affects bitstream
	affects waveforms through algorithm change
	affects waveforms through slightly different bit consumption

	RM1_3D_BUGFIX_IGF_01
	n
	y
	n
	y

	RM1_3D_BUGFIX_IGF_02
	y, in 6.2: syntax table change
	y
	n
	y

	RM1_3D_BUGFIX_IGF_03
	n
	y
	y
	y

	RM1_3D_BUGFIX_IGF_04
	y, in 6.1: small text change
	n
	n
	n

	RM1_3D_BUGFIX_IGF_05
	y, in 6.2: text change
	y
	y
	y

	RM1_3D_BUGFIX_IGF_06
	y, in 6.2: syntax-table change
	y
	y
	y

	RM1_3D_BUGFIX_IGF_07
	y, in 6.2: syntax-table change
	y
	y
	y

	RM1_3D_BUGFIX_IGF_08
	y, in 6.3: figure change
	n
	n
	n

	RM1_3D_BUGFIX_IGF_09
	n
	n
	n
	n

	RM1_3D_BUGFIX_IGF_10
	n
	n
	n
	n

	RM1_3D_BUGFIX_TS_SF_SIGNALING
	y, in 6.4: pseudo-code change
	y
	y
	n


A subjective test was performed the compares RM1 with RM1 with bugfixes as documented in the table above. There were no differences for individual items or when averaged over all items, at the 95% level of significance. 

It was the consensus of the Audio subgroup to incorporate the proposed changes into MPEG-H 3D Audio RM1-CO.
Concerning proposed changes to WD text, the table above will be checked by FhG-IIS experts and a more precise proposal on WD text will be brought to the Audio subgroup later in the week.

Later in the week:
It was the consensus of the Audio subgroup to incorporate the proposed changed into MPEG-H 3D Audio WD1-CO text.
Max Neuendorf, FhG-IIS, presented
	m32180
	Review of WD1 of MPEG-H 3D Audio
	Max Neuendorf, Christian Ertel, Florian Schuh, Florin Ghido
	


The contribution proposed changes to the WD text that are in the spirit of “good engineering practice.” 

Group A:

· Each downmix matrix will have an ID so that it can be associated with a DRC set.

· Coding of downmix matrix using “template matrix” is limited to downmix between loudspeaker configurations identified in the Coding Independent Code Point (CICP) standard. 

· Syntax for transmitting multiple downmix matrixes in one UsacConfigExtension().

· For a given content loudspeaker layout, restrict channel ordering in bitstream to be that shown in CICP.

Group B:

· A transmitted downmix matrix shall be used if it is appropriate to the user loudspeaker layout. 

· Specify how Immediate Playout Frame (IPF) cross-fade can be done in the QMF domain.

Oliver Weubolt, Technicolor, and Werner Oomen, Philips, noted that the real value in 3D Audio it when the playout is rendered to non-standard loudspeaker layouts. In this case, downmix to a specific CICP layout may not be so important. 

Werner Oomen, Philips, noted that QMF cross-fade does not need to be normative if it gives the same result as time-domain cross-fade. The presenter will get more information on this topic.
It was the consensus of the Audio subgroup to incorporate the “Group A” proposals into the text of 3D Audio WD1-CO text.

The “Group B” proposals need additional discussion.

3D Audio HOA

Deep Sen and Nils Peters, Qualcomm, presented

	m31827
	RM1-HOA Working Draft Text
	dsen@qti.qualcomm.com, npeters@qti.qualcomm.com, Pei Xiang, Sang Ryu (Qualcomm), Johannes Boehm, Peter Jax, Florian Keiler, Sven Kordon, Alexander Krueger, Oliver Wuebbolt (Technicolor), Gregory Pallone, Marc Emerit, Jerome Daniel (Orange)
	


Deep Sen reviewed the changes made to RM0-HOA to incorporate the Qualcomm technology and to create RM1-HOA. Many of the changes relate to how the Predominant sound is coded: either Ambiance-based (as in RM0) or Vector-based (which what is added to RM0).

Nils Peters reviewed the changes to the encoder is described in Annex B of the contribution. 

Oliver Weubbolt, Technicolor, commented on the style of the encoder WD text and recommended some editorial changes. 

It was the consensus of the Audio subgroup to make this contribution Text of MPEG-H 3D Audio WD1-HOA, with additional editorial changes suggested by Oliver Weubbolt. 
	m32077
	RM1-HOA Reference Software
	D. Sen, N. Peters, P. Xiang, S. Ryu, Johannes Boehm, Peter Jax, Florian Keiler, Sven Kordon, Alexander Krueger, Oliver Wuebbolt, Gregory Pallone, Marc Emerit, Jerome Daniel
	


It was the consensus of the Audio subgroup to make the software in this contribution’s zip archive MPEG-H 3D Audio RM1-HOA. 
Oliver Weubbolt, Technicolor, presented
	m32246
	Proposed changes to the bitstream of RM0-HOA for integration of Qualcomm CE
	Johannes Boehm, Peter Jax, Florian Keiler, Sven Kordon, Alexander Krueger, Oliver Wuebbolt, Deep Sen, Nils Peters
	

	m32247
	Revised HOA-RM0 Reference Software to embed Qualcomm directional sound coding CE
	Johannes Boehm, Peter Jax, Florian Keiler, Sven Kordon, Alexander Krueger, Oliver Wuebbolt, Deep Sen, Nils Peters
	


The contributions propose

· Changes to RM-HOA bitstream to make it

· More flexible (to accommodate Technicolor and Qualcom Predominant Sound coding).

· More understandable (with a clearer structure)

· More efficient syntax

· Fixes to two bugs identified in m32247.

The changes to RM-HOA permit the predominant sound coding method (i.e. Vector or Ambiance) to be selected per frame (which is supported in m31827) and also per transmitted core coder channel (which is the extension proposed in m32246). 

Plots in the first contribution show the impact of the proposed changes on side information bitrate. The proposed changes do not affect the decoded waveform. In general, they showed that this bitrate was always lower. 
A summary of proposed changes are:

· Adaption of field ranges or sizes

· Removal of redundant fields

· Changes to support integration of the Qualcomm technology

· Re-formatting of bitstream to increase clarity

The presenter gave a more detailed explanation of how each change was implemented in the WD syntax. Additionally, the two bugs and associated fixes were discussed. 

It was the consensus of the Audio subgroup to incorporate the changes proposed in the contributions into the text of MPEG-H 3D Audio WD1-HOA and to reflect these changes into MPEG-H 3D Audio RM1-HOA reference software. These changes will be done during a two week editing period.
3D Audio CEs
Achim Kuntz, FhG-IIS, presented 
	m32187
	Evaluation of QMF Performance in MPEG-H 3D Audio CO Format Conversion
	Achim Kuntz
	

	m31826
	Qualcomm's test results for the filter bank replacement CE by Fraunhofer IIS
	Nils Peters, Deep Sen
	


The contributions report on listening tests that assessed a change proposed at the previous MPEG meeting, which was to make the formatter filterbank the same as the SBR filterbank, i.e. make both the standard QMF filterbank. The listening test was conducted using uncoded items, and converted the output to a 5.1 channel presentation using the format converter. The test used the MUSHRA methodology and in total 17 subjects participated in the two test sties. 

It was the consensus of the Audio subgroup to incorporate the changes proposed in the contributions into the text of MPEG-H 3D Audio WD1-CO and reflect them in the RM1-CO reference software.
Werner de Bruijn, Philips, presented

	m32239
	Core Experiment on 3D-Audio rendering
	Werner de Bruijn, Werner Oomen, Aki Härmä
	


The contribution proposed that the 3D Audio decoder be able to use multiple rendering algorithms with different ones selected based on loudspeaker position. Furthermore, different renderers could be used for different regions of the loudspeaker layout, e.g. regions with very different geometries.

The contribution notes two trends in the home audio market:

· A shift from wired to wireless connection for loudspeakers. Wireless speakers better permit surround speakers to be properly places.

· A shift from surround loudspeaker layouts (e.g. ITU-R 5.1) to front-only speaker layouts (e.g. “soundbars”).

The contribution reports on a test of a proposed renderer that can take advantage of closely spaced loudspeakers that would be suitable for “dipole” rendering. Three setups were investigated:

· ITU-R 5.1 setup

· Two front dipoles

· Two front dipoles with two surround speakers 

In summary, the contribution notes that

· A single renderer is not adequate for all layouts, and that multiple renderers would be beneficial

· A render based on two front dipoles showed very good performance as compared to VBAP

Yeshwant Muthusamy, Samsung Telecom America, asked how close together can the dipoles be and still work. The presenter stated that were tested with a spacing of approximately the width of a TV. Masayuki Nishiguchi, Sony, asked how large is the sweet spot. The presenter stated that this was not investigated. Johannes Boehm, Technicolor, asked if the dipole imposes timbre changes when the listener position changes. The presenter stated that this was true, that it was not investigated, but that still consumer are very happy with such dipoles in commercial soundbars. Thomas Sporer, FhG-IDMT, noted that the position and attributes of the side-reflectors may have a significant impact on the perceived sound.

The Chair noted that the contribution generated a very good discussion and asked that experts continue the discussion off-line. Particularly, he urged experts to consider:

· What needs to be standardized to support the market needs raised by the contribution?

Jan Plogsties, FhG-IIS, presented

	m32184
	Thoughts on an Interface to Device-specific Rendering
	Jan Plogsties
	


The contribution notes that a 3D Audio decoder needs to know the loudspeaker positions in a users layout in order to deliver the greatest value to the listener. However, the user may wish to deliver more than loudspeaker to the decoder. Hence, needed meta-data may be:

· Loudspeaker configuration, as CICP configuration index or as speaker positions in space
· Type of loudspeaker, e.g. sound bar
· Desired DRC and dialog/background energy ratio
The presenter imagines several “levels” of meta-data communication. Syntax and semantics for three levels are in the contribution. 

The Chair noted that the contribution sparked very good discussion, and that a companion contribution (m32182) will address some issues raised. This topic will continue to be discussed.
Taegyu Lee, Yonsei University, presented

	m32270
	Preliminary CE proposal on LFE binauralization for MPEG-H 3D Audio
	Taegyu Lee, Henney Oh, Young-cheol Park, Dae Hee Youn
	


The contribution notes that LFE channels have not been included in the binauralization tests and hence do not appear to be supported by proposed binauralization technology. Furthermore, only a portion of the CfP test items have an LFE, or have a non-zero LFE.

The contribution reports on two subjective tests, each conducted with binauralized test items and presented on headphones. 

· A first subjective test measures if a user can detect the presence of an LFE. That is, Reference is e.g. 22.0 and System under test is 22.2. Results showed a clear ability to detect a LFE signal.

· A second subjective test measures if a user prefers the case in which an LFE is present.  Results showed a clear preference for signals with LFE.

Gregory Pallone, Orange, noted that Radio France decided to produce all content in 5.0 format, as LFE was not regarded as relevant for radio material.

Yuki Yamamoto, Sony, presented

	m32226
	Proposed corrections to 3D Audio CO RM0 working draft text and reference software
	Yuki Yamamoto, Toru Chinen, Runyu Shi, Masayuki Nishiguchi
	


The contribution provides a technical solution, in text and reference software, for an identified problem associated with rendering an object to a position that is near or at the lower level of the loudspeaker in the e.g. 22.2 speaker layout. The issue pertains to drawing VBAP triangles on the surface of the spherical loudspeaker configuration, and errors in mapping a 2-dimensional triangle onto the 3-dimensional surface.

Achim Kuntz, FhG-IIS, presented

	m32186
	Core Experiment on N-Wise Panning
	Christian Borß
	


The contribution presents an extension to the VBAP panning method. It permits panning between more than 3 speakers (hence the name N-wise, also called Virtual-VBAP). The contribution notes that the current 22.2 speaker layout and other nested standard configurations present many panning problems, such as asymmetric panning over upper speakers and clipping over lower speakers (as noted in m32226). The “standard” layouts have table-drive VBAP engine and other layouts may result in “tandem” rendering. 

Virtual VBAP adds a virtual loudspeaker, whose virtual signal can be obtained via a symmetric downmix of adjacent speakers. This removes the “asymmetric” problem found in the original VBAP. The virtual loudspeaker location need only be identified once at configuration time, where they are added to the VBAP tables. The presenter noted that it is possible to place a virtual loudspeaker at the “Voice of God” location if the layout does not have one, and also the “Voice of Hell” location such that object location clipping at the lower speaker boundary does not have to occur. 

Worst-case V-VBAP complexity is 33% higher than VBAP, but is less than XX% with respect to the 22.2 channel core decoder engine. 

A listening test was performed to test the performance of rendering test items to 5.1 and 9.1 speaker layouts. The CO_11, CO_12 and an additional item, RC model plane fly-over was used as test items. A differential score analysis (V-VBAP – VBAP) results showed that V-VBAP performed better than VBAP when averaged over all items at the  to the test set. 

Additionally, the contribution proposes to incorporate a triangulation algorithm (using the QuickHull algorithm) to identify needed virtual speakers and resultant triangles for any speaker configuration. This computation need only be done at configuration time.

The presenter requested a workplan to continue the work on this CE.

The Chair encouraged experts to study both contributions and decide:

· Is the Sony contribution a complete CE, and does it show sufficient merit to adopt?

· What should go into the FhG-IIS requested workplan?

Later in week:

Sony experts will support the FhG-IIS V-VBAP technology, and so there is no need for further study or action on the Sony proposal.
Sang Bae Chon, Samsung, presented

	m32238
	CE on Immersive Audio Rendering over Fewer Loudspeakers
	Sang Bae Chon, Sunmin Kim
	


The contribution noted that ATSC 3.0 might be a potential customer of MPEG 3D Audio. Furthermore, it emphasised that MPEG 3D Audio will have to operate on the very large base of legacy sytems, e.g. 5.1 and 7.1 in the horizontal plane, since there will be at best a slow rollout of true 3D speaker systems in the marketplace. 

It presented a technology for rendering the elevated channel signals onto the horizontal loudspeakers using a timbre-altering equalization filter. A MUSHRA test was conducted with original 22.2 as reference and CfP RM0 rendering to 5.1 as “current system.” Analysis of absolute scores showed one item better (Fountain Music) and grand mean better at the 95% level of significance. Analysis of difference scores showed an improvement for all items and the rand mean of differences. 

The presenter asks for a workplan to progress the CE.  

Achim Kuntz, FhG-IIS, presented

	m32185
	Core Experiment on Complexity Reduction of the MPEG-H 3D Audio CO Format Converter
	Achim Kuntz
	


The contribution presents an optimized method for performing the same format converter functions as found in RM0. 

It notes that the most complex operation in the RM0 format converter is a covariance analysis over all input signals, and that this analysis is done using a two-frame segment (to facilitate overlap-add processing).  

The reduced-complexity proposal reduces the complexity of the downmix (renderer) by 36% and reduces the complexity of the entire 22.2 3D Audio decoder by nearly 10%.

To check for a possible reduction on subjective quality a MUSHRA test was performed with 22.2 orignal as Reference, RM0 rendering to 5.1 as RM and proposed rendering to 5.1. Results showed no difference in individual item scores or mean scores at 95% level of significance. 

It was the consensus of the Audio subgroup to accept this technology into the CO WD1/RM1 text and reference software. 

Max Neuendorf, FhG-IIS, presented
	m32182
	Flexible Signaling of 3D Loudspeaker Configurations for MPEG-H 3D Audio
	Florian Schuh, Christian Ertel, Max Neuendorf, Andreas Hölzer, Johannes Hilpert, Nikolaus Rettelbach
	


The contribution presents a method for specifying the intended loudspeaker layout of an audio program. It identifies these issues

· Specifying loudspeaker layouts

· Specifying the assignment of core coder channels to loudspeakers in layout

There are two loudspeaker layouts:

· the layout for which the Channel-signal program is intended

· the layout for which the  Object-signal (and SAOC) program is intended

There are three means to signal loudspeaker layouts

· CICP speaker layout index

· List of CICP individual loudspeaker indices

· List of Elevation, Azimuth positional data for each loudspeaker, with either 1 or 5 degrees  of quantization. Additionally, there is a way to efficiently indicate symmetrical loudspeaker pairs

Signalling use of individual channels (or channels within pair or quad)

· Individual channels or channels within pair or quad

· Objects

· SAOC channels or channel groups

The presenter requests that the technology in the contribution be incorporated into the 3D Audio WD1 text.

Clemens Par, Suissaudec, noted that ecma has

· A registration authority for loudspeaker configurations 

· ecma already references MPEG CICP, and would be interested in using aspects of technology in 3D Audio.

Gregory Pallone, Orange, noted that it may be important for 3D Audio to support a composite audio program in which one portion (e.g. the main program) has one loudspeaker layout and another portion (e.g. an inserted ad) has a different loudspeaker layout.

Werner Oomen, Philips and  Gregory Palone, Orange, presented 

	m32241
	Unified decoder and renderer architecture and API
	Aki Härmä, Richard Furse, Marc Emerit, Gregory Palone, Werner de Bruijn, Werner Oomen
	


The contribution covers three issues:

· Proposals for unification of C, O and HOA 3D Audio architecture. This would eliminate the necessity for any “tandem rendering”

· API that supports using a proprietary renderer

· A coded representation for parameter information or loudspeaker layout

User-centric configuration data could be

· Binauralization data

· Decoder loudspeaker layout data

The presenter noted that CO-RM0 currently decodes to a 22.2 channel “bus” which is then connected to the render, and that this can lead to significant inefficiencies and to spectral coloration and suboptimal sound localization. For example, decoded streams are connected (e.g. 22.2 program) or rendered and connect (e.g. 9.1 program) to an internal, virtual 22.2 channel bus. 

Jan Plogsties, FhG-IIS, notes that the multiplexing of parameter packets into a 3D Audio bitstream might be difficult. 

The presenter asks for 

· A workplan to progress the unified architecture proposal.
· A workplan to unify proposals for representing and communicating

· Decoder loudspeaker layouts.

· BRIR

· Object control (e.g. dialog level)
It is the consensus of the Audio subgroup to have the two workplans, with the expectation that the outcome of the workplans be incorporated into 3D Audio at the next MPEG meeting.
The Chair noted that it might be productive to have a face-to-face AhG meeting to accelerate this effort, perhaps in early February at Technicolor’s Hannover office.

Johannes Boehm, Technicolor, presented

	m32245
	Vision of a MPEG-H 3D Audio unified architecture
	Johannes Boehm, Peter Jax, Florian Keiler, Sven Kordon, Alexander Krueger, Oliver Wuebbolt
	


The contribution proposes

· All renderers directly target the actual loudspeaker layout

· DRC blocks should be implemented prior to rendering, as the encoder does not know the actual loudspeaker layout

· That USAC 3D be used as the common core coder

The presenter stated that the two workplans agreed to in the m32241 presentation satisfy what he asks for in this presention.
Oliver Wuebbolt, Technicolor, presented

	m32244
	Progress Report on Unification of MPEG-H 3D-Audio CO and HOA
	Sascha Dick, Christian Ertel, Johannes Hilpert, Johannes Boehm, Peter Jax, Florian Keiler, Sven Kordon, Alexander Krueger, Oliver Wuebbolt
	


The contribution notes that RM0-CO uses USAC-3D as a core coder and RM0-HOA uses HE-AAC as a core coder. It proposes to use USAC-3D as the only core coder. This implementation has been done, with the HOA spatial information carried as a USAC-3D extension element.

A subjective test was conducted to assess the performance of USAC-3D core coder in the RM0-HOA framework. A statistical analysis showed that, relative to RM0-HOA, no items were worse, and when averaged over all items the result was better at 256 kb/s, and was not different at 1200 kb/s (the mean value was better)

It was the consensus of the Audio subgroup to use the USAC-3D as the core coder in MPEG-H 3D Audio and to adopt the bitstream re-organization proposed in the contribution.
Max Neuendorf, FhG-IIS, showed some slides that summarized discussion and presented a new 3D Audio decoder block diagram that combines all unification proposals. Going forward, he envisions a workplan that specifies the milestones for producing WD text and RM reference software. 

The Chair suggested that there be two documents 

· “Workplan on Unification of 3D Audio Architecture” that only addresses unification issues.

· “Workplan on 3D Audio CEs” that only addresses Core Experiment issues.

3D Audio Phase 2

Clemens Par, Suissaudec, presented
	m32171
	Listening Test Site Documentation, Studio 22 of New Music Building 3D Research Laboratory of the Graduate Program in Sound Recording
	Wieslaw Woszczyk, Jonathan Hong, Clemens Par
	


The contribution gives details on the McGill University 22.2 channel listening facility. This room conforms to the guidelines for listening rooms used in MPEG 3D Audio work. The presenter anticipated that it will be used in association with Suissaudec’s 3D Audio Phase 2 work.

Clemens Par, Suissaudec, presented
	m32172
	Considerations Regarding MPEG-H 3D Audio Phase 2 Evaluation Procedures
	Clemens Par
	


The contribution notes that a lower bitrates, explicit coding of LFE signals may not be possible. However, it would be feasible to use a bass management system to incorporate some LFE frequency components into the main channels.

The contribution further notes that differences in level are often perceived as differences is quality.  
Therefore, the presenter asks for the following:

· That LFE be set to zero in all test items for phase 2

· That the following additional instructions be added to the listener instructions for phase 2: 

“Any perceived difference in loudness from the open reference is required to be rated down.”
Audio experts noted that differences is level must always be scored down when recording the subjective rating.  After considerable additional discussion, the Chair proposed the following as a next step: 
The Audio subgroup looks forward to more information in a contribution to the next MPEG meeting concerning the LFE component of the Phase 2 test items. 

Further Discussion

It was the consensus of the Audio subgroup to use test items as they are, with respect to LFE, and that they will be used as the Reference in Phase 2 subjective testing.
Other 3D Audio Topics
Thomas Sporer, FhG-IDMT, presented
	m32328
	Study on localisation of audio objects
	Thomas Sporer, Stephan Werner, Judith Liebetrau, Sara Kepplinger, Timo Gabb, Alexander Pusch, Thomas Schneiderwind, Theresa Sieder, Maximilian Schaab, Carolin Reimers
	


The contribution describes an experiment on sound localization.  Three different audio rendering schemes are used:

L
each audio object directly added to exact one loudspeaker channel

V
audio objects rendered via the VBAP reference renderer

R
audio objects rendered via the IDMT object renderer

The report makes the following conclusions:

· Surprisingly good agreement among listeners

· Direction easier to perceive than distance

· For L, listeners overestimated distance; for R and V they underestimated

· Tendency to shift estimated direction to the right

Further conclusions:

· 22.2 gives better localization and also a bigger sweet spot
4.2.2 DRC
Frank Baumgarte, Apple, presented

	m32276
	DRC Listening Test Results Report for Test Proposed by Sony
	Frank Baumgarte
	


This reports on a listening test associated with the Workplan from the 106th MPEG meeting. The systems in the test were:

1. Reference signal, that was generated by applying the reference DRC gains directly to the original audio material.

2. System 1 signal (“Apple”), that was generated by applying a spline encoded version of the reference DRC gains to the original audio material.

3. System 2 signal (“Sony”), that was generated by applying a linearly interpolated encoded version of the reference DRC gains to the original audio material.

6 stereo items were provided in 3 versions for each of the sampling rates of 24 kHz and 48 kHz. 

The listening test run at Apple used the BS.1116 methodology with four subjects. The aggregate results showed no difference between the two systems under test, at the 95% level of significance. 

The listening test run at FhG-IIS used the MUSHRA methodology without open reference and with 8 subjects. The aggregate results showed no difference between the two systems under test, at the 95% level of significance. 

Frank Baumgarte, Apple, presented
	m32275
	Cross Check Report of DRC Bitrates
	Frank Baumgarte
	


The contribution reports on the task in the workplan of the 106th MPEG meeting.  Apple used the DRC reference software and an optimized DRC engine and DRC encoder. 

In Summary:

· At 24 kHz sampling rate for DRC sequences and using the Sony items, the WD DRC has higher peak bitrate than the Sony system, but average bitrate is largely the same. When using the 3D Audio CfP items, there are negligible differences between the two systems, and the WD DRC often has a lower average bitrate. 

· At 48 kHz sampling rate for DRC sequences, there are negligible differences between the two systems.

The presenter felt that the Sony technology does not bring much advantage. Furthermore, he noted that the DRC encoder could be configured to limit the peak DRC bitrate if desired.

Toru Chinen, Sony, presented
	m32229
	Technical description of Dynamic Range Control Technology
	Runyu Shi, Toru Chinen, Yuki Yamamoto, Hiroyuki Honma, Masayuki Nishiguchi
	


The contribution reports the results of a listening test run at Sony, which used the MUSHRA methodology without open reference and with 8 subjects. In addition, it gave additional information that compared and contrasted the two technologies. 

Discussion
The proposal from the set of contributions is to choose between the following options:

· DRC WD is fine as is (so we keep using spline interpolation)

· Replace spline interpolation with linear interpolation with predictive coding

The issue will continue to be discussed.
Later Discussion

The Chair felt that there is no consensus for a decision on this CE at this time. After some discussion, experts from Sony indicated that they could provide the following additional information in a contribution to the next MPEG meeting:

· If possible, obtain additional DRC gain sequences from a third party or from widely used commercial products. 

· Compare DRC coding bit rate of using 

· DRC WD1 encoder and DRC WD1 decoder (spline coding)

· DRC WD1 encoder + Sony CE and DRC WD1 decoder + Sony CE (no spline coding)

· Differences in bit rate should be relative to (i.e. Diff/Ref) 

· Ref = DRC WD1 total rate

· Ref = DRC WD1 total rate + 320 kb/s (i.e. 5.1 channel program coded with AAC)

· Previous listening tests have demonstrated that there is no difference in subjective performance between the two DRC coding methods, so it is felt that further listening tests are not necessary. 

It is the consensus of the Audio subgroup to continue this CE.
4.2.3 Exploration: Audio Synchronization

Takehiro Sugimoto, NHK, presented

	m32189
	Cross-check report of audio synchronization
	Takehiro Sugimoto, Masayoshi Ohnishi
	


NHK experts visited the Sony laboratory for this investigation for the purpose of characterising the performance of the Sony technology.  

The synchronization technology worked up to approximately -20 dB SNR at the second screen microphone. 

When synchronization was possible, the synchronization was always within 32 ms. 

Masayuki Nishiguchi, Sony, presented

	m32236
	Cross Check Report of Audio Synchronization Experiment
	Shusuke Takahashi, Akira Inoue, Masayuki Nishiguchi, Toru Chinen
	


The contribution reviewed the workplan’s experimental setup, in which the “second screen” presentation is synchronized with a “first screen” presentation:

· A fingerprint is calculated from the first screen content 

· The fingerprint is transmitted with second screen content. No changes is required in the first screen content or transmission

· Using the transmitted fingerprint, the second screen can align its presentation to that of the first screen

The synchronization technology worked up to approximately -10 dB SNR at the second screen microphone for all first screen content signals and all interfering signals. 

The proposal in the contribution is slightly different from the proposal from the previous meeting, in that it is proposed to have an Audio Elementary Stream that carries just the first screen content fingerprint and an associated time stamp.

Encoder: 
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Decoder:
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The presenter gave a demonstration of the synchronization technology. 

Discussion

The Chair noted that in e.g. live production, the second screen content would have to “read” the master clock associated with the first screen. Christof Fersch, Dolby, noted that there might be a need to also synchronize video media, and that there already might be good ways to do this within MPEG-2 Systems. 

Sony requests that the following be standardized

· MPEG-4 Audio Elementary Stream audio object type

· Syntax of binary representation of fingerprint

· Fingerprint extraction algorithm

· Normative output format to express time difference (time delay to be applied to second screen content)

The Chair noted that this activity can be kept as an exploration, however he could schedule a joint meeting with Systems to get additional information from Systems experts.

4.2.4 Maintenance

Frank  Baumgarte, Apple, presented
	m32274
	Proposed extension of 14496-3 to support DRC
	Frank Baumgarte, Nikolaus Rettelbach, 
	


The contribution proposes a method to carry DRC metadata in MPEG-4 Audio. What is proposed is: 

· A Fill Element extension_type is defined

· A field is defined to specify the DRC time resolution 

· Additional syntax in the Fill Element is defined to carry the DRC information

Open issues

· How to make DRC mandatory for future implementations

· How to carry the uni_drc() payload from e.g. the AAC decoder to the DRC decoder.

It was the consensus of the Audio subgroup to issue the contribution as part of Working Draft of MPEG-4 Audio Amendment 5.
Max Neuendorf, FhG-IIS, presented
	m32397
	Proposed Updates to MPEG-4 Audio 
	Stephan Schreiner, Nikolaus Rettelbach
	


The contribution proposed

· Add profile/level indication for SAOC-DE

· Equation for downmix to mono

It was the consensus of the Audio subgroup to issue the contribution as part Working Draft of MPEG-4 Audio Amendment 5.
Max Neuendorf, FhG-IIS, presented

	m32314
	Reference Software and Conformance for ISO/IEC 14496-3:2009 AMD 4
	Nikolaus Rettelbach
	


The contribution proposes 

· Extensions to ISO/IEC 14496-26, MPEG Audio Conformance to support ISO/IEC 14496-3:2009 AMD 4 technology

· Extensions to ISO/IEC 14496-5 to support ISO/IEC 14496-3:2009 AMD 4 technology
The Audio subgroup looks forward to WD text for amendments to ISO/IEC 14496-26 and ISO/IEC 14496-5 at a future MPEG meeting.
5 Closing Audio Plenary and meeting deliverables

5.1 Plenary discussions
It was the consensus of the Audio subgroup to adopt the Sys2 Binauralization technology (from the Binauralization CE) into the CO portion of 3D Audio WD and RM. This includes a normative (and fully disclosed) BRIR to parameter conversion process.
It was the consensus of the Audio subgroup to adopt the BRIR to parameter conversion for the Orange time domain binauralization as normative (and fully disclosed), and to incorporate this into the integrated into the HOA portion of the 3D Audio WD and RM.
Concerning m32182, Max Neuendorf, FhG-IIS, made a short presentation that reviewed a portion of what was proposed in the contribution: 

· Specifying number of audio channels, object channels and SAOC channels. 

· Specifying that the order of these channels in terms of the USAC3D channel elements, and mapping these to the next block in 3D Audio decoder processing

It was the consensus of the Audio subgroup to incorporate the following technologies into WD1:

· Specifying number of audio channels, object channels and SAOC channels. 

· Specifying that the order of these channels in terms of the USAC3D channel elements,

Concerning

· mapping channels in terms of the USAC3D channel elements to the next block in 3D Audio decoder processing

All experts agree that this proposed functionality is needed. At the face-to-face AhG meeting, there can be contributions to propose alternate solution, and a final decision will be made at that meeting. 

5.2 Responses to Liaison and NB comments

Liaison statement and NB comment responses generated by Audio were presented and approved.

5.3 Recommendations for final plenary

The Audio recommendations were presented and approved.
5.4 Establishment of Ad-hoc Groups

The ad-hoc groups shown in the following table were established by the Audio subgroup. Unless otherwise indicated, Ad Hoc group meetings will be held at the location of the next MPEG meeting on the weekend preceding that meeting.

	No.
	Title
	Mtg

	N14273
	AHG on 3D Audio and Audio Maintenance
	Yes, Feb 10 and 11 and Sat and Sun before next MPEG meeting. See AhG Mandates for details.

	N14274
	AHG on Responding to Industry Needs on Adoption of MPEG Audio
	No


5.5 Approval of output documents

All output documents, shown in Annex D, were presented in Audio plenary and were approved.
5.6 Press statement

There was no Audio contribution to the press statement.
5.7 Agenda for next meeting

The agenda for the next MPEG meeting is shown in Annex F. 
5.8 All other business

There was none.

5.9 Closing of the meeting 

The 107th Audio Subgroup meeting was adjourned Friday at 13:45 hrs. 
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Annex B Audio Contributions and Schedule

	No
	Title
	Authors
	X

	Sunday
	
	
	

	
	AhG on 3D Audio Binauraliaation CE, DRC
	
	

	1000-1300
	Binauralization CE
	
	

	m32224
	ETRI listening test report for MPEG-H 3D Audio Binaural CE
	Taejin Lee, Jeongil Seo, Kyeongok Kang, Hochong Park
	X

	m31831
	Fraunhofer IIS Binaural CE Listening Test Report for MPEG-H 3D Audio
	Simone Füg, Jan Plogsties
	X

	m31911
	Huawei listening test report for the binauralization CE
	Peter Grosche, Simone Fontana
	X

	m32277
	Orange listening tests report for the second CE on RM0-CO binauralization
	Gregory Pallone
	X

	m32194
	Yonsei/WILUS listening test report for MPEG-H 3D Audio Binaural CE
	Taegyu Lee, Henney Oh, Young-cheol Park, Dae Hee Youn
	X

	
	Review of aggregated subjective data (in AhG report)
	
	X

	m32223
	Technical Description of ETRI/Yonsei/WILUS Binaural CE Proposal in MPEG-H 3D Audio
	Jeongil Seo, Yong Ju Lee, Taejin Lee, Seungkwon Beack, Kyeongok Kang, Taegyu Lee, Young-cheol Park, Dae Hee Youn, Henney Oh
	X

	m32188
	Fraunhofer IIS Binaural CE proposal in MPEG-H 3D Audio
	Simone Füg, Jan Plogsties
	X

	m31914
	Technical Description of the Huawei Binaural CE proposal
	Simone Fontana, Karim Helwani, Peter Grosche
	X

	m32278
	Orange proposal for the second CE on RM0-CO binauralization
	Gregory Pallone, Marc Emerit
	X

	m32225
	Comments on the complexity evaluation for MPEG-H 3D Audio binaural CE
	Jeongil Seo, Yong Ju Lee, Taejin Lee, Seungkwon Beack, Kyeongok Kang, Taegyu Lee, Young-cheol Park, Dae Hee Youn, Henney Oh
	X

	
	Discussion
	
	

	
	
	
	

	1300-1400
	Lunch
	
	

	
	
	
	

	1500-1800
	DRC
	
	

	m32271
	Dynamic Range Control Working Draft 0
	Frank Baumgarte, David Singer, Fabian Küch, Michael Kratschmer, Christian Uhle, Bernhard Neugebauer, Michael Meier, 
	X

	m32273
	Dynamic Range Control RM0 reference software
	Frank Baumgarte
	X

	m32181
	Information on Integration of Loudness and DRC Technology in MPEG-H CO RM1
	Michael Kratschmer, Fabian Küch, Bernhard Neugebauer, Arne Borsum, Michael Meier, Christian Uhle, Adrian Murtaza
	X

	
	Discussion
	
	

	
	Review of AhG Report
	
	X

	1800-
	Chairs meeting
	
	

	
	
	
	

	Monday
	
	
	

	0900-1300
	MPEG Plenary
	
	

	1300-1400
	Lunch
	
	

	1400-1430
	Audio Plenary
	
	

	
	Welcome and Remarks

Report on Sunday Chairs meeting

Review main tasks for the week

    DRC

    3D Audio CEs, including Binauralization

    3D Audio Unified Architecture

Other logistics – trip to Apple store (extended lunch)?
	
	

	
	General
	
	

	m31764
	AHG on 3D Audio and Audio Maintenance
	Schuyler Quackenbush
	X

	m31765
	AHG on Responding to Industry Needs on Adoption of MPEG Audio
	Schuyler Quackenbush
	X

	m32343
	106th MPEG Audio Report
	Schuyler Quackenbush
	X

	
	
	
	

	
	DRC – Sony
	
	

	m32276
	DRC Listening Test Results Report for Test Proposed by Sony
	Frank Baumgarte
	X

	m32275
	Cross Check Report of DRC Bitrates
	Frank Baumgarte
	X

	m32229
	Technical description of Dynamic Range Control Technology
	Runyu Shi, Toru Chinen, Yuki Yamamoto, Hiroyuki Honma, Masayuki Nishiguchi
	X

	1400-1500
	Audio Synchronization
	
	

	m32189
	Cross-check report of audio synchronization
	Takehiro Sugimoto, Masayoshi Ohnishi
	X

	m32236
	Cross Check Report of Audio Synchronization Experiment
	Shusuke Takahashi, Akira Inoue, Masayuki Nishiguchi, Toru Chinen
	X

	
	Maintenance
	
	

	m32397
	Proposed Updates to MPEG-4 Audio 
	Stephan Schreiner, Nikolaus Rettelbach
	X

	m32314
	Reference Software and Conformance for ISO/IEC 14496-3:2009 AMD 4
	Nikolaus Rettelbach
	X

	m32274
	Proposed extension of 14496-3 to support DRC
	Frank Baumgarte, Nikolaus Rettelbach, 
	X

	
	
	
	

	1800-
	HoD Meeting
	
	

	
	
	
	

	Tuesday
	
	
	

	
	3D Audio Working Drafts
	
	

	
	CO
	
	

	m31828
	Proposed Text of WD1 of MPEG-H 3D Audio CO
	Andreas Hölzer, Max Neuendorf, Bernd Czelhan, Daniel Fischer, Florin Ghido, Achim Kuntz, 
	X

	m31829
	Software for MPEG-H 3D Audio CO RM1
	Michael Fischer, Christian Ertel, Achim Kuntz, Michael Kratschmer, Adrian Murtaza, Sascha Dick, 
	X

	m32180
	Review of WD1 of MPEG-H 3D Audio
	Max Neuendorf, Christian Ertel, Florian Schuh, Florin Ghido
	X

	m31830
	Information on the Software for MPEG-H 3D Audio CO RM1
	Andreas Niedermeier, Christian Helmrich, Sascha Disch, Christian Neukam, Stefan Bayer
	X

	
	HOA
	
	

	m31827
	RM1-HOA Working Draft Text
	dsen@qti.qualcomm.com, npeters@qti.qualcomm.com, Pei Xiang, Sang Ryu (Qualcomm), Johannes Boehm, Peter Jax, Florian Keiler, Sven Kordon, Alexander Krueger, Oliver Wuebbolt (Technicolor), Gregory Pallone, Marc Emerit, Jerome Daniel (Orange)
	X

	m32077
	RM1-HOA Reference Software
	D. Sen, N. Peters, P. Xiang, S. Ryu, Johannes Boehm, Peter Jax, Florian Keiler, Sven Kordon, Alexander Krueger, Oliver Wuebbolt, Gregory Pallone, Marc Emerit, Jerome Daniel
	X

	m32246
	Proposed changes to the bitstream of RM0-HOA for integration of Qualcomm CE
	Johannes Boehm, Peter Jax, Florian Keiler, Sven Kordon, Alexander Krueger, Oliver Wuebbolt, Deep Sen, Nils Peters
	X

	m32247
	Revised HOA-RM0 Reference Software to embed Qualcomm directional sound coding CE
	Johannes Boehm, Peter Jax, Florian Keiler, Sven Kordon, Alexander Krueger, Oliver Wuebbolt, Deep Sen, Nils Peters
	X

	
	
	
	

	1300-1400
	Lunch
	
	

	
	
	
	

	
	3D Audio CEs
	
	

	m32187
	Evaluation of QMF Performance in MPEG-H 3D Audio CO Format Conversion
	Achim Kuntz
	X

	m31826
	Qualcomm's test results for the filter bank replacement CE by Fraunhofer IIS
	Nils Peters, Deep Sen
	X

	m32239
	Core Experiment on 3D-Audio rendering
	Werner de Bruijn, Werner Oomen, Aki Härmä
	X

	m32184
	Thoughts on an Interface to Device-specific Rendering
	Jan Plogsties
	X

	m32270
	Preliminary CE proposal on LFE binauralization for MPEG-H 3D Audio
	Taegyu Lee, Henney Oh, Young-cheol Park, Dae Hee Youn
	X

	
	
	
	

	1800-
	Chairs meeting
	
	

	
	
	
	

	Wednesday
	
	
	

	0900-1100
	MPEG Plenary
	
	

	
	
	
	

	1130-1230
	Joint meeting with Systems on FF and CICP
	
	

	m32272
	Improved audio support in the ISO base media file format (14496-12)
	David Singer, Frank Baumgarte,
	X

	m32183
	Update to Audio part of ISO/IEC 23001-8 (CICP)
	Max Neuendorf, Ingo Hofmann, Nikolaus Rettelbach, Christian Ertel
	X

	1230-1300
	Joint meeting with Systems on 

Descriptors for 3D Audio

Synchronization using Systems tools
	
	

	
	
	
	

	1300-1400
	Lunch
	
	

	
	
	
	

	
	3D Audio CEs
	
	

	m32226
	Proposed corrections to 3D Audio CO RM0 working draft text and reference software
	Yuki Yamamoto, Toru Chinen, Runyu Shi, Masayuki Nishiguchi
	X

	m32186
	Core Experiment on N-Wise Panning
	Christian Borß
	X

	m32238
	CE on Immersive Audio Rendering over Fewer Loudspeakers
	Sang Bae Chon, Sunmin Kim
	X

	m32185
	Core Experiment on Complexity Reduction of the MPEG-H 3D Audio CO Format Converter
	Achim Kuntz
	X

	1700-1730
	Joint meeting with Audio, 3DG
Binauralization in 3D Audio and reference software
	
	X

	
	
	
	

	1730 -
	Buses at 1730, Social at 1800
	
	

	
	
	
	

	Thursday
	
	
	

	0900-0930
	Joint with Systems: Green MPEG for audio
	
	X

	
	3D Audio
	
	

	m32182
	Flexible Signaling of 3D Loudspeaker Configurations for MPEG-H 3D Audio
	Florian Schuh, Christian Ertel, Max Neuendorf, Andreas Hölzer, Johannes Hilpert, Nikolaus Rettelbach
	X

	
	Unified Architecture
	
	

	m32241
	Unified decoder and renderer architecture and API
	Aki Härmä, Richard Furse, Marc Emerit, Gregory Palone, Werner de Bruijn, Werner Oomen
	X

	m32245
	Vision of a MPEG-H 3D Audio unified architecture
	Johannes Boehm, Peter Jax, Florian Keiler, Sven Kordon, Alexander Krueger, Oliver Wuebbolt
	X

	m32244
	Progress Report on Unification of MPEG-H 3D-Audio CO and HOA
	Sascha Dick, Christian Ertel, Johannes Hilpert, Johannes Boehm, Peter Jax, Florian Keiler, Sven Kordon, Alexander Krueger, Oliver Wuebbolt
	X

	
	
	
	

	1300-1430
	Lunch
	
	

	
	
	
	

	
	Other
	
	

	m32328
	Study on localisation of audio objects
	Thomas Sporer, Stephan Werner, Judith Liebetrau, Sara Kepplinger, Timo Gabb, Alexander Pusch, Thomas Schneiderwind, Theresa Sieder, Maximilian Schaab, Carolin Reimers
	X

	
	Phase 2
	
	

	m32171
	Listening Test Site Documentation, Studio 22 of New Music Building 3D Research Laboratory of the Graduate Program in Sound Recording
	Wieslaw Woszczyk, Jonathan Hong, Clemens Par
	X

	m32172
	Considerations Regarding MPEG-H 3D Audio Phase 2 Evaluation Procedures
	Clemens Par
	X

	1730-1800
	Open Issues
	
	

	
	
	
	

	1800-
	Chairs meeting
	
	

	
	
	
	

	Friday
	
	
	

	0800-0900
	Open Issues
	
	

	0900-1300
	Audio Plenary
	
	

	
	Report on Thursday Chairs meeting
	
	

	
	Recommendations for final plenary
	
	

	
	Establishment Ad-hoc groups and review AhG Mandates
	
	

	1000
	Get document numbers
	
	

	1030
	Submit AhG Mandates and Resolutions
	
	

	
	Approve and send Press Release
	
	

	
	Approve Responses to NB comments and Liaison
	
	

	
	Approval of output documents:

Title: wxxxx (short title).docx

File wxxxx.zip
	
	

	
	Agenda for next meeting
	
	

	
	Review of Audio presentation to MPEG plenary 
	
	

	
	A.O.B.
	
	

	
	Closing of the Audio meeting
	
	

	1300-1400
	Lunch
	
	

	1400-
	MPEG Plenary
	
	


Annex C Task Groups

1. MPEG-H 3D Audio

2. MPEG-4 DRC

3. Maintenance of MPEG-2, MPEG-4 and MPEG-D
4. Exploration: Media Synchronization
Annex D Output Documents
	No.
	Title
	TBP
	Available

	
	14496-3 –Audio
	
	

	14259
	WD1 Text of AMD 5, Support for Dynamic Range Control
	N
	14/01/17

	
	23003-2 – Spatial Audio Object Coding
	
	

	14260
	ISO/IEC 23003-2:2010/Cor 2, SAOC
	N
	14/01/17

	
	23003-4 – Dynamic Range Control
	
	

	14261
	WD1 Text of Dynamic Range Control
	N
	14/01/17

	14262
	RM1 Software for Dynamic Range Control
	N
	14/01/17

	
	23008-3 – 3D Audio
	
	

	14263
	WD1-CO Text of MPEG-H 3D Audio
	N
	14/01/31

	14264
	WD1-HOA Text of MPEG-H 3D Audio
	N
	14/01/31

	14265
	Workplan on 3D Audio Integration
	N
	14/01/17

	14266
	Workplan on 3D Audio Decoder Interfaces
	N
	14/01/17

	14267
	Status and Workplan on 3D Audio CEs
	N
	14/01/17

	
	23008-6 – Reference Software for 3D Audio
	
	

	14268
	RM1-CO Software for MPEG-H 3D Audio 
	N
	14/02/07

	14269
	RM1-HOA Software for MPEG-H 3D Audio
	N
	14/01/31

	
	Exploration -  Audio Synchronization
	
	

	14270
	Workplan for Audio Synchronization
	N
	14/01/17

	
	Liaison Statements
	
	

	14271
	Liaison Response to ITU-R SG 6/WP 6C on MPEG-H 3D-Audio
	N
	14/01/17

	14272
	Liaison Response to ITU-R SG 6/WP 6B on a METADATA model for audio formats
	N
	14/01/17


Annex E Agenda for the 108th MPEG Audio Meeting 

Agenda Item

1. Opening of the meeting

2. Administrative matters

2.1. Communications from the Chair

2.2. Approval of agenda and allocation of contributions

2.3. Review of task groups and mandates

2.4. Approval of previous meeting report

2.5. Review of AhG reports 

2.6. Joint meetings

2.7. Received national body comments and liaison matters

3. Plenary issues

4. Task group activities

4.1. MPEG-D Dynamic Range Control

4.2. MPEG-H 3D Audio

4.3. Exploration: Audio Synchronization

4.4. Maintenance: MPEG-2, MPEG-4, and MPEG-D

5. Discussion of unallocated contributions

6. Meeting deliverables

6.1. Responses to Liaison and NB comments

6.2. Recommendations for final plenary

6.3. Establishment of new Ad-hoc groups

6.4. Approval of output documents

6.5. Press statement

7. Future activities

8. Agenda for next meeting

9. A.O.B

10. Closing of the meeting

Annex K  – 3DG report

Source: Marius Preda, Chair
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43.1
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43.2
Session: 3D Audio and AR


43.3
Session RMC BoG


43.4
Session Joint with Requirements on 3D printer and ARAF v2 use cases and Req.
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Session 3DG Plenary


44.
General issues


44.1
General discussion


44.1.1
Reference Software


44.1.2
Web site


45.
General 3DG related activities


45.1
Promotions


45.1.1
Web Site


45.2
Press Release: GTL FDIS


46.
Resolutions from 3DG


47.
Resolutions related to MPEG-4


47.1
Part 5 Reference Software


47.1.1
The 3DG subgroup recommends approval of the following documents


47.1.2
The 3DG subgroup recommends appointing Mary-Luc Champel as editor of ISO/IEC 14496-5:2011/Amd.35


47.2
Part 16 Animation Framework eXtension (AFX)


47.2.1
The 3DG subgroup recommends approval of the following documents


47.3
Part 27 Conformance


47.3.1
The 3DG subgroup recommends approval of the following documents


47.3.2
The 3DG subgroup recommends appointing Mary-Luc Champel as editor of ISO/IEC 14496-27:2009/Amd.6


48.
Resolutions related to MPEG-A


48.1
Part 13 Augmented Reality Application Format


48.1.1
The 3DG subgroup recommends approval of the following documents


48.1.2
The 3DG subgroup recommends adding Traian Lavric as co-editor of ISO/IEC 23000-13/Amd.1


49.
Resolutions related to MPEG-C


49.1
Part 4 –Media Tool Library


49.1.1
The 3DG subgroup recommends approval of the following documents


49.1.2
The 3DG subgroup requests that ISO/IEC 23002-4:2010/DAM3 to be changed to ISO/IEC 23002-4:201x/DAM1, because the 2nd Edition of ISO/IEC 23002-4:201x will be issued


49.1.3
The 3DG subgroup thanks FrNB for the comments on ISO/IEC 23002-4:2012/DAM1, Graphics Tool Library (GTL) for Reconfigurable Multimedia Coding (RMC) Framework


49.2
Part 5 – Reconfigurable Media Coding Conformance and Reference Software


49.2.1
The 3DG subgroup recommends approval of the following documents


410.
Resolutions related to MPEG-V


410.1
General


410.1.1
The 3DG subgroup recommends approval of the following documents


410.2
Part 1 – Architecture


410.2.1
The 3DG subgroup recommends approval of the following documents


410.3
Part 2 – Control Information


410.3.1
The 3DG subgroup recommends approval of the following documents


410.4
Part 3 – Sensory Information


410.4.1
The 3DG subgroup recommends approval of the following documents


410.5
Part 4 – Virtual World Object Characteristics


410.5.1
The 3DG subgroup recommends approval of the following documents


410.6
Part 5 – Data Formats for Interaction Devices


410.6.1
The 3DG subgroup recommends approval of the following documents


410.7
Part 6 – Common types and tools


410.7.1
The 3DG subgroup recommends approval of the following documents


410.8
Part 7 – Reference Software and Conformance


410.8.1
The 3DG subgroup recommends approval of the following documents


411.
Resolutions related to MPEG-M


411.1
Part 2 – MPEG Extensible Middleware (MXM) API


411.1.1
The 3DG subgroup recommends approval of the following documents


412.
Resolutions related to Explorations


412.1
Mixed and Augmented Reality Reference Model


412.1.1
The 3DG subgroup recommends approval of the following documents


412.1.2
The 3DG subgroup would like to inform that the 4th JAhG MAR meeting will take place in Seoul, Korea on January 21st and 22nd, 2014.


413.
Establishment of 3DG Ad-Hoc Groups


414.
Closing of the Meeting




1. Opening of the meeting

1.1 Roll call

1.2 Approval of the agenda

The agenda is approved.

1.3 Goals for the week

The goals of this week are:

· Review contributions related to Graphics Tool Library

· Review contributions related to MPEG-V

· Review contributions related to Augmented Reality
· Review contributions related to Pattern-based 3DMesh Coding (PB3DMC)
· Status of ref soft and conformance for Pattern-based 3DMesh Coding (PB3DMC)
· Investigate future developments for MPEG 3D Graphics Compression
· Relationship with WebGL and WebCL
· Relationship with X3D/COLLADA/glTF/others
· 3D graphics based tele-immersion
· Review and issue liaison statements 

· JPEG on AR
· Review the votes

· Web-site

· MPEG database

1.4 Standards from 3DGC

	4
	5
	2001
	Amd.32
	RS multi-resolution 3D mesh compression
	
	11/12
	13/01
	13/04
	14/04
	3

	4
	5
	2001
	Amd.36
	RS Pattern based 3D mesh compression
	
	13/11
	14/04
	2014-

10 or

2015-02
	
	3

	4
	5
	2001
	Cor.xx
	Corrections for SVA reference software implementation
	
	
	14/01 (dcor)
	
	14/04
	3

	4
	16
	2011
	Amd.3
	Web3DG coding
	
	
	14/04
	14/07
	14/11
	3

	4
	16
	2011
	Amd.4
	Pattern-based 3D Mesh Compression
	
	
	13/08
	2014-

07 or 10
	
	3

	4
	16
	2011
	Cor.1
	SVA syntax correction
	
	
	13/08 (dcor)
	
	
	3

	4
	27
	2009
	Amd.5
	C for multi-resolution 3D mesh compression
	
	
	13/01
	13/04
	14/04
	3

	4
	27
	2009
	Amd.5
	C for Pattern based 3D mesh compression
	
	13/11
	14/04
	2014-

10 or

2015-02
	
	3

	4
	27
	2009
	Cor.1
	Corrections for SVA conformance bitstreams
	
	
	14/01 (dcor)
	
	14/04
	3

	A
	14
	201x
	1st Ed.
	ARRM
	
	
	12/10
	
	14/04
	3

	C
	5
	201x
	Amd.1
	GTL RS & C
	
	12/02
	12/10
	13/08
	14/04
	3

	V
	1
	201x
	3rd Ed.
	Architecture
	
	
	13/11
	14/04
	14/07
	3

	V
	2
	201x
	3rd Ed.
	Control information
	
	
	13/11
	14/04
	14/07
	3

	V
	3
	201x
	3rd Ed.
	Sensory information
	
	
	13/11
	14/04
	14/07
	3

	V
	4
	201x
	3rd Ed.
	Virtual world object characteristics
	
	
	13/11
	14/04
	14/07
	3

	V
	5
	201x
	3rd Ed.
	Data formats for interaction devices
	
	
	13/11
	14/04
	14/07
	3

	V
	6
	201x
	3rd Ed.
	Common types and tools
	
	
	13/11
	14/04
	14/07
	3

	V
	7
	201x
	3rd Ed.
	Conformance and reference software
	
	14/04
	
	
	
	3


1.5 Room allocation

3DGC:
Monterey
1.6 Joint meetings

During the week, 3DG had several joint meetings with Requirements, Video, Audio and Systems. 

	
	What
	Day
	Time1
	Time2
	Where

	3, R
	3D Printing
	Tue
	09:00
	09:30
	3

	3, S, R
	Multisensorial AF
	Wed
	11:30
	12:00
	3

	3, R
	3D Printing Requirements
	Wed
	15:30
	16:00
	3

	3, V
	3D video for ARAF
	Wed
	16:00
	17:00
	3

	3, A
	3D audion for ARAF
	Wed
	17:00
	17:30
	A

	All
	Assets
	Thu
	12:00
	13:00
	3

	3, R
	Teleimmersion requirements
	Thu
	15:30
	16:30
	3


1.7 Schedule at a glance

	Monday

	Session
	Agenda/Status/Preparation of the week
	14h to 14h30

	Session
	3DG Plenary, review of contributions
	14h30 to 18h

	Tuesday (room 15)

	Session
	MPEG-V
	9h to 9:30h

	Session
	ARAF E2: POI
	9:30h to 11:00h

	Session
	MAR Ref Model
	11:00h to 12:00h

	Session
	MPEG Assets
	12:00h to 13:00h

	Session
	ARAF E2: the 6 use-cases
	14h to 15:30h

	Session
	Tele-immersion Requirements (joint with requirements)
	15:30h to 16:30h

	Session
	MAR Ref Model
	16:30h to 18h

	Wed

	Session
	Multisensorial AF
	11:30h to 12h

	Session
	ARAF
	14:00h to 15:00h

	Session
	3D Printing Requirements
	15h30 to 16h

	Session
	3D video for ARAF
	16h to 17h

	Session
	3D audion for ARAF
	17h to 17h30

	Thu

	Session
	MPEG-V
	9h to 9:30h

	Session
	ARAF E2: POI
	9:30h to 11:00h

	Session
	MAR Ref Model
	11:00h to 12:00h

	Session
	MPEG Assets
	12:00h to 13:00h

	Session
	ARAF E2: the 6 use-cases
	14h to 15:30h

	Session
	Tele-immersion Requirements (joint with requirements)
	15:30h to 16:00h

	Session
	MAR Ref Model
	16:00h to 18h

	Friday

	Session
	Joint meeting with JPEG on Augmented Reality
	9h to 10h

	Session
	3DG Plenary, 3DG Output Documents Review, Liaisons, resolutions
	10h to 13h


2. AhG reports

2.1 MPEG-V

http://wg11.sc29.org/doc_end_user/documents/107_San%20Jose/ahg_presentations/MPEG-VAhGreport.ppt-1389645803-MPEG-VAhGreport.ppt
2.2 Augmented Reality

http://wg11.sc29.org/doc_end_user/documents/107_San%20Jose/ahg_presentations/ARAhGreport.ppt-1389645822-ARAhGreport.ppt
2.3 RGC

http://wg11.sc29.org/doc_end_user/documents/107_San%20Jose/ahg_presentations/AHG_report_presentation_MTL.pptx-1389645855-AHG_report_presentation_MTL.pptx
3. Analysis of contributions 

	RGC

	m32304
	MPEG-4
3DG
	Updated Collection of Datasets for MTL FU level testing
	Christian Tulvan, Marius Preda

	m32305
	MPEG-4
3DG
	Updates on RGC (RVC-CAL) - reference software status

All the FUs are implemented in RVC-CAL
	Christian Tulvan, Marius Preda

	m32372
	MPEG-4
3DG
	The reference software of SVA for MTL based on ISOIEC 14496-162012 DCOR1

SVA bitstream synthax was modified to take into account a better ordering avoiding therefore feedback loops. This contribution provides the software implementation for encoder and decoder. 
	Li Cui, Seungwook Lee, Jinsung Choi, Hyungyu Kim, Euee S. Jang

	m32374
	MPEG-4
3DG
	Reference Software implementation of SVA FUs in MTL

The FU network for SVA is provided.
	Seungwook Lee, Jinsung Choi, Bonki Ku, Li Cui, Jinyeon Choi, Hyungyu Kim, Euee S. Jang

	m32375
	MPEG-4
3DG
	Proposal of the dataset for FU level testing of MTL
	Seungwook Lee, Jinsung Choi, Jinyeon Choi, Li Cui, Hyungyu Kim, Euee S. Jang

	ARAF

	m32335
	MPEG-A
3DG
	Updates on POI
	Traian Lavric, Marius Preda

	m32336
	MPEG-A
3DG
	Updates on m26114 (Initial proto design for server side processing for Augmented Reality)
	Traian Lavric, Marius Preda

	m32337
	MPEG-A
3DG
	Updates on AugmentationRegion
	Traian Lavric, Marius Preda

	m32457
	MPEG-A
3DG
	Update of MPEG-ARAF reference software

Thu: The implementation of AugmentationRegion and OutputActuator is presented, however none of the mis actually using the EXTERNALPROTO but directly the scene. New version is needed.
	B.S. Choi, Jeong, Hong

	m32458
	MPEG-A
3DG
	Comments on augmentation region and output actuator

The retained solution is to emphasize that the EXTERNPROTO has as normative only the URN and that the name can be changed at the declaration. A example was provided in the specification and a reminder of the EXTERNPROTO mecanism was added.
	B.S. Choi, Jeong, Hong

	
	
	POI

Thu: a similar exercice in specifying the use cases in a complexity increase order was done.
	

	MPEG-V

	m32350
	MPEG-V
3DG
	Proposal of User Preference for 3D Printing
	Seungwook Lee, Jinsung Choi, Kyoungro Yoon, Min-Uk Kim, HyoChul Bae

	m32396
	MPEG-V
3DG
	WD 3.0 of MPEG-V Engines API

An example of using the Engine API is showed. However, the API is still at a high level, it is not possible yet to go at individual effect level.

Thu 9h: an enriched set of APIs is proposed for accessing and sending data.

The purpose of step 1 is to design the API of a classical MPEG-V Engine as defined in the Architecture, that is an engine used when consuming the content (and not when authoring it). 


	Jae-Kwan Yun, Hyun-Woo Oh, Yoonmee Doh, Jae-Doo Huh, Jong-Hyun Jang

	m32399
	MPEG-V
3DG
	Text of automobile sensor use cases for MPEG-V Part 1
	Kyoungro Yoon, Min-uk Kim

	m32402

	
	Implementation of 4D Media Player Application Format

A file format combining mp4 traditional content with multi-sensorial data is proposed. 

Resolution:  Initiate the Multi-sensorial media Application Format.

Joint meeting with requirements; Joint meeting with File Format

Wed 11:40 change the name of AF into Multi-sensory application format

The MPEG-7 BiM should be used to fragment the MPEG-V document and compose it.

Check also the timed metadata amendment (an output document of a previous meeting)


	Sang-Kyun Kim, Jungyup Oh, Minwoo Kim, Yong Soo Joo



	m32485
	
	Update requirements of 3D printing metadata from industrial company

A set of user preferences were presented including unfavoured materials, maximal size and hole thickness. It is necessary to also include preferred materials, minimum and optimal size and clarify better the role of thickness parameters.

AP: Re-discuss the contribution Tuesday.

Joint meeting with requirements.

Tue (joint with Requirements):
Starfigure – a shop selling printed 3D objects

Three types of requirements are introduced: physical size, thickness, description of physical characteristics (elasticity, …)

In the metadata related to the object we also need information about the scanning process (resolution, …)

Wed: a new version of the requirements is proposed:

R1: Object characteristics

R2: Material characteristics (mechanical, thermal, electrical, bio characteristics).

R3: Fine level description of 3D model

MPEG-4 Requirements document

MPEG-V Requirements document

Thu (14h): The latest version of the MPEG-4 requirements document is v18 (Trondheim 2003). This version is updated

The latest version of the MPEG-V requirements is v2.3. This version is now updated. 
	Seung Wook Lee, Jinsung Choi, Suk-ki Choi

	3DG

	m32400
	MPEG-4
3DG
	Exploring Low bit-rate Compression of Live Reconstructed Dynamic Geometry

Exploration of a Octree based encoding of point cloud: avantages and limitations of the approach.

Prediction between two consecutives point cloud scan be easily done with an XOR at the octree level. 

Two triangulations techniques were tested. 

Next steps: include a connectivity coder in the octree approach.  


	Rufael Mekuria, Pablo Cesar

	m32308
	MPEG-4
3DG
	Results for Open3DGC and OpenCTM benchmarking

Description of the experiment
	Christian Tulvan, Marius Preda


3.1 Joint meeting with 3DV

Reference Software for depth estimation (available on the SVN: Exploration/ftv/DERS).

This software is not real-time, OpenCV may also be an option (working real-time on a PC but not on a phone).

3D FTV has a data set with a soccer game containing also the player positions. Some use cases from 3D FTV may be interesting for AR.

3.2 Joint meeting with 3DA

There is a single band binarilasisation engine able to cover 900 points on a sphere. 

MPEG-H Audio has a description of the engine. The reference software uses the engine and can be used as example. 

MPEG-H Audio text will be frozen in July, probably the software a bit later. 

HRTF can be found on the IRCAM website:

http://recherche.ircam.fr/equipes/salles/listen/
 

Reference software can be found in the contribution RM1-HOA : m32077 (http://phenix.it-sudparis.eu/mpeg/doc_end_user/documents/107_San Jose/wg11/m32077-v2-m32077.zip)
3.3 Joint meeting with all on MPEG assets

The idea of requesting contributors to provide the reference software under the form of a library is introduced. There were some concerns about how rich the library API should be. 

3.4 Session RMC BoG
· Established the final version of the DataSet files structure
· Designed the Generic Stimulus FU
· Designed the Generic Validation FU
· Decided the set of conformance bitstreams
· Partial demo of the SVA implementation (correct network, network with errors, still missing a reconfigured network)
3.5 Session MPEG Assets

The following decisions were taken in the MPEG Assets meeting:

1. The Content repository will have the same structure as the Conformance Assets based on Standard / Part

2. The MPEG SVN reflector will be used for communication

3. The Content repository will be accessible (read-write) via FTP (the account will be distributed to all Chairs)

4. The Content repository will be accessible (read-only) via HTTP using the same interface as the Conformance repository: http://wg11.sc29.org/content

5. A CfP will NOT be accepted if the content is not referenced in the MPEG Content repository

6. The repository can contain the actual data or the information were the data is available (in this case, it has to be accessible by MPEG members and should include acknowledgments, copyright and terms of use).

7. Submitting Content material:

a. An MPEG member can directly submit content to the appropriate location, but in this case, should inform the Content repository administrator about the operation

b. An MPEG member can directly inform the Content repository administrator about the location of the files that should be placed on the Content repository

3.6 Joint Session with JPEG on JPEGAR

Currently there is no interoperability between AR SDKs. An architecture is presented. The work is focused on 

· interfaces between entities and the goal of the standard is to specify these interfaces. 

· metadata

The application description may be embedded in the JPEG file format. 

Global architecture is common but, different perspectives: JPEGAR has a target image based perspective while ARAF has a scene and user experience based perspective. 

Resolution: Decision to work together by holding joint meetings each time WG1 and WG11 have collocated meetings

3.7 Session 3DG Plenary

Review of the liaison letters, review of all the output documents. The answer to the Liaison letter from WG1 on AR in JPEG was discussed and edited:

Liaison Response to WG1 on JPEG Augmented Reality
WG11 has been made aware of the new WG1 proposed work item on augmented reality and is looking forward to a continuous cooperation during the development process of its Augmented Reality Application Format (ARAF). WG11 recommends holding joint meetings on this topic, whenever WG1 and WG11 have collocated meetings.

4. General issues

4.1 General discussion

4.1.1 Reference Software

It is recalled that the source code of both decoder AND encoder should be provided as part of the Reference Software for all technologies to be adopted in MPEG standards. Moreover, not providing the complete software for a published technology shall conduct to the removal of the corresponding technical specification from the standard.

Currently all the AFX tools published in the third edition are supported by both encoder and decoder implementation. 

4.1.2 Web site

The new web site is available at http://wg11.sc29.org/3dgraphics/. It is a blog-based web site and all members are allowed to post. 

5. General 3DG related activities

5.1 Promotions
5.1.1 Web Site

	Title
	Status of  http://wg11.sc29.org/3dgraphics/

	Authors
	

	Summary
	The web site is now empty, contributions are needed.

	Resolution
	Action Point: Transfer the old web-site data to the new one.


5.2 Press Release: 

None

6. Resolutions from 3DG

6.1 Resolutions related to MPEG-4
6.1.1 General

a) The Requirements and 3DG subgroups recommends approval of the following documents
	No.
	Title
	TBP
	Available

	
	14496 – General
	
	

	14194
	MPEG-4 Requirements v19
	Y
	14/01/17


6.1.2 Part 5 – Reference Software

a) The 3DG subgroup recommends approval of the following documents

	No.
	Title
	TBP
	Available

	
	14496-5 – Reference Software 
	
	

	14289
	ISO/IEC 14496-5:2001/AMD27:2011/DCOR1 Correction of SVA Reference Software
	N
	14/01/17


b) The 3DG subgroup recommends appointing Seung Wook Lee as editor of ISO/IEC 14496-5:2001/AMD27:2011/DCOR1

6.1.3 Part 16 – Animation Framework eXtension (AFX) 

a) The 3DG subgroup recommends approval of the following documents

	No.
	Title
	TBP
	Available

	
	14496-16 – Animation Framework eXtension (AFX)
	
	

	14196
	Study text on ISO/IEC 14496-16/PDAM4 Pattern based 3D mesh compression
	N
	14/01/17

	14195
	Core Experiments Description for 3DG
	N
	14/01/17

	14197
	Tele-immersion use case and associated draft requirements
	N
	14/01/17


6.1.4 Part 27 – 3DG Conformance

a) The Video subgroup recommends approval of the following documents

	No.
	Title
	TBP
	Available

	
	14496-27 – 3DG Conformance
	
	

	14290
	ISO/IEC 14496-27:2009/AMD2:2011/DCOR1 Correction of SVA conformance
	N
	14/01/17


b) The 3DG subgroup recommends appointing Seung Wook Lee as editor of ISO/IEC 14496-27:2009/AMD2:2011/COR1

6.2 Resolutions related to MPEG-A 

6.2.1 Part 13 – Augmented Reality Application Format

a) The 3DG subgroup recommends approval of the following documents
	No.
	Title
	TBP
	Available

	
	23000-13 – Augmented Reality Application Format
	
	

	14198
	WD 4.0 of ARAF 2nd Edition
	Y
	14/02/07

	14199
	Use cases for ARAF 2nd Edition
	Y
	14/01/17


6.2.2 Part 14 – Mixed and Augmented Reality Reference Model

a) The 3DG subgroup recommends approval of the following documents
	No.
	Title
	TBP
	Available

	
	23000-14 – Mixed and Augmented Reality Reference Model 
	
	

	14250
	Candidate WD 4.0 MAR Reference Model
	Y
	14/01/17

	14291
	Logistic information for the 4th JAhG MAR meeting
	Y
	14/01/17


b) The 3DG subgroup would like to request the modification of the title of ISO/IEC 23000-14 from Augmented Reality Reference Model to Mixed and Augmented Reality Reference Model

c) The 3DG subgroup would like to inform that the 4th JAhG MAR meeting will take place in Seoul, Korea on January 22nd and 23rd, 2014.

6.3 Resolutions related to MPEG-C

6.3.1 Part 4 – Media Tool Library

a) The 3DG subgroup recommends approval of the following documents
	No.
	Title
	TBP
	Available

	
	23002-4 – Media Tool Library
	
	

	14292
	Test methodology at FU level for RGC 
	N
	14/01/17


6.3.2 Part 5 – Reconfigurable Media Coding Conformance and Reference Software

a) The 3DG subgroup recommends approval of the following documents
	No.
	Title
	TBP
	Available

	
	23002-5 – Reconfigurable media coding conformance and reference software
	
	

	14251
	Study Text of ISO/IEC 23002-5/DAM1 GTL reference software and conformance
	N
	14/01/17


6.4 Resolutions related to MPEG-V

6.4.1 General

a) The Requirements and 3DG subgroups recommends approval of the following documents
	No.
	Title
	TBP
	Available

	
	23005 – General
	
	

	14252
	MPEG-V requirements
	Y
	14/01/17


6.5 Resolutions related to MPEG-M

6.5.1 Part 2 – MPEG Extensible Middleware (MXM) API

a) The 3DG subgroup recommends approval of the following documents
	No.
	Title
	TBP
	Available

	
	23006-2 – Application Programming Interface
	
	

	14253
	WD 3.0 of MPEG-V Engines API
	N
	14/01/27


6.6 Resolutions related to Explorations
6.6.1 Multisensory Effects Application Format

a) The Requirements subgroup recommends approval of the following documents:

	No.
	Title
	TBP
	Available

	
	Exploration – Multisensory Effects Application Format
	
	

	14254
	WD 1.0 of Multisensory Effects Application Format
	Y
	14/01/31


6.7 Management

6.7.1 Liaisons

a) The 3DG subgroup recommends approval of the following liaison statements
	No.
	Title
	TBP
	Available

	
	Liaison Statements
	
	

	14298
	Liaison Response to WG1 on JPEG Augmented Reality
	Y
	14/01/17


6.7.2 Asset management

a) WG11 recommends approval of the following document
	No.
	Title
	TBP
	Available

	
	Assets
	
	

	14255
	Policy document about MPEG Assets
	
	14/01/17


b) The WG11 recommends to follow a modular approach, including the documentation of APIs, in the development of the reference software in order to facilitate the maintenance and avoid ambiguity. The WG11 recommends to condition the publication of the CfP by the availability of the content in the MPEG content repository.

7. Establishment of 3DG Ad-Hoc Groups

	N14293
	AHG on AR

	Mandates
	1. Edit the ARAF and MAR RM documents

2. Identify additional needs for ARAF

3. Identify the MPEG technologies that shall be part of ARAF

4. Continue actions to implement the collaborative work-plan for MAR RM with SC24

5. Investigate the usage of 3DV, 3DA, CDVS and UD in Augmented Reality

	Chairmen
	Marius Preda (Institut Mines Telecom), Traian Lavric (Institut Mines Telecom), B.S. Choi (ETRI)

	Duration
	Until 108th MPEG Meeting

	Reflector
	mpeg-3dgc AT gti. ssr. upm. es

	Subscribe
	To subscribe, send email to https://mx.gti.ssr.upm.es/mailman/listinfo/mpeg-3dgc

	Meeting
	During weekend prior to MPEG 
	Room size 30
	Date March 30, 09h00-13h00

	
	Before weekend prior to MPEG
	Place /Date/Logistics

	


	N14294
	AHG on MPEG-V

	Mandates
	1. Edit the MPEG-V documents

2. To further develop tools for MPEG-V and discuss related contributions.

3. Improve the requirements for 3D graphics metadata for 3D printing

	Chairmen
	Kyoungro Yoon (Konkuk University), Marius Preda (Institut Mines Telecom),

	Duration
	Until 108th MPEG Meeting

	Reflector
	metaverse@lists.uni-klu.ac.at

	Subscribe
	http://lists.uni-klu.ac.at/mailman/listinfo/metaverse

	Meeting
	During weekend prior to MPEG 
	Room size 30
	Date March 30, 14h00-16h00

	
	Before weekend prior to MPEG
	Place /Date/Logistics

	


	N14295
	AHG on Graphics compression

	Mandates
	1. To refine requirements of 3D tele-immersive coding
2. To progress the specification and continue implementation of Web3D coding

3. To disseminate benchmark results of MPEG tools

	Chairmen
	Lazar Bivolarski (LZ), Rufael Mekuria (CWI), Christian Tulvan (Institut Mines Telecom), 

	Duration
	Until 108th MPEG Meeting

	Reflector
	mpeg-3dgc AT gti. ssr. upm. es

	Subscribe
	To subscribe, send email to https://mx.gti.ssr.upm.es/mailman/listinfo/mpeg-3dgc

	Meeting
	During weekend prior to MPEG 
	Room size 30
	Date March 30, 16h00-17h00

	
	Before weekend prior to MPEG
	Place /Date/Logistics

	


	N14296
	AHG on Reconfigurable Media Coding

	Mandates
	1. To finalize testing of the reference implementation of GTL FUs

2. To finalize the normative and non-normative parts of RMC software, and the conformance.

3. To discuss and study the developments necessary for ongoing and future amendments of 23001-4, 23002-4 and 23002-5.

4. To further develop tools for SVC and HEVC and discuss related contributions.

	Chairmen
	Christian Tulvan (Institut Mines Telecom), Mickael Raulet (IRISA)

	Duration
	Until 108th MPEG Meeting

	Reflector
	rvc@listes.epfl.ch; mpeg-3dgc AT gti. ssr. upm. es

	Subscribe
	To subscribe, send email to rvc-subscribe@listes.epfl.ch and https://mx.gti.ssr.upm.es/mailman/listinfo/mpeg-3dgc

	Meeting
	During weekend prior to MPEG 
	Room size 30
	Date March 30, 17h00-18h00

	
	Before weekend prior to MPEG
	Place /Date/Logistics

	


	N14297
	AHG on MPEG Assets

	Mandates
	1. Collect all the information about the current place of MPEG conformance and MPEG content
2. Populate the conformance repository on wg11.sc29.org 
3. Create the content repository and populate it.

	Chairmen
	Christian Tulvan (Institut Mines Telecom), Marius Preda (Institut Mines Telecom)

	Duration
	Until 108th MPEG Meeting

	Reflector
	mpeg-3dgc AT gti. ssr. upm. es

	Subscribe
	To subscribe, send email to https://mx.gti.ssr.upm.es/mailman/listinfo/mpeg-3dgc

	Meeting
	During weekend prior to MPEG 
	Room size 30
	

	
	Before weekend prior to MPEG
	Place /Date/Logistics

	


8. Closing of the Meeting

See you in Valencia.

� VBAP: Vector Bases Amplitude Panning, the algorithm is specified in W13412.
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