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Report of 72nd meeting
1 Opening 

The 72nd WG11 meeting was held at Busan on 2005/04/18-22 at the kind invitation of the Korean National Body and hosted by Korean Standards Association.

2 Roll call of participants 

Annex 1 gives the attendance list.
3 Approval of agenda 

Annex 2 gives the agenda approved.

4 Allocation of contributions 

Annex 3 gives the list of input contributions

5 Communications from Convenor 

Therew was no communication
6 Report of previous meeting 

This was approved.

7 Processing of NB Position Papers 

National Body papers were considered and answers provided where appropriate.
8 Work plan 

8.1 Media coding 

8.1.1 AAC

The following document was approved

	7126
	Fourth Edition of MPEG-2 AAC


8.1.2 MPEG-4 Audio

The following document was approved

	7129
	MPEG-4 Audio Third Edition


8.1.3 AVC

The following document was approved

	7081
	Text of ISO/IEC 14496-10:2005 (AVC 3rd edition)


8.1.4 New levels for Simple Profile 

The following documents were approved

	7079
	Disposition of Comments on ISO/IEC 14496-2:2004 FPDAM2

	7080
	Text of ISO/IEC 14496-2:2004 FDAM2 New Levels in Simple Profile


8.1.5 New levels for Simple Profile Conformance 

The following documents were approved

	7116
	Disposition of Comments on ISO/IEC 14496-4:2004 FPDAM10

	7117
	Text of ISO/IEC 14496-2:2004 FDAM10 New Levels in Simple Profile Conformance


8.1.6 Parametric stereo conformance

The following documents were approved

	7148
	DoC on 14496-4:2004/PDAM 11, Parametric Stereo Conformance

	7149
	Text of 14496-4:2004/FPDAM 11, Parametric Stereo Conformance


8.1.7 AVC Fidelity Range Extensions Conformance 

8.1.8 Scalable Video Coding 

The following documents were approved

	7084
	Joint Scalable Video Model (JSVM) 2

	7085
	JSVM 2 Software

	7086
	Working Draft 2 of ISO/IEC 14496-10:2005/AMD1 Scalable Video Coding


8.1.9 Audio Lossless Coding 

8.1.10 Audio Scalable Lossless Coding 

8.1.11 Spatial Audio Coding

The following documents were approved

	7138
	Report on MPEG Spatial Audio Coding RM0 Listening Tests

	7136
	WD of Spatial Audio Coding


8.1.12 AFX Extensions

The following documents were approved

	7168
	Study of DoC on ISO/IEC 14496-16/FPDAM1

	7169
	Study Text on ISO/IEC 14496-16/FPDAM1


8.1.13 AFX Extensions conformance

The following document was approved

	7164
	WD1.0 of ISO/IEC 14496-4:200x/ AMD12 (AFX Extensions)


8.1.14 Streaming Text Format

8.1.15 Generic inverse DCT specification
8.1.16 Coding Tool Repository
The following documents were approved

	7095
	Study of Video Coding Tools Repository V4.0

	7096
	VCTR Textual Description V3.0

	7097
	VCTR Software V2.0


8.1.17 3D AV Coding

The following document was approved

	7094
	Preliminary Call for Proposals on Multi-View Video Coding


8.1.18 Open Font Format
8.1.19 Wavelet Video Coding

The following document was approved

	7098
	Description of Exploration Experiments in Wavelet Video Coding


8.1.20 Scalable audio and speech coding

The following document was approved

	7099
	Call for Proposals on Fixed-point 8x8 IDCT and DCT


8.1.21 Fixed point implementation of DCT/IDCT

8.1.22 Color spaces

8.2 Composition coding 
8.2.1 Lightweight Scene Representation 

8.2.2 Symbolic Music Representation 
The following documents were approved

	7152
	Report on Symbolic Music Representation RM0 Selection

	7153
	Workplan for Symbolic Music Representation


8.3 Description coding 
8.3.1 Video Descriptor Extensions 

The following documents were approved

	7087
	Disposition of Comments on ISO/IEC 15938-3:2002/PDAM2

	7088
	Text of ISO/IEC 15938-3:2002/FPDAM2 


8.3.2 Audio Descriptor Extensions 

The following document was approved

	7151
	Workplan for MPEG-7 Audio


8.3.3 Extraction and use of descriptors and description schemes
8.4 Systems support 
8.4.1 Text Profile Descriptors 

The following document was approved

	7229
	Text of ISO/IEC 14496-1:2004/FDAM1


8.4.2 MPEG-7 Random Access in BiM 

The following documents were approved

	7241
	DoC on ISO/IEC 15938-1/PDAM2

	7242
	Text of ISO/IEC 15938-1/FPDAM2


8.4.3 XML Binarisation
8.5 IPMP 
8.5.1 MPEG-21 IPMP Components 
The following documents were approved

	7195
	DoC for ISO/IEC 21000-4 CD IPMP Components 

	7196
	ISO/IEC 21000-4 IPMP Components FCD

	7197
	MPEG-21 IPMP Components Reference Software Workplan


8.6 Digital Item 
8.6.1 Digital Item Declaration 

8.6.2 Digital Item Binarisation 

The following documents were approved

	7246
	DoC on ISO/IEC 21000-16/FCD

	7247
	Text of ISO/IEC 21000-16/FDIS


8.6.3 DIA Conversions and Permission Extensions 

8.6.4 Event Reporting 

8.6.5 Fragment Identification for MPEG Media Types 

8.6.6 MPEG-21 Conformance 
The following document was approved

	7213
	ISO/IEC 21000-14 MPEG-21 Conformance CD


8.7 Transport and File Format 

8.7.1 AVC File Format extensions for FRExt 

The following documents were approved

	7234
	DoC on ISO/IEC 14496-15/PDAM1

	7235
	Text of ISO/IEC 14496-15/FPDAM1 Support for FREXT


8.7.2 MPEG-21 File Format 

8.7.3 Digital Item Streaming
The following documents were approved

	7065
	Requirements, Terminology and Use Cases for DI Streaming 

	7066
	Call for Proposals on DI Streaming

	7060
	Evaluation Criteria and Procedures for DI Streaming

	7067
	Draft Requirements on XML Fragments Requests


8.8 Multimedia architecture

8.8.1 MPEG-J extension for rendering 

8.8.2 Digital Item Processing 

The following documents were approved

	7207
	DoC for ISO/IEC 21000-10 FCD MPEG-21 DIP

	7208
	Text of ISO/IEC 21000-10  MPEG-21 DIP

	7209
	MPEG-21 DIP Software Implementation Plan v.6


8.8.3 MPEG Multimedia Middleware 
The following documents were approved

	7252
	Evaluation report on submissions to M3W Call for Proposals

	7253
	Extended Call for Proposals on M3W

	7254
	WD1.0 of MPEG Multimedia Middleware


8.9 Reference implementation 
The following document was approved

	7124
	Material Related to MPEG Reference Software


8.9.1 AVC Fidelity Range Extensions Reference Software

8.9.2 AFX Extensions reference software

The following document was approved

	7165
	WD1.0 of ISO/IEC 14496-5:200x/AMD9 (AFX Extensions)


8.9.3 Reference Hardware Description – phase I MPEG-4 Visual 

8.9.4 Reference Hardware Description – phase II MPEG-4 AVC 

8.9.5 MPEG-21 Reference Software 

The following documents were approved

	7205
	DoC of ISO/IEC 21000-8 FCD MPEG-21 Reference Software

	7206
	Text of ISO/IEC 21000-8 MPEG-21 Reference Software


8.10 Application formats 
8.10.1 Application Format Framework 

The following document was approved

	7069
	Draft PDTR ISO/IEC 23000-1


8.10.2 Music player Application Format 

The following documents were approved

	DoC on 23000-2:2005 FCD,  Music Player Application Format

	23000-2:2005 FDIS,  Music Player Application Format


8.10.3 Photo Player Application Format 

The following document was approved

	7093
	WD 1.0 of Photo Player Multimedia Application Format 


8.10.4 MPEG-21 Content Format 
8.11 Generic media technologies

8.11.1 Binary MPEG format for XML

The following documents were approved

	7250
	DoC on ISO/IEC 23001-1/CD 

	7251
	Text of ISO/IEC 23001-1/FCD 


8.12 Maintenance 
8.12.1 Systems coding standards
8.12.2 Video coding standards 

8.12.3 Audio coding standards 

8.12.4 Visual description coding standards 

8.12.5 Audio description coding standards 

8.12.6 MDS standards 
9 Liaison matters 

The following liaison statements were approved

	7178
	Liaison statement to the DMP

	7179
	Liaison statement to WG1 (JPSearch)

	7180
	Liaison statement to ITU-R SG.6

	7181
	Liaison statement to IETF MMUSIC

	7182
	Liaison statement to IEC TC100

	7183
	Liaison statement to DVB

	7184
	Liaison statement to NISO

	7185
	Liaison statement to SMPTE

	7186
	Liaison statement to ITU-T SG.9 (Multiview Video)

	7187
	Liaison statement to ITU-T SG.9 (AVC)

	7188
	Liaison statement to SC37

	7255
	Liaison statement to WG1 (ISO File Format)

	7260
	Liaison statement to 3GPP

	7261
	Liaison statement to OMA


10 Organisation of this meeting
10.1 Tasks for subgroups 
Tasks were assigned to achieve the goals of the work plan. The work item assigment was approved

	N7104
	Work item assignment


10.2 Joint meetings
The following joint meetings were held

	Groups
	What
	Where
	Day
	Time

	Vid, Tst
	3D-AV testing
	Vid
	Mon
	16:30-18:00

	Req, Mds, Sys
	DI Streaming
	Req
	Mon
	17:00-18:00

	Req, Snh, Sys
	AFX Profiling
	Snh
	Tue
	09:00-10:00

	Vid, Sys
	SVC Systems issues
	Vid
	Tue
	09:00-10:00

	Req, Vis, Mds, Aud
	MAF
	Req
	Tue
	10:00-11:00

	Req, Mds
	MPEG-21
	Req
	Tue
	11:00-13:00

	Req, Vid, Snh
	DS for Procedural Texture
	Snh
	Tue
	14:30-15:00

	Req, Aud, Mds
	Perceptual Descriptor
	Aud
	Tue
	17:00-18:00

	Aud, Vid, ISG
	Coding Tool Repository
	ISG
	Wed
	11:00-12:00

	Req, Sys
	Font format & Laser profiling
	Req
	Wed
	12:00-13:00

	Mds, Sys
	ASBC
	Mds
	Wed
	14:00-14:30

	Int, Mds
	M21 Conformance & Ref SW
	Mds
	Wed
	15:00-16:00

	Vid, ISG
	DCT & IDCT
	Vid
	Wed
	18:00-18:30

	Req, Vid, Aud, Mds, Sys
	MPEG-7
	Req
	Thu
	09:00-10:30

	Req, Snh, Sys
	AFX profiling
	Snh
	Thu
	12:00-13:00

	Snh, Sys
	GFX
	Snh
	Thu
	14:00-15:00

	Vid, Req
	3DAV and Colour Space
	Vid
	Thu
	15:00-16:30

	Req, Mds, Sys
	Binarisation
	Req
	Thu
	10:30-11:30

	Sys, Aud
	M3W
	Aud
	Thu
	10:30-11:30


11 Administrative matters 

11.1 Schedule of future MPEG meetings
The following meeting schedule was approved

	Meeting
	City
	Country
	yy
	mm
	dd

	72nd 
	Busan
	KR
	05
	04
	18-22

	73rd 
	Poznań
	PL
	05
	07
	25-29

	74th 
	Nice
	FR
	05
	10
	17-21

	75th 
	Bangkok
	TH
	06
	01
	16-20

	76th 
	?
	?
	06
	04
	03-07

	77th 
	Klagenfurt
	AT
	06
	07
	17-21

	78th
	Hangzhou
	CN
	06
	10
	23-27


11.2 Promotional activities 
The following documents were approved

	7154
	MPEG Audio Codecs History and Tools

	7144
	UMusic High-Quality Audio Database

	7056
	Busan press release


12 Planning of future activities 

The following ad hoc groups were established

	7176
	AHG on AFX documents, CEs, and software

	7258
	AHG on MPEG File Formats

	7259
	AHG on MPEG Multimedia Middleware

	7257
	AHG on Scene Representation

	7256
	AHG on XML Structure Binarization and Streaming

	7112
	AHG on 3DAV Coding

	7158
	AHG on Audio Standards Maintenance

	7076
	AHG on Color Spaces

	7078
	AHG on Content-based Search Framework

	7111
	AHG on Description Tools for MPEG-7 New Visual Extensions

	7074
	AHG on DI Streaming

	7114
	AHG on Exploration in Wavelet Video Coding

	7163
	AHG On Exploration of Scalable Audio and Speech Coding

	7077
	AHG on Font Format

	7223
	AhG on Functional Granularity of DII

	7192
	AHG on Liaison with WG1 (JPEG)

	7073
	AHG on MAFs

	7109
	AHG on Maintenance of MPEG-4 Visual related Documents, Reference Software and Conformance

	7110
	AHG on Maintenance of MPEG-7 Visual related Documents and Reference Software

	7224
	AHG on MPEG-21 DIA

	7222
	AHG on MPEG-21 DIP

	7225
	AhG on MPEG-21 Event Reporting

	7226
	AHG on MPEG‑21 Fragment Identifiers

	7161
	AHG on MPEG-4 Lossless Audio Coding

	7123
	AHG on MPEG-4 Part 9: Reference Hardware Description Phase 1 and 2.

	7159
	AHG on MPEG-7 Audio

	7177
	AHG on MPEG-J Graphics Framework eXtensions

	7115
	AHG on Organization of Workshop on Future Directions in Video Compression

	7227
	AHG on RDD Implementation Issues

	7075
	AHG on REL Profiling

	7160
	AHG on Spatial Audio Coding

	7162
	AHG on Symbolic Music Representation

	7113
	AHG on Video Coding Tools Repository

	7108
	AHG on Video IDCT Specification 


13 Resolutions of this meeting 

These were approved
14 A.O.B 

There was no other business
15 Closing

The meeting closed at 22:25 with thanks to the hosting organisation.
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16 MPEG-4

16.1 MPEG-4 AFX Profiling (joint with the SNHC and Systems subgroups)

11922  Proposal of AFX Profile - Simple 3D Compression Profiles, Mahnjin Han, Jeong-Hwan Ahn, Tae-Joon Park, on behalf of Mobile 3D Standardization Forum in Korea

This meeting addressed the issue of integrating AFX tools in the MPEG-4 profiling framework in order clear interoperability points are provide to the industry. First, it was reaffirmed that profiles and levels are essential to provide interoperability at acceptable complexity for all application domains. It was also reminded that MPEG-4 considers 7 profiling dimensions: Visual, Audio, Graphics, Scene graph, Object descriptor, MPEG-J and Text. 

Following the discussions started at the last meeting and the proposal made in m11922 which shows that there is support by industry, it was agreed to: 

· Create of a new Profile Dimension called 3D Compression

· Create the necessary 3D Compression Object Types, Profiles and Levels, notably the Simple 3D Compression profile including SNHC tools related to 3D compression and also AFX tools as defined in N7062. 

The 3D Compression Object Types, Profiles and Levels can be used in a stand alone stream or fitted in the MPEG-4 Architecture. It is expected that the object types, profiles and levels included in the MPEG-2/4 Profiles under Consideration document (N7062) may further progress in terms of specification at the next meeting.

16.2 MPEG-4 Laser (joint with Systems)

11945  LaseR Profiling, Jean-Claude Dufourd, Olivier Avaro

During the week, there were two major issues related to Laser:

· Requirements – Regarding Laser Requirements, the requirements in the existing Laser Requirements document were reviewed and new requirements added. All changes have been made by consensus reaching a much better document. A new version of the Laser Requirements document has been issued (N7072). 

· Profiling – Following the presentation of m11945, it was decided to create to Laser profiles (Mini and Full) in the context of the Scene Graph profiling dimension; these profiles were included in the MPEG-2/4 Profiles under Consideration document (N7062). The Laser Mini profile provides basic functionalities mapping the SVG 1.2 specification. In order to progress as fast as possible at the next meeting with the specification of Laser profiles, the Requirements subgroup issued a resolution asking NBs to express their opinion on the progress of these profiles at next meeting.
16.3 Font Format Representation (joint with Systems)

Regarding this issue, it was decided to create an AHG with the task to produce a document which should contain a proposed draft of an ISO standard based on the OpenType specification 1.4 with endorsement by the copyright holders by 2005-06-01. The AHG should also review ISO/IEC 14496-18 which already references OpenType 1.4 as an external reference to ensure it contains the proper references in a future update, and provide MPEG with a development plan on how to progress the specification within MPEG.

17 MPEG-7 

Perceptual Audio Descriptors (joint with Audio)

12021 Use-Cases for Perceptual Attributes for Commercial Music

12024 Draft for evaluation procedures for Perceptual Attribute descriptors

Following the discussion at the last meeting, which led to the inclusion on a new requirement in the MPEG-7 Requirements document, addressing Perceptual Audio Attributes, it was concluded that the following actions should be pursued:
· Confirm industry support for the provided functionality

· Check relation and integration with existing MPEG-7 tools, notably the Affective DS

· Evaluate performance through core experiments

Procedural Texture DS (joint with MDS, Systems, Video, Audio)

11953    ProceduralTexture Description Scheme, Alberto Castillo, Francisco Morán, José M. Martínez, Michael Steliaros

This document proposes a ProceduralTexture DS which describes a procedural texture by extending the StillRegion DS using a set of data to specify the perceptual characterization of a texture in terms of a fractal “plasma”. The proposal is based on the ProceduralTexture node from MPEG-4 Part 11. It was concluded that the following actions should be pursued: 

· Confirm need and industry support for the provided functionality

· Evaluate performance through core experiments 
MPEG-7 Joint (joint with MDS, Systems, Video, Audio)

11969  A Proposal for Media Albuming Hints Description, Sang-Kyun Kim, Seungji Yang, Yong Man Ro, Ji-Yeun Kim

Regarding this contribution, it was agreed that it provides a desired functionality which can already be provided with existing MPEG-7 tools. In order for this new tool to be included in the MPEG-7 specification, it is essential that evidence is brought showing advantages notably that:

· It can provide the functionality with significant additional performance   

· It can provide the functionality with much less complexity.

11901 Content-based Search Framework, Wo Chang

This contribution proposed a so-called Content-based Search Framework. Following the discussion, it was decided to create an AHG with the tasks to define the objectives and architecture for the content-based search framework, to identify essential modules for the content-based search framework, and to explore and define standard interfaces between those modules.  
11809  AHG on JPSearch Liaison for JPSearch Project

This document reports the activities regarding the liaison of MPEG with JPEG on the JPSearch project. JPEG declares as highly possible to adopt MPEG-7 as their metadata of choice in JPSearch after clarification regarding MPEG-7 IPR conditions. JPSearch targets the standardization of “technologies associated with an image searching system. The standard, which will include multiple parts, is expected to cover many different parts of that entire system, focusing on the interchange of data between components of the system.”

11874 MPEG-7: a Contribution to Understand the Present and Plan the Future, Fernando Pereira  
The purpose of this contribution was stated to be creating a discussion on the current status quo of the MPEG-7 standard and try to identify actions which may improve its adoption by the industry Reviewing of MPEG-7 exploitation status. The contribution identified blockages to the adoption of the MPEG-7 standard which were classified as strategic, technical, and licensing. Also opportunities for the adoption of the MPEG-7 standard were identified, notably MAFs, converging services. The discussion was very lively and positive and some relevant issues were mentioned, notably:

· Need to address end-to-end services and description of services

· Understand the needs of the Korean DMB system case which seems to be a great opportunity for the deployment of MPEG-7 

· Need to make the Call for Patents by profile and not for the full specification at once
18 MPEG-21

MPEG-21 Requirements (joint with MDS)

11837  Functional Granularity of Digital Item Identifiers, Niels Rump, Chris Barlas, Jeroen Bekaert, Herbert Van de Sompel
This contribution proposed a new requirement on Digital Item Declaration. By consensus, the requirement “MPEG-21 shall support conveying the URI-reference of the DIDL (XML) document in the DIDL (XML) document” has been included in the new MPEG-21 Requirements document (N7063).
11943 URI-reference of a DIDL document, Jeroen Bekaert, Thomas DeMartini, Niels Rump, Chris Barlas, Herbert Van de Sompel, Rik Van de Walle
This contribution proposed a new requirement on Digital Item Identification. By consensus, the requirement “MPEG-21 shall support varying levels of granularity with respect to DI identification” has been included in the new MPEG-21 Requirements document (N7063).
REL Profiling (joint with MDS)

11843  A Proposed MPEG-21 REL Solution for Mobile DRM Systems, Xin Wang, Manuel Ham, Mai Nguyen, Brad Gandee

This contribution proposed a so-called Mobile REL profile adequate for constrained complexity devices. The proposal improves the description of the Mobile REL profile already included in the MPEG-21 Profiles under Consideration document from the Palma meeting. Based on this contribution, it was decide to update the MPEG-21 Profiles under Consideration document and issue a new version (N7064). It was also agreed to find a better name for this profile since the current proposed name is misleading in the sense that it may give the idea that the profile is only adequate for mobile devices which is not the case. An AHG was created with one of the mandates targeting further work on this profile. It is worthwhile to mention that in a liaison letter, DMP informed MPEG to have adopted this profile for its specifications. 

11893  A subset of MPEG-21 REL for interoperability with OMA DRM v2.0, Jaime Delgado, Jose Prados, Eva Rodriguez

This contribution reports on ongoing work targeting the possible definition of a MPEG-21 REL profile matching OMA DRM v.2 specification, targeting easy conversion between the two REL specifications. No profile has been explicitly proposed. It was agreed to study in the AHG the relation with the Mobile REL profile and decide at the next meeting on the proposal or not of a new profile for the MPEG-21 Profiles under Consideration document.
RDD (joint with MDS)

11875  Issues Regarding the Practical Implementation of the RDD, Marc Gauvin, Jaime Delgado, Roberto Garcia, Eva Rodriguez

11962  Spanish NB Contribution: Problems with the implementation of the MPEG-21 Rights Data Dictionary

These contributions follow the discussions at the last meeting on possible term inconsistencies and circularities in the RDD specification for which there is no agreement. The discussion was centered on some use cases which should show the claimed problems but there was still no agreement, not even in the existence of any problems. It was decided to work towards better identifying the possible problems and propose alternative solutions. Since this is mostly a technical issue, an AHG was created under MDS to accommodate the activities targeting the clarification of all issues involved.
DIA (joint with MDS)

11928  Proposed amendments to ISO/IEC 21000-7 DIA, Joseph Thomas-Kerr (CRC-SIT UoW), Ian Burnett (UoW)

This contribution reviewed the MPEG-21 DIA specification related to BSDL at the light of the corresponding requirements. Based on the requirements, this contribution proposes some amendments to the BSDL specification which are to be technically addressed in the MDS subgroup.
DI Streaming Requirements (joint with MDS and Systems)

11781  AHG on Digital Item Streaming, Sylvain Devillers, Ian Burnett

This contribution reports the activities and conclusions of the AHG on DI Streaming, specially the outcome in terms of revising the Requirements document from last meeting. To further improve the DI Streaming Requirements document during the week, a BoG was created under the responsibility of Sylvain Devillers. The BoG met many times and, by the end of the week, the people involved was able to produce a much cleaner and fully consensual document, including not only the requirements but also some use cases and relevant terminology (N7065). Based on this achievement, it was decided to issue a Call for Proposals on DI Streaming with evaluation in the week end before the next MPEG meeting (N7066). To help in the evaluation process, a document with Evaluation Criteria and Procedures for DI Streaming was also created (N7060).
11927  Study of existing technologies for Digital Item Streaming, Joseph Thomas-Kerr (CRC-SIT UoW), Ian Burnett (UoW)

This contribution makes a review of various technologies at the light of the DI Streaming requirements from the last meeting. No specific action had to be taken regarding this contribution; it may lead to a response to the Call for Proposals on DI Streaming released at this meeting.
Requirements on XML Fragment Requests (joint with MDS and Systems)

11926  FRUs - Requirements for Fragment Request Units and Suggested Text, Stephen Davis, Ian Burnett

This contribution addressed mechanisms for a User to request fragments of a remotely-located XML document. Based on this contribution, it was decided to create a draft requirements document after the requirements have been agreed by consensus (N7067).  The decision regarding where to fit this work in terms of specification will be taken at the next meeting.

19 MPEG-A 

11780  AHG on MAF Development, Klaus Diepold, Wo Chang

This contribution reported the activities developed in the context of AHG on MAF development since the last MPEG meeting. Most the activity has been related to the preparation of a draft White Paper on MAFs which should serve to present the MAF concept to newcomers and outside MPEG.

11980  
White Paper on MPEG-A, Klaus Diepold

This contribution included the result of the work in the AHG targeting the preparation of a White Paper on MAFs to be used to market the concept of MAFs, inside and outside MPEG. During the week, this initial document has been improved and a final paper has been released at the end of the week (N7068). Special thanks for this work are due to Klaus Diepold. In relation to this activity, also a draft PDTR for MPEG-A Part 1 called Purpose for Multimedia Application Formats was released (N7069).

11791  
AHG on Image Player MAF, M. Bober, A. Yamada, S. K. Kim

This contribution reported the activities developed in the AHG on the Image Player MAF, also called Photo Album MAF, since last MPEG meeting. Basically, no activity had happened.

12048  Application Scenarios and Derived Requirements for Protected Music Player MAF with Low Complexity DRM Extensions, Stefan Kraegeloh, Harald Fuchs

This contribution details the application scenarios and requirements for a MAF under consideration, the so-called Protected Music Player MAF. This document proposes two extensions to the Music Player MAF (which correspond to MPEG-A Part 2 and which go to FDIS at this meeting): 1) the first extension basically adds to the Music Player MAF encryption capabilities and AES is proposed as the (external) encryption solution to adopt; 2) the second extension adds to the first extension some licensing capabilities using the MPEG-21 REL specification. Following the intense discussion, it was agreed to update the MAFs under Consideration document (N7070) and the Audio Subgroup took the task to prepare a document with a more detailed specification of these proposed MAFs in order a more detailed analysis could be made. It was expected that this document would be presented to the relevant MPEG subgroups, notably Requirements and MDS. A major issue for this MAF is also the evidence of support by industry.

12046  Information about cryptographic algorithms suitable for protecting MPEG encoded content, Birgit Bartel-Kurz, Stefan Kraegeloh

This contribution brings supporting information on the encryption solution to adopt in the first extension of the Music Player MAF proposed in contribution 12048. While there was large agreement that AES is a good solution, no agreement was reached on the usage of a single or two key lengths.

11904 Proposal for super-distribution MAF, Zvi Lifshitz, The TIRAMISU IST project

This contribution brings a more detailed and complete description of a MAF already under consideration; following this contribution, it was agreed to update the MAFs under Consideration document (N7070). Besides the technical proposals made which need further motivation and precision, the industrial support for this MAF was discussed; more information is expected at the next meeting regarding this issue since this information is essential to have an idea about the eventual manpower available to prepare the technical specification and the corresponding reference software.

20 MPEG-B

Although, no contributions related to MPEG-B (ISO/IEC01) was discussed along the week, several discussion regarding MPEG-B were raised. Following discussion also at the chairs meetings, it was agreed that MPEG-B specifies generic media tools which can be useful across MPEG standards, e.g. binarisation of XML-based descriptions. MPEG-B Part 1 will include the BIM specification coming from MPEG-7 Systems.

21 Explorations 

21.1 Multi-view Video Coding (joint with Video)

11885  Proposal to extend the 3DAV CfP for stereoscopic applications, Fons Bruls  

11919  Requirements of Multi-view video coding for 3DTV and Free viewpoint TV, Hideaki Kimata, Masaki Kitahara

12078  Comments on Requirements for Multiview Video Coding, Anthony Vetro, Emin Martinian, Jun Xin

12030  Comments on Input and Output Format of MVC, 
Toshiaki Fujii, Masayuki Tanimoto

11915   Insertion of camera parameters-related flags into MVC bitstream, Yung-Lyul Lee and Yung-Ki Lee

Following the above contributions, the Multiview Video Coding Requirements document has been revised and a new version released (N7071). Considering the stability of the requirements and the advanced stage of the evaluation process which is rather complex in this case, it was decided to release a Preliminary Call for Proposals. In order the marketing value of the addressed technology is well documented, it was decided to create a Draft document on Exploitation Perspectives of Multiview Video Coding; this document addresses the exploitation perspectives of this technology by listing relevant applications, services, products, etc. which may take advantage of an MPEG standard in this technical area.
21.2 New Colour Spaces (joint with Video)

11783  AHG on Colour Spaces, Teruhiko Suzuki

11995  Study of extended gamut color space for MPEG video, Teruhiko Suzuki  

These contributions regard the request to consider in MPEG specifications of the extended gamut colour space for consumer applications under definition by IEC TC100. To address this request, an AHG was set up (continuing the AHG from last meeting) with the tasks 

1.
To study new extended-gamut colour space in IEC TC100 (IEC 61966-2-4)

2.
To study requirements for new colour spaces in MPEG standards

3.
To investigate other relevant colour spaces

4.
To study solutions to support new colour spaces

5.
To study further work plan on this activity

22 Various 

Since Rob Koenen who has been the chair of the Requirements subgroup is stepping down, the Requirements subgroup wishes to thank Rob Koenen for his outstanding dedication to the MPEG cause and for the essential guidance that he has given to the MPEG requirements work for many years.
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23 Overview
The main outputs of the meeting from the Systems Sub-group perspective are:

	No.
	Title
	TBP
	Available

	X
	13818-1 :2000/Cor.4 FlexMux Code Point
	
	

	7228
	Text of ISO/IEC 13818-1:2000/DCOR4
	No
	05/04/22

	X
	14496-1 :2004/Amd.1 Text Profile Descriptor
	
	

	7229
	Text of ISO/IEC 14496-1:2004/FDAM1
	No
	05/04/22

	X
	14496-11 :2004/Cor.3
	
	

	7230
	Text of ISO/IEC 14496-11:2004/COR3 AudioBiFS Corrections
	No
	05/04/22

	7231
	Text of ISO/IEC 14496-11:2004/DCOR4 Node Coding Table Cor.
	No
	05/04/22

	X
	14496-12 ISO File Format
	
	

	7232
	Text of ISO/IEC 14496-12:2004/COR1  on File-type Box
	No
	05/04/22

	7233
	WD1.0 of ISO/IEC 14496-12/COR2
	No
	05/04/22

	X
	14496-15 AVC File Format
	
	

	7234
	DoC on ISO/IEC 14496-15/PDAM1
	No
	05/04/22

	7235
	Text of ISO/IEC 14496-15/FPDAM1 Support for FREXT
	No
	05/04/22

	7236
	WD1.0 of ISO/IEC 14496-15/COR1
	No
	05/04/22

	7237
	Outline of the SVC File Format Specification
	No
	05/04/22

	X
	14496-20 LASeR
	
	

	7238
	Draft DoC on ISO/IEC 14496-20/FCD
	No
	05/04/22

	7239
	Study Text of ISO/IEC 14496-20/FCD
	Yes
	05/04/22

	7240
	TuC for ISO/IEC 14496-20
	No
	05/04/22

	X
	15938-1 Systems
	
	

	7241
	DoC on ISO/IEC 15938-1/PDAM2
	No
	05/04/22

	7242
	Text of ISO/IEC 15938-1/FPDAM2
	No
	05/04/29

	7243
	Core Experiments for Systems Extensions
	No
	05/04/22

	7244
	MPEG-7 Systems reference software workplan
	No
	05/04/22

	7245
	Text of ISO/IEC 15938-1/DCOR2
	No
	05/04/22

	X
	21000-16 MPEG-21 Binary Format
	
	

	7246
	DoC on ISO/IEC 21000-16/FCD
	No
	05/04/22

	7247
	Text of ISO/IEC 21000-16/FDIS
	No
	05/04/22

	X
	23001-1 MPEG-B
	
	

	7248
	Use of BiM Across MPEG Standards
	No
	05/04/22

	7249
	DoC on New Project Proposal on XML Binarization
	No
	05/04/22

	7250
	DoC on ISO/IEC 23001-1/CD 
	No
	05/04/22

	7251
	Text of ISO/IEC 23001-1/FCD 
	No
	05/04/22

	X
	MPEG MultiMedia Middleware
	
	

	7252
	Evaluation report on submission to M3W Call for Proposal
	No
	05/04/22

	7253
	Extended Call for Proposal on M3W
	Yes
	05/04/22

	7254
	WD1.0 of MPEG Multimedia Middleware
	No
	05/05/22


24 General issues

24.1 General

The meeting report from Hong-Kong has been approved.

Decision to publish a new edition of ISO/IEC 13898-1 (MPEG-2 Systems).

24.2 List of standards under development

	Pr
	Pt
	Edit.
	Project
	Description
	CfP
	WD
	CD
	FCD
	FDIS

	2
	1
	2000
	Cor.4
	M4Mux Code Point
	
	
	05/04
	
	05/07

	2
	1
	2005
	3rd Ed.
	MPEG-2 Systems
	
	05/07
	
	
	05/10

	4
	11
	200x
	Cor.4
	Node coding table
	
	
	05/04
	
	05/07

	4
	12
	2005
	Cor.2
	Miscellanea
	
	05/04
	05/07
	
	05/10

	4
	15
	2004
	Amd.1
	Support for FREXT
	
	04/10
	05/01
	05/04
	05/10

	4
	15
	2004
	Cor.1
	AVC File Format
	
	05/04
	05/07
	
	05/10

	4
	17
	2003
	1st Ed.
	Streaming Text Format
	
	03/03
	03/07
	03/12
	05/07

	4
	20
	2004
	1st Ed.
	Lightweight Application Scene
	04/03
	
	04/07
	04/10
	05/07

	7
	1
	2004
	Amd.2
	BiM Extension
	
	04/10
	05/01
	05/04
	05/10

	7
	1
	2005
	Cor.2
	BiM Correction
	
	
	05/04
	
	05/07

	B
	1
	200x
	1st Ed.
	Binary Format
	
	
	05/01
	05/04
	05/10

	X
	1
	200x
	1st Ed.
	MPEG Muldimedia Middleware
	05/01
	05/04
	05/07
	05/10
	06/03


24.3 Standing Documents

	Pr
	Pt
	Documents
	No.
	Meeting

	4
	13
	MPEG IPMP Extensions Overview
	N6338
	04/03 München

	4
	20
	Presentation Material on LASER
	N6969
	05/01 Hong-Kong

	21
	xx
	MPEG Multimedia Middleware Context and Objectives
	N6335
	04/03 München


24.4 Mailing Lists Reminder

	Topic
	Information
	Kindly  Managed by

	General Systems List
	Liste Reflector : gen-sys@lists.uni-klu.ac.at
List-Subscribe:

http://lists.uni-klu.ac.at/mailman/listinfo/gen-sys
mailto:gen-sys-request@lists.uni-klu.ac.at?subject=subscribe
List-Archive: http://lists.uni-klu.ac.at/pipermail/gen-sys
List-Help: mailto:gen-sys-request@lists.uni-klu.ac.at?subject=help
	University of Klagenfurt

	BinXML
	Liste Reflector : mpeg7-sys@lists.uni-klu.ac.at
List-Subscribe:

http://lists.uni-klu.ac.at/mailman/listinfo/mpeg7-sys
mailto:mpeg7-sys-request@lists.uni-klu.ac.at?subject=subscribe
List-Archive: http://lists.uni-klu.ac.at/pipermail/mpeg7-sys
List-Help: mailto:mpeg7-sys-request@lists.uni-klu.ac.at?subject=help
	University of Klagenfurt

	File Format
	Liste Reflector : mp4-sys@lists.uni-klu.ac.at
List-Subscribe:

http://lists.uni-klu.ac.at/mailman/listinfo/mp4-sys
mailto:mp4-sys-request@lists.uni-klu.ac.at?subject=subscribe
List-Archive: http://lists.uni-klu.ac.at/pipermail/mp4-sys
List-Help: mailto:mp4-sys-request@lists.uni-klu.ac.at?subject=help
	University of Klagenfurt

	LASeR
	Liste Reflector : mpeg-laser@lists.uni-klu.ac.at
List-Subscribe:

http://lists.uni-klu.ac.at/mailman/listinfo/mpeg-laser
mailto:mpeg-laser-request@lists.uni-klu.ac.at?subject=subscribe
List-Archive: http://lists.uni-klu.ac.at/pipermail/mpeg-laser
List-Help: mailto:mpeg-laser-request@lists.uni-klu.ac.at?subject=help
	University of Klagenfurt


24.5 Demonstrations

None.
24.6 FAQ

The FAQ were updated as needed.

24.7 AOB

None.

25 MPEG-2 Systems (13818-1)  

25.1 MPEG-2 Exploratory Activities

25.1.1 Topics

None.
26 MPEG-2 Systems (13818-1)  
26.1 13818-1:2000 Cor.4

None.
Technical Work in Progress.
26.2 13818-1:200x 3rd Edition

None.
Technical Work in Progress.
27 MPEG-4 Systems (14496-1)  

27.1 14496-1:2003 Amd.1

M11830: Summary of Voting on ISO/IEC 14496-1:2004/FPDAM 1. No comment. Document promoted to final stage.
Technical Work finalized.
28 MPEG-4 Scene Description (14496-11)  

28.1 14496-11:2005 Cor.1

28.1.1 Topics

1. Items for Correction on AudioBIFS

28.1.2 Contributions

M11862: Summary of Voting on ISO/IEC 14496-11/DCOR 3. . No comment. Document promoted to final stage.
Technical Work Finalized.
28.2 14496-11:2005 Cor.2

28.2.1 Topics

1. Node Coding Table
28.2.2 Contributions

None.
Technical Work in Progress.
29 ISO File Format(14496-12)  

29.1 14496-12/Cor.1

29.1.1 Topics

1. Correction on File Type Box
29.1.2 Contributions
M11819
: Summary of Voting on ISO/IEC 14496-12:2004/DCOR 1 & ISO/IEC 15444-12:2004/DCOR 1 [SC 29 N6528] SC 29 Secretariat

M11827
: Late Vote on ISO/IEC 14496-12/DCOR 1 & 15444-12/DCOR 1 SC 29 Secretariat.
These two documents contain approvals only for this corrigendum.  No action was needed.

M11863: Summary of Voting on ISO/IEC 14496-15:2004/PDAM 1 SC 29 Secretariat — NB voting not yet closed, does not exist, only one comment, see USNB L440, which is accepted.

This document does not yet exist;  in the preliminary summary of voting, there is only one comment (from the USNB) which is accepted.  If no new comments arrive, then the editors and secretariat should progress the amendment with this comment taken into account.

M12054
Corrigenda items to ISO base media file format. Ye-Kui Wang. Output document:  Draft of Corrigendum to 14496-12/15444-12
Technical Work Finalized.
29.2 14496-12/Cor.2

29.2.1 Topics

1. Miscellanea
29.2.2 Contributions
Technical Work in Progress.
30 MPEG-4 AVC File Format (14496-15)  

30.1 14496-15:2004 Amd.1

30.1.1 Topics

1. Support for FREXT

30.1.2 Contributions
M12043: ISO/MP4 File Format for Storage of Scalable Video. Thomas Rathgen. Peter Amon. Andreas Hutter

M12057: Storage of scalability information in file format. Ye-Kui Wang, Miska M. Hannuksela

M12062: Proposal to support the storage of SVC streams in the AVC File Format.Mohammed Z Visharam, Ali Tabatabai.
These three documents received extensive discussion both here and in the joint session with the video group (for which see the video minutes).  First we considered the requirements in W6880 and made comments on them:

Requirement 1: The file format should support maintaining the maximum scalability flexibility (easy addressability of all possible “scalability subsets”).

Example: In some application cases the full adaptation flexibility must be preserved along the transmission path. In other applications a layered representation of the transmitted bitstream provides simpler adaptation mechanisms (e.g. on a network node). 

Comments:  Not all the proposals support FGS and ROI scalability (partly because these are still being developed), but further work on them might.  We need contributions on the level of support that is appropriate in the file format for FGS and ROI, and then contributions that show how to provide that support (if any).

Requirement 2: The file format should support both the efficient transmission of fully scalable SVC stream as well as the efficient mapping from a fully scalable representation to a layered representation (e.g. hierarchical hint tracks).

Note: The term ‘fully scalable representation’ refers to a description of multi-dimensional scalability points of the scalable video format, where all scalability axes (temporal, spatial, SNR) are accessible independently of each other, preserving maximum scalability flexibility (combined scalability) of the scalable video format. The term ‘layered representation’ refers to a description of a pre-defined sub-set of scalability points on a one-dimensional extraction/adaptation path.

Comments:  No proposals currently explicitly address hinting, the formation of multiple hint tracks for scalability, possible hint track extensions to support scalability, or the labeling of hint tracks to declare what layers etc. they contain.  Hinting is, of course, not required for transmission, and it is possible to construct delivery systems that do not require hint tracks.  Contributions on the transformation of file format data to streams, and that interaction with adaptation, might help clarify this area.  

There are at least partial solutions in some of the contributions, but some verification may be appropriate.

Requirement 3: The file format should be backward compatible with the AVC file format.

Example: It should be possible to access and to decode the AVC compatible base layer without knowing about the file format extensions for SVC.

Comments:  All proposals intend to achieve this.  Some verification may be appropriate.  We read this as meaning that a ‘classic’ AVC reader can read the track.  There is some concern that if all the data is within one track (stream), the AVC reader will ‘see’ all access units, some of which might contain no base-layer data.  Similarly the overall declarations on the track (e.g. its width and height) would have to be backwards-compatible (i.e. describe the base layer).  There is possibly a difference between structurally compatible and functionally compatible.

Requirement 4: The file format should support efficient extraction of the desired portion from the SVC bitstream (“linear storage”).

Example: When accessing a scalable media file, probably a large amount of the data in the file is not necessary for the desired quality. Unnecessary read operations should be kept at a minimum.

Comments:  The current approach of all contributions is to store all the data in one track (stream), so declarative data might help readers skip un-needed data.  However, this is at best on an AU-by-AU, NALu-by-NALu basis, and may not be very efficient.  Certainly any reader that reads whole samples (AUs) or chunks from the track would read all data for all layers.

The group decided to form an outline of the desired specification text, without any body text.  We recognize that much of the text in the three contributions is suitable for use in the body and welcome contributions based on the supplied outline, that build on these contributions, synthesizing from them, to make a working draft.  We expect to adopt a WD at the next meeting, and to decide whether the SVC file format is a new part or an amendment to 14496-15 (AVC File Format) (or something else). We also recognize that the high-level SVC syntax (e.g. of NAL Unit headers) is still under discussion and this impacts our work. (Note that there are also comments on these contributions in the video report as a result of the joint session.) 

Output document:  Skeleton of SVC File Format specification
Other AVC File Format Issues

M12059: Storage of AVC buffering parameters in AVC file format. Ye-Kui Wang. Miska M. Hannuksela

Held over to next meeting to manage with the SVC file format, if that is an amendment.  Align with 3GPP so we don’t have two slightly different ways to do the same thing in the industry.
Technical Work in Progress.
30.2 14496-15:2004/Cor.1

30.2.1 Topics

1. Miscellanea
30.2.2 Contributions
M12055: Corrigenda items to AVC file format. Ye-Kui Wang. Miska M. Hannuksela. David Singe. Most of these corrigendum items were accepted.  The editor was asked to make a study of corrigendum as an output document, request corrigendums for both documents.  Experts are asked to contribute any other corrigendum items at the next meeting, when DCORs are expected to be produced.

Technical Work in Progress.
31 Streaming Text (14496-17)  

31.1.1 Topics

1. Coded Representation of Text Stream.

31.1.2 Contributions

None.
Technical Work in Progress.
32 Font Compression and Streaming (14496-18) 

32.1 Exploratory Activities

32.1.1 Topics

1. OpenType Standardization

32.1.2 Contributions

Joint with Requirements: Recommendation that the work on this subject continue to be carried out within the AdHoc Group on Font Format.
Technical Work in Progress.
33 LASeR (14496-20)  

33.1.1 Topics

1. Lightweight Application Scene Representation

33.1.2 Contributions

M11774/M11745: Late contributions to Hong Kong on LASeR Requirements. The documents were presented and discussed. The LASeR requirements document was updated as a result of this discussion.

M11840: Summary of voting on LASeR and SAF FCD. The document was reviewed and dispositions were written for each comment, but for M11840de which is superseded by M12066. The dispositions are captured in document N7238.

M11854: Summary of items for discussions at the AHG meeting. This document was presented. The proposals were reformulated in later contributions.
M12103: this contribution was presented and discussed as part of the discussion on M11854.
M11900: Austrian NB comments on LASeR and SAF FCD. The document was reviewed and dispositions were written for each comment. The dispositions are captured in document N7238.

M11925: Analysis of Study of MPEG-4 LASeR FCD and Reference Software. The document was presented and discussed. It supported the creation of a smaller LASeR profile and was taken into account in the discussions of M11945 and the additions to Profiles under Considerations. It was decided to change the LASeR validation platform to MIDP2 + MMAPI instead of MIDP1.

M11944: Editor’s study of LASeR and SAF FCD. The document was reviewed and revised. The revised version has become the study of FCD N7239.

M11945: Profiling LASeR. The document was presented and discussed. The profile was added to the Profiles under Considerations in a joint meeting with the Requirements subgroup. The side proposal to add full screen mode and 90/180/270 rotations for video was accepted into the study of FCD N7239. A profile and level for SAF was discussed and postponed.

M11947: Proposal to differentiate local and global ids in LASeR. The proposal was presented and discussed. The proposal was inserted in the Technologies under Considerations document N7240.
M11948: On adding media control to LASeR. The document was presented and discussed. The proposal was accepted for inclusion into the study of FCD N7239.

M11949: Proposal to add a text scroller to LASeR. The proposal was presented and discussed. The proposal was inserted in the Technologies under Considerations document N7240.
M11950: Proposal on input device and activity in LASeR. The document was presented and discussed. The two proposals were inserted in the Technologies under Considerations document N7240.
M12032: On the usage of video in broadcast in LASeR. The document was presented. Requirements were extracted from the described use cases and added to the LASeR requirements in a joint meeting with Requirements subgroup. The technology was inserted in the Technologies under Considerations document N7240.

M12066: Revised GNB comments on LASeR and SAF FCD. The document was reviewed and dispositions were written for each comment. The dispositions are captured in document N7238.

M12069: Usage of LASeR content in MPEG-4 Systems environments. The document was presented and discussed. Selected items have been accepted to the study of FCD, others have been rejected. Some clarifications were made during the discussion:

· all streams share the same time base in SAF (sync-locked by default)

· SAF with LASeR = first packet is LASeR Header

· SAF without LASeR e.g. with audio and video = no meaning of scene time

· rendering of a SAF file is defined by either an embedded LASeR stream or by an invoking LASeR scene, and in the absence of any of those the behaviour is not defined in this specification. The presence of a LASeR stream in a SAF bitstream can be determined since the LASeRHeader must be in the first packet of the SAF bitstream. 

M12077: SAF fixes. The document explained that current problems come from conflicting requirements of SAF and SL. The proposal was accepted.

M12105: The document was reviewed and revised. The revised version has been integrated in the study of FCD N7239.

M12106: The document was reviewed and revised. The revised version has been integrated in the study of FCD N7239.

M11841: This contribution was extensively discussed during the AHG pre-meeting. The section on Composition was ignored because of the one-functionality-one-tool rule. The extensibility was discussed in another discussion. It was decided to byte-align all strings in the encoding, to add text to say that AU are supplied in decode order with CTS, to fix the wrong explanation about the extended way of expressing transform and add the text “If there is a need to update/animate a matrix, the player is going to assume it was create by scale x rotate x translation in order to try to extract the single coefficients and update/animate them”. It was also decided to extend color component length to 4 bits (instead of 3) to allow 16 bits per component, and for the cacheObject to change so that the url shall not include the protocol part, which may be irrelevant (use with FLUTE, broadcast, …). The use of RFC 3640 to stream LASeR is deemed suitable in meaningful use cases, and the group should define a configuration. There is a need to look at the complete picture: RTP is not OK for lots of static resources, but you would prefer HTTP for that anyway… Having the LASeRHeader encoded in Base64 in the SDP seems ok.

Reference software for LASeR and SAF: the schedule for delivery of LASeR reference software is: 6 weeks before Poznan for the codec, 4 weeks before Poznan for the rest of the software. 
Technical Work in Progress.
34 MPEG-7 Systems (15938-1)

34.1 15938-1/Amd.2
34.1.1 Topics

1. BiM Extension
34.1.2 Contributions
M11974: UKNB Comments on ISO/IEC 15938-1/PDAM 2. The comments have been reviewed and taken into account in to the disposition of comments.
M11864: Summary of Voting on ISO/IEC 15938-1:2002/PDAM 2. The summary of voting has been reviewed and a disposition of comments is provided.
Technical Work in Progress.
34.2 15938-1/Cor.2
34.2.1 Topics

2. BiM Correction
34.2.2 Contributions
M12065: List of items for a COR 2 of ISO/IEC 15938-1. The document has been reviewed and the issues listed have been analysed. The group decided to start a new corrigendum for MPEG-7 Systems.
Technical Work in Progress.
35 MPEG-21 File Format (21000-9)

Implementation Report

M12067: An implementation of the MPEG-21 File Format. Cyril Concolato. Philippe de Cuetos. Noted.
M12023: Support for Timed Metadata in the MPEG-21 File Format. Michael Ransburg  et al. This document, the concepts are good.  We should probably open amendments to both the ISO base media file format and the MPEG-21 file format at the next meeting, and contributions suggesting amendment text are welcome.  There were some minor details raised which can also be addressed (should the length be in the gBSD track or derived from the media, should the offset be zero for each sample, and so on).  There were questions about whether the I-frames need to be aligned.

M12027: Tools and Mechanisms Enabling Dynamic and Distributed Adaptation within the MPEG-21 Framework. Michael Ransburg et al. This document was welcomed and we feel the concepts are good.  The information was welcomed. 
36 MPEG-21 Binary Format (21000-16)

36.1 21000-16

36.1.1 Topics

1. Binarization of MPEG-21 Data

36.1.2 Contributions

M11849: Summary of Voting on ISO/IEC FCD 21000-16. The summary of voting has been reviewed and a disposition of comments is provided.
M11858: Report of CE on MPEG-21 Binary Format. This document describes a study of the BiM reference software and concludes this Core Experiments. The CE shows that some improvements are possible, detect minor bugs in the reference software.
Technical Work Finalized.
37 MPEG-B Binary Format (23000-1)

37.1 23000-1

37.1.1 Topics

1. BiM

37.1.2 Contributions

M11867:  Summary of Voting on ISO/IEC 23001 (NP MPEG-B). The summary of voting has been reviewed and a disposition of comments is provided.

M11868: Summary of Voting on ISO/IEC CD 23001-1. The summary of voting has been reviewed and a disposition of comments is provided.
M12025: Performance Evaluation of Application Specific Binary Coding (ASBC) for  MPEG-21 Descriptors. This document describes a specific technology to improve compression of MPEG-21 Digital Item Description. Thi technology will be evaluated on a core experiment and compared to current available BiM technology.

Technical Work in Progress.
38 MPEG-X Multimédia Middleware

38.1 Multimedia Middleware

38.1.1 Topics

1. MPEG Multimedia Middleware

38.1.2 Contributions

M11846, M11847, M11871, M11987: Submissions to the M3W call for proposals. Cf.Evaluation report on submission to M3W CfP (N7252). Extension of the Call for Proposal and creation of a WD1.0 of M3W.

Technical Work in Progress.
39 Joint Meetings and Exploration

MPEG Digital Items Streaming

A Break-out-Group was established by the Requirements sub-group to achieve a stable set of requirements for Digital Item Streaming, define the terminology and collect use cases. The BoG also reviewed the following two contributions:

M12041: MPEG-21 Streaming Instructions for XML documents Sylvain Devillers, Alexandre Cotarmanac'h, France Telecom R&D.
M12004: Streaming Instructions for Distributed Media Adaptation Michael Ransburg, Christian Timmerer, Hermann Hellwagner, University of Klagenfurt

M11927: Study of existing technologies for Digital Item Streaming. Noted.
Both solutions propose a technical solution for fragmenting an XML document for streamed delivery and processing, and assigning time information to the fragments. Both solutions are also meant to be encoding-independent. Additionnaly, M12004 proposes to use a gBSD to provide hints for streaming the described media bitstream. In particular, the gBSDUnits are enriched with attributes indicating the CTS and DTS of the corresponding media AU.

It is expected that proponents will further develop their solutions and submit new contributions to the Call for Proposals for Digital Item Streaming at the 73rd MPEG Meeting.

40 Latest References and Publication Status

	Pr
	Pt
	Standard
	No.
	Issue
	Status
	Doc. with
	Purpose
	ISO Award

	2
	1
	ISO/IEC 13818-1/Amd.7
	
	
	Published 
	2000/12
	
	Done

	2
	1
	ISO/IEC 13818-1:2000 (MPEG-2 Systems 2nd Edition)
	
	00/12
	Published 
	2000/12
	
	Proposed

	2
	1
	ISO/IEC 13818-1:2000/COR1 (FlexMux Descr.)
	N3844
	01/01 Pisa
	Published 
	2002/03
	
	N/A

	2
	1
	ISO/IEC 13818-1:2000/COR2 (FlexMuxTiming_ descriptor)
	N4404
	01/12 Pattaya
	Published
	2002/12
	
	N/A

	2
	1
	ISO/IEC 13818-1:2000/Amd.1 (Metadata on 2) & COR1 on Amd.1
	N5867
	03/07 Trondheim
	Published 
	2003/12
	
	Proposed

	2
	1
	ISO/IEC 13818-1:2000/Amd.2 (Support for IPMP on 2)
	N5604
	03/03 Pattaya
	Published
	2004/03
	
	N/A

	2
	1
	ISO/IEC 13818-1:2000/Amd.3 (AVC Carriage on MPEG-2)
	N5771
	03/07 Trondheim
	Published
	XXXX
	
	Proposed

	2
	1
	ISO/IEC 13818-1:2000/Amd.4 (Metadata Application CP)
	N6847
	04/10 Palma
	FDAM
	ITTF
	to be published
	N/A

	2
	1
	ISO/IEC 13818-1:2000/Amd.5 (New Audio P&L Sig.)
	N6585
	04/07 Redmond
	FDAM
	ITTF
	to be published
	N/A

	2
	1
	ISO/IEC 13818-1:2000/COR3 (Correction for Field Picture)
	N6845
	04/10 Palma
	COR
	ITTF
	to be published
	N/A

	2
	11
	ISO/IEC 13818-1:2003 (IPMP on 2)
	N5607
	03/03 Pattaya
	Published
	2003/12
	
	Proposed

	4
	1
	ISO/IEC 14496-1 (MPEG-4 Systems 1st Ed.)
	N2501
	98/10 Atl. City
	Published
	1999/12
	
	Done

	4
	1
	ISO/IEC 14496-1/Amd.1 (MP4, MPEG-J)
	N3054
	99/12 Hawaii
	Published
	2001/11
	
	Done

	4
	1
	ISO/IEC 14496-1/Cor.1
	N3278
	00/03 Noordwijk.
	Published
	2001/11
	
	N/A

	4
	1
	ISO/IEC 14496-1:2001 (MPEG-4 Systems 2nd Ed.)
	N3850
	01/01 Pisa
	Published
	2001/11
	
	N/A

	4
	1
	ISO/IEC 14496-1:2001/Amd.1 (Flextime)
	
	
	Published
	2002/10
	
	Done

	4
	1
	ISO/IEC 14496-1:2001/Cor.1
	N4264
	01/07 Sydney
	COR
	ITTF
	
	N/A

	4
	1
	ISO/IEC 14496-1:2001/Cor.2
	N5275
	02/10 Shangai
	COR
	ITTF
	
	N/A

	4
	1
	ISO/IEC 14496-1:2001/Cor.3
	N6587
	04/07 Redmond
	COR
	ITTF
	
	N/A

	4
	1
	ISO/IEC 14496-1:2001/Amd.2 (Textual Format)
	N4698
	02/03 Jeju Island
	AMD
	ITTF
	
	N/A

	4
	1
	ISO/IEC 14496-1:2001/Amd.3 (IPMP Extensions)
	N5282
	02/10 Shanghai
	Published
	2004-05
	
	N/A

	4
	1
	ISO/IEC 14496-1:2001/Amd.4 (SL Extension)
	N5471
	02/12 Awaji
	Published
	2003/12
	
	N/A

	4
	1
	ISO/IEC 14496-1:2001/Amd.7 (AVC on 4)
	N5976
	03/10 Brisbanne
	Published
	2004-08
	
	N/A

	4
	1
	ISO/IEC 14496-1:2001/Amd.8 (ObjectType Code Points)
	N6202
	03/12 Hawaii
	AMD
	ITTF
	to be published
	N/A

	4
	1
	ISO/IEC 14496-1 (MPEG-4 Systems 3rd Ed.) 
	N5277
	02/10 Shanghai
	IS
	ITTF
	to be published
	Proposed

	4
	1
	ISO/IEC 14496-1:200x/Amd.1 (Text Profile Descriptors)
	Nxxxx
	05/04 Busan
	PDAM
	ITTF
	Final Text Editing
	N/A

	4
	6
	ISO/IEC 14496-6:2000
	
	
	Published
	2000/12
	
	N/A

	4
	8
	ISO/IEC 14496-8 (MPEG-4 on IP Framework)
	N4712
	02/03 Jeju
	Published
	2004-05
	
	Proposed

	4
	11
	ISO/IEC 14496-11 (MPEG-4 Scene Description) 
	N5279
	02/10 Shanghai
	FDIS
	SC29
	Final Text Editing
	Proposed

	4
	11
	ISO/IEC 14496-11/Amd.1 (AFX)
	N5480
	02/12 Awaji
	FDAM
	Editor
	Integration in 1st Ed.
	N/A

	4
	11
	ISO/IEC 14496-11/Amd.2 (Advanced Text and Graphics)
	N6205
	03/12 Hawaii
	FDAM
	Editor
	Integration in 1st Ed.
	N/A

	4
	11
	ISO/IEC 14496-11/Cor.1
	N6203
	03/12 Hawaii
	COR
	SC29
	
	N/A

	4
	11
	ISO/IEC 14496-11/Cor.3 Valuator/AFX related correction
	N6594
	04/07 Redmond
	COR
	Editor
	Integration in 1st Ed.
	N/A

	4
	11
	ISO/IEC 14496-11/Amd.3 Audio BIFS Extensions
	N6591
	04/07 Redmond
	FDAM
	Editor
	Integration in 1st Ed.
	Proposed

	4
	11
	ISO/IEC 14496-11/Amd.4 XMT and MPEG-J Extensions
	N6959
	05/01 HongKong
	FDAM
	Editor
	Integration in 1st Ed.
	N/A

	4
	11
	ISO/IEC 14496-11/Cor.3 (Audio BIFS Integrated in 3rd Edition)
	Nxxxx
	05/04 Busan
	COR
	ITTF
	Final Text Editing
	N/A

	4
	12
	ISO/IEC 14496-12 (ISO Base Media File Format) 
	N5295
	02/10 Shanghai
	Published
	2004-02
	
	Proposed

	4
	12
	ISO/IEC 14496-12/Amd.1 ISO FF Extension
	N6596
	04/07 Redmond
	FDAM
	ITTF
	FDAM 04/11/30
	N/A

	4
	12
	ISO/IEC 14496-12/Cor.1 (Correction on File Type Box) 
	Nxxxx
	05/04 Busan
	COR
	ITTF
	Final Text Editing
	N/A

	4
	13
	ISO/IEC 14496-13 (IPMP-X) 
	N5284
	02/10 Shanghai
	IS
	ITTF
	to be published
	Proposed

	4
	14
	ISO/IEC 14496-14 (MP4 File Format) 
	N5298
	02/10 Shanghai
	Published 
	2003-11
	
	Proposed

	4
	15
	ISO/IEC 14496-15 (AVC File Format) 
	N5780
	03/07 Trondheim
	Published
	2004-04
	
	Proposed

	4
	18
	ISO/IEC 14496-18 (Font Compression and Streaming) 
	N6215
	03/12 Hawaii
	Published
	2004-07
	
	Proposed

	4
	19
	ISO/IEC 14496-19 (Synthesized Texture Stream) 
	N6217
	03/12 Hawaii
	Published
	2004-07
	
	Proposed

	7
	1
	ISO/IEC 15938-1 (MPEG-7 Systems)
	N4285
	01/07 Sydney
	Published
	2002/07
	
	Done

	7
	1
	ISO/IEC 15938-1/Amd.1 (MPEG-7 Systems Extensions)
	N6326
	04/03 Munich
	FDAM
	ITTF
	FDAM 04/11/28
	N/A

	7
	1
	ISO/IEC 15938-1/Cor.1 (MPEG-7 Systems Corrigendum)
	N6328
	04/03 Munich
	COR
	Editor
	
	N/A

	7
	2
	ISO/IEC 15938-2 (MPEG-7 DDL)
	N4288
	01/07 Sydney
	Published
	2002/02
	
	Done

	21
	9
	ISO/IEC 21000-9 (MPEG-21 File Format)
	N6975
	05/01 HongKong
	FDIS
	ITTF
	FDIS 05/01/21
	Done

	21
	16
	ISO/IEC 21000-16 (MPEG-21 Binary Format)
	Nxxxx
	05/04 Busan
	FDIS
	ITTF
	FDIS 05/04/22
	TDB


41 Resolutions of Systems

41.1.1 Cf. WG11 resolution.

42 List of reviewed contribution

	N°
	Title
	Authors

	11781
	AHG on Digital Item Streaming
	Sylvain Devillers et al.

	11782
	AHG on Font Format Representation
	Mike Ksar Vladimir Levantovsky

	11819
	Summary of Voting on ISO/IEC 14496-12:2004/DCOR 1 & ISO/IEC 15444-12:2004/DCOR 1 [SC 29 N 6528]
	SC 29 Secretariat

	11827
	Late Vote on ISO/IEC 14496-12/DCOR 1 & 15444-12/DCOR 1
	SC 29 Secretariat

	11830
	Summary of Voting on ISO/IEC 14496-1:2004/FPDAM 1
	SC 29 Secretariat

	11833
	Liaison Statement from SMPTE S22: Request for Information on Lip Sync Errors, Measurement, and Correction.
	Jan Bormans  on behalf of Graham Jones

	11836
	Liaison Statement from ISMA [SC 29 N 6564]
	ISMA via SC 29 Secretariat

	11840
	Summary of Voting on ISO/IEC FCD 14496-20
	SC 29 Secretariat

	11841
	Comments on the LSR/SAF specification and CE
	Christopher Flick  et al.

	11846
	Submission to the M3W call for proposals
	Gelissen Jean H. A. (editor)

	11847
	Submission to the M3W call for proposals
	Gelissen Jean H. A. (editor)

	11849
	Summary of Voting on ISO/IEC FCD 21000-16
	SC 29 Secretariat

	11854
	Items for discussion at the AHG meeting in Paris
	Jean-Claude Dufourd

	11858
	Report of CE on MPEG-21 Binary Format
	Christian Timmerer et al.

	11862
	Summary of Voting on ISO/IEC 14496-11/DCOR 3
	SC 29 Secretariat

	11863
	Summary of Voting on ISO/IEC 14496-15:2004/PDAM 1
	SC 29 Secretariat

	11864
	Summary of Voting on ISO/IEC 15938-1:2002/PDAM 2
	SC 29 Secretariat

	11867
	Summary of Voting on ISO/IEC 23001 (NP MPEG-B)
	SC 29 Secretariat

	11868
	Summary of Voting on ISO/IEC CD 23001-1
	SC 29 Secretariat

	11871
	Response for Cfp on MPEG M3W
	Hendry (ICU) et al.

	11900
	Austrian NB comments on 14496-20 FCD
	Christian Timmerer et al.

	11925
	Analysis of Study of MPEG-4 LASeR FCD and Ref. Soft.
	Qonita Shahab (ICU) et al.

	11927
	Study of existing technologies for Digital Item Streaming
	Joseph Thomas-Kerr et al.

	11944
	MPEG-4 Part 20 editor's study
	Jean-Claude Dufourd

	11945
	LASeR Profiling
	Jean-Claude Dufourd et al.

	11945
	LASeR Profiling
	Jean-Claude Dufourd Olivier Avaro

	11947
	LASeR service design and ID management
	Jean-Claude Dufourd

	11948
	LASeR media control
	Jean-Claude Dufourd

	11949
	LASeR text scrolling
	Jean-Claude Dufourd

	11950
	LASeR input device emulation and other harmonization casualties
	Jean-Claude Dufourd

	11974
	UKNB Comments on ISO/IEC 15938-1/PDAM 2
	Ray Taylor

	11987
	DISIT answer to MPEG-21 M3W Call for Proposals
	Paolo Nesi et al.

	12004
	Streaming Instructions for Distributed Media Adaptation
	Michael Ransburg et al.

	12023
	Support for Timed Metadata in the MPEG-21 File Format
	Michael Ransburg  et al.

	12023
	Support for Timed Metadata in the MPEG-21 File Format
	Michael Ransburg  et al.

	12025
	The performance evaluation of Application Specific Binary Coding (ASBC) for MPEG-21 descriptors.
	Itaru Kaneko

	12027
	Tools and Mechanisms Enabling Dynamic and Distributed Adaptation within the MPEG-21 Framework
	Michael Ransburg et al.

	12027
	Tools and Mechanisms Enabling Dynamic and Distributed Adaptation within the MPEG-21 Framework
	Michael Ransburg et al.

	12032
	On the usage of video in LASER
	Cazoulat et al.

	12041
	MPEG-21 Streaming Instructions for XML documents
	Sylvain Devillers et al.

	12043
	ISO/MP4 File Format for Storage of Scalable Video
	Thomas Rathgen et al.

	12054
	Corrigenda items to ISO base media file format
	Ye-Kui Wang

	12055
	Corrigenda items to AVC file format
	Ye-Kui Wang et al.

	12057
	Storage of scalability information in file format
	Ye-Kui Wang et al.

	12059
	Storage of AVC buffering parameters in AVC file format
	Ye-Kui Wang et al.

	12062
	Proposal to support the storage of SVC streams in AVC FF.
	Mohammed Z Visharam et al.

	12065
	List of items for a COR 2 of ISO/IEC 15938-1
	Andreas Hutter

	12066
	Revised GNB ballot comments on ISO/IEC FCD 14496-20
	Andreas Hutter et al.

	12067
	An implementation of the MPEG-21 File Format
	Cyril Concolato et al.

	12069
	Usage of LASeR content in MPEG-4 Systems environments
	Cyril Concolato

	12103
	Report on CE on open issues regarding the LASeR
	Andreas Hutter (Siemens)


Annex 7

MDS Report
Source: Ian S Burnett, PhD, Chair MDS Subgroup

1. Kick-Off Presentation for MDS Busan

The MDS Subgroup kicked off with the following presentation:
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MDS schedule 
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Questions
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Start work
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Overview of MDS Activities

MPEG-21:

• DID 2

nd

Ed (

FDIS – complete

)

• REL (“

Profiles”

)

• RDD (

AMD/1?

)

• DIA AMD/1 (

Study of FPDAM

)

• DIP (

FDIS

)

• Ref SW (

FDIS

)

• Conformance (

CD

)

• Event Reporting (

Study of CD

)

• IPMP Components (

FCD

)

• FragmentIDs (

Study of CD

)

• DI Streaming, MAF

• MPEG-21 Schema Doc

MPEG-7:

• Perceptual Descriptors

• Media Album Hints
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MPEG-7 Timeline

04/10 04/07 04/03 03/12 03/10 03/07 Schema Definition 1

st

Ed. 2004

02/03 01/07 Extraction and Use of MPEG-7 

Descriptions

1

st

Ed. 2002

04/07 04/03 03/12 03/07 03/03 Conformance Extensions Amd.1 2004

03/07 02/03 Conformance 1

st

Ed. 2003

04/07 04/03 03/12 Multimedia Description Schemes Cor.1 2003

04/10 04/07 04/03 03/10 03/07 Multimedia Description Schemes 

Extensions

Amd.2 2003

03/03 02/10 02/05 01/12 Multimedia Description Schemes 

Extensions

Amd.1 2002

02/07 02/10 02/05 01/12 Multimedia Description Schemes 1

st

Ed. 2001

03/03 02/10 02/05 01/12 Extensions (Visual) Amd.1 2001

03/07 03/03  02/12 02/05 Visual Descriptors Version 2 1

st

Ed. 2001

03/07 02/03 02/12 02/07 02/03 Systems extensions Amd.1 2002

FDIS Study FCD Study CD WD CfP Title Proj. Ed.
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MPEG-21 Timeline

06/01

05/10

05/07

05/04

05/01

Fragment Identification for 

MPEG Media Types

1

st

Ed. 200x

06/01 05/07 04/10 04/03 Event Reporting 1st Ed. 200x

06/01 05/07 05/04 03/10 Conformance 1st Ed. 200x

05/04 05/01 04/10 04/03 03/12 03/03 02/12 Digital Item Processing 1st Ed. 200x

05/04 04/07 04/03 03/03 Reference SW 1st Ed. 200x

05/07 05/04 04/10 04/07 03/12 MPEG-21 DIA AMD/1 WD: 

DIA Conversions and 

Permissions

Amd.1 200x

03/12 03/10 03/07 02/12 02/05 02/03 Digital Item Adaptation 1st Ed. 200x

03/07 02/12 02/07 01/12 Rights Data Dictionary 1st Ed. 200x

03/07 02/12 02/07 01/12 Rights Expression Language 1st Ed. 200x

05/10 05/07 05/04 05/01 04/10 IPMP Components 1

st

Ed. 200x

02/07 02/03 01/12 01/07 Digital Item Identification 1st Ed. 2002

05/01 04/07 04/03 03/10 Digital Item Declaration 2nd Ed. 200x

02/05 01/12 Digital Item Declaration 1st Ed. 2002

FDIS Study 

of FCD

FCD Study 

of CD

CD WD CfP Description Project Edit.
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Overview of Activities



72

nd

MPEG meeting – Organization of work:

•

Main MDS track (MPEG-21) – Room 

•

Break-out groups (Room 4480):

– MPEG-21 DIP, RDD(?), DIA, DIP, ER, IPMPComponents

•

Joint meetings with other groups on MPEG-7 & MPEG-21

•

MDS plenary meetings (Mon, Wed (5pm-6pm), Thurs)

•

Single wrap-up meeting on Friday
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Major MPEG-7 goals of the week



MPEG-7 Future

•

Joint with Reqts.



Discussions on Perceptual Descriptors and Media Album Descriptors
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Major MDS goals of the week



Discussions on:

•

RDD

•

DIA Amd

•

DI Streaming

–

Reqts, Call for Proposals, Responses (and CD?) next mtg

•

MPEG-7 Future / Additions



MPEG-21 Schemas output document 

•

Host on ITTF site

•

Working Document – output kept up to date



MPEG-21 IPMP Components (Part 4):

•

Review NB Comments, Contribs, 

•

Output: MPEG-21 IPMP Components 



FCD



MPEG-21 Digital Item Adaptation (Part 7):

•

Review CE results, Inputs

•

Output: MPEG-21 DIA AMD/1 



Study of FPDAM, Changes?



MPEG-21 Reference SW (Part 8):

•

Review SW contributions, NB Comments

•

Output: MPEG-21 Ref. SW 



FDIS
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Major MPEG-21 goals of the week (cont.)



MPEG-21 Digital Item Processing (Part 10):

•

Review AHG report, Ref s/w, NB Comments

•

Output

: MPEG-21 DIP 



FDIS



MPEG-21 Conformance (Part 14):

•

Final Issues

•

Output

: MPEG-21 Conformance 



CD



MPEG-21 Event Reporting (Part 15):

•

Review NB Comments & Inputs

•

Output

: MPEG-21 Event Reporting 



Study of CD



MPEG-21 Fragment IDs for MPEG Media Types

•

Review AHG results & Inputs

•

Output

: MPEG-21 Event Reporting 



Study of CD



DII Amendment/1

•

No action at this meeting 
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Joint meetings schedule



Joint Meetings:

•

MPEG-7:

–

Requirements on Perceptual Descriptors with Audio/Reqts

(Tuesday 5-6pm)and Media Album Descriptors with Reqts (9-

10.30 Thursday)

•

MPEG-21:

–

DI Streaming with Reqts/Systems (5pm-6pm Monday)

–

MAF with Reqts/Audio/Systems (10am-11am Tuesday)

–

MPEG-21 RDD/REL/DIA with Reqts (11am-1pm Tuesday)

–

MPEG-B with Reqts/Systems (10.30 Thursday)

–

ASBC with Systems (2.00pm Wednesday)


	


2. Notes on discussions on Input Documents

	11870
	Hendry (ICU) Munchurl Kim (ICU) Keunsoo Park (KBS) 
	Report for CE on Fragment-level Protection Description


Input:

This CE report discusses IPMP Frament level protection mechanisms 

Actions:

Questions were raised as to whether this should be in Part 17 Fragment Identification rather than IPMP Components. Discussions on this were scheduled to take place during the Break Out Groups – IPMP Components and Fragment Identifiers.

	12009
	Jeho Nam Jong-Jin Chae Hyon-Gon Choo Jin-Woo Hong 
	Report of CE on Update description of IPMP Tools


Input:

This CE report discusses Update Descriptions for IPMP Tools. 

Actions:

This CE Report was discussed and will be considered by the IPMP BoG in conjunction with the NB comments which are related to the outcomes of this CE.

	11890
	Jeroen Bekaert Frederik De Keukelaere Rik Van de Walle 
	Declaring DIMs and DIXOs using MPEG-21 DID


Input:

This CE report discusses Update Descriptions for IPMP Tools. 

Actions:

Concerns were expressed that the proposal is too restrictive – it was scheduled for further discussion in the BoG on DIP.

	11891
	Saar De Zutter Chris Poppe Frederik De Keukelaere Rik Van de Walle 
	Proposal for C++ DIXO bindings


Input:

This CE report discusses adding C++ DixO implementations to DIP.
Actions:

This was scheduled for further discussion in the BoG on DIP. Issues were the addition of this at such a late stage of standardisation but the advanatges of a second DiXO implemenattion were seen. Also, Reference software was an issue.

Joint meeting on DI Streaming – reported in the Requirements report

	11895
	Jaime Delgado Eva Rodriguez Maria Cirera 
	Core Experiment proposal for MPEG-21 Event Reporting


Input:

This contribution proposes a CE on ER which would investigate some perceived problems with the current ER format for event reports. It suggested that there needs to be support for peer related events in ER. Overall the proposal suggests investigating: Optional Event Report Requests (ERR), ER Structure, missing information and extras. The CE would investigate 4 cases: 1) Are ERRs required? – test the case of using them or not in ‘trusted’ and ‘untrusted’ systems. This would include events over ‘actions’ as well as ‘objects’.
Actions:

Move forward with creating CE: 4 cases, using reference software,.

	11898
	Christian Timmerer Hermann Hellwagner on behalf of the Austrian NB 
	Austrian NB comments on 21000-15 CD


Input:

Austrian NB comments on the ER CD.
Actions:

To be considered during the BoG alongside the formal SC29 delivered NB comments.

	11835
	SC 29 Secretariat 
	Summary of Voting on ISO/IEC CD 21000-15 [SC 29 N 6570]


Input:

Summary of Voting – a significant number of comments. 

Actions:

Discussion with 2 NBs who disapproved Registration of ER – BoG will have discussions. It was decided to work on a study of the ER uring this meeting and to aim for FCD at the next meeting.

	11837
	Niels Rump Chris Barlas Jeroen Bekaert Herbert Van de Sompel 
	Functional Granularity of Digital Item Identifiers


Input:

Highlights that it may be necessary to add extra semantic support to identifiers and related identifiers. This is aimed at supporting Functional Granularity for Identifiers.

Actions:

MPEG-21 Requirement to be prepared and added. Technical solution to be considered in MDS.

	11943
	Jeroen Bekaert Thomas DeMartini Niels Rump Chris Barlas Herbert Van de Sompel Rik Van de Walle 
	URI-reference of a DIDL document


Input:

Suggests adding a URI reference to a DIDL document to that DIDL document.

Actions:

Generally accepted. Technical solution to be considered in MDS.

	11928
	Joseph Thomas-Kerr (CRC-SIT UoW) Ian Burnett (UoW) 
	Proposed amendments to ISO/IEC 21000-7 DIA


Input:

Proposes extensions required for BSDL and Requirements for those extensions. Proposes types for various data types that are not included in the specification.

Actions:

A Core Experiment will be created to examine the proposed fixes and improvements.

	11843
	Xin Wang Manuel Ham Mai Nguyen Thomas DeMartini Brad Gandee 
	A Proposed MPEG-21 REL Solution for Mobile DRM Systems


Input:

Proposes a ‘profile’ of REL that meets the OMA 2.0 specification requirements. Various new extension elements and exetnsions have been created for the profile. Then there is a Profile that captures a subset of the full REL.

Actions:

Agreed to replace the current section in the ‘Profiles under Consideration’ document. MDS will look at the technical issues in creating an amendment to REL for this material.

	11893
	Jaime Delgado Jose Prados Eva Rodriguez 
	A subset of MPEG-21 REL for interoperability with OMA DRM v2.0


Input:

Proposes a subset of REL that meets the OMA 2.0 functionality to facilitate interoperability. Takes an existing OMA profile and applies it to REL. Suggests that some OMA 2.0 features are hard to express in REL. The best approach might be to have a combined REL/IPMP Components profile.

Actions:

MDS to consider technical similarities with previous presentation. Possibly there will be a profile from this to complement the previous input document.

	11875
	Marc Gauvin 
	Issues Regarding the Practical Implementation of the RDD


Input:

This input (accompanied by 3 NB comments) suggests that there are some inconsistencies and ‘circular’ definitions in the RDD. It follows up discussions had in Hong Kong.

Actions:

There was no clear consensus. The decision was to create an AHG (from MDS) to look into the issues and propose changes to the RDD text so that MPEG experts can more clearly analyse the issues.

	11934
	Eva Rodriguez Jaime Delgado 
	IPMP Components Reference Software: IPMP Information Parser


Input:

This describes reference software that parses and validates the IPMP Informartion parser

Actions:

Create an IPMP Components Reference Software Working Document and include this. 

	11935
	Eva Rodriguez Jaime Delgado 
	IPMP Components Reference Software: IPMP Information extractor


Input:

This describes reference software that extracts IPMP Information from IPMP_DIDL documents

Actions:

Create an IPMP Components Reference Software Working Document and include this. 

	11937
	Eva Rodriguez Jaime Delgado 
	IPMP Components Reference Software: IPMP license extractor


Input:

This describes reference software that extracts licenses from IPMP_DIDL documents

Actions:

Create an IPMP Components Reference Software Working Document and include this.

	12084
	Paolo Nesi,Piefrancesco Bellini,Andrea Vallotti, Davide Rogai
	AXMEDIS EC project and data model


Input:

This describes the use of IPMP Components within the AXMEDIS EC project. The input suggests that there are issues with Reference and also access to information about the contents of IPMP protected DID parts.

Actions:

It was noted that Reference has now been replaced by Xinclude. It was also suggested that Xpaths may provide a solution to the information problem. However, a CE will be set up to investaigate the issues further.

	12002
	Teodora Guenkova-Luy Ingo Wolf Christian Timmerer 
	MPEG-21 DIA based content delivery using SDPng controls and RTP transport


Input:

This describes reference software that extracts licenses from IPMP_DIDL documents

Actions:

Create an IPMP Components Reference Software Working Document and include this.

	12026
	Michael Ransburg Christian Timmerer Hermann Hellwagner Sylvain Devillers 
	Comments and Suggestions on the DIA Configuration Tool


Input:

This discusses issues found with the DIA Configuration tool found in the process of implementing the DANAE European project. It proposes a solution which would result in a DIA Amendment.

Actions:
The proposal will be accepted into the DIA TuC

	12044
	Sylvain Devillers Alexandre Cotarmanac'h 
	Proposal for new modifications of the gBS Schema and DIA Schema Tools


Input:

Several improvements to the gBS schema are proposed. One proposal is made on the DIA Schema tools.

Actions:
The technologies proposed will be included in the DIA TuC document. The schema proposal will be investigated in the AHG (as a mandate). 

	11929
	Myriam Amielh 
	CE Report on Logical Model Descriptions

	11930
	Myriam Amielh Ernest Wan 
	Preliminary comments on 21000-17 CD (Fragment Identification)


Input:

Various improvements propose dto the CD. It is suggested that that the CE continue with the original mandates.

Actions:
The CE will continue with an AHG to administer the CE and the incoming CD comments

	12045
	Sylvain Devillers on behalf of the FNB Alexandre Cotarmanac'h 
	FNB preliminary comments on 21000-17 CD


Input:

Various comments. Suggests restriction of shapes in the current CD.

Actions:
The shape descriptions will be considered in the AHG and CEs following the meeting.

	12025
	Itaru Kaneko Spencer Cheng Nobuyuki Kinoshita 
	The performance evaluation of Application Specific Binary Coding (ASBC) for MPEG-21 descriptors


 Input:

This continues a series of inputs on Application Specific Binary Coding. The thrust of the proposal is to ‘reduce’ the DID in some way prior to binary encoding and hence save on transmission bandwidth. The dI would still be reconstructable at a receiver based on a priori information.

Actions:

A Core Experiment to consider the technology possibilities.  The CE will be in Systems.

Inputs scheduled for the joint meetings with Integration are detailed in the Integration report.

Discussions in Requirements on DI Streaming are recorded in the Requirements Report.

REL Issues

Summary of Decisions of REL Issues Discussion:

  * m12060 - for MPEG's knowledge base, no action needed at this meeting.

  * m11843 - update PuC with contribution

  * m11893 - add contribution to PuC

  * make PuC public

  * don't send OMA a liaison at this time

  * It was suggested that an AhG (Reqs/MDS) be setup with the following mandates:

    1. Solicit and Discuss requirements in support of the MPEG-21 PuC.

    2. Solicit and Discuss technical contributions to the MPEG-21 PuC.

    3. Report on these inputs and discussions and provide recommendations.

MPEG-7 and MPEG-B issues

Discussions on MPEG-7 and MPEG-B issues from the joint meeting with Requirements are included in the Requirements report.

DII Issues
Idea is to use RelatedIdentifier to carry the ‘class’ identfier element  which can be used for the pupose of e.g. versioning. A Requirement for this has been put in place at thi smeeting – MDS needs to insert into the current amendment. This is possible as we are at the study stage. An AHG will study the issue and propose how to add the relevant feature and text to the DII specification and to add the necessary terms to the RDD.

DIP Issues and DIP BoG

Minor issues with Play and Calling of DIMs and DixOs were discussed. Various issues in the DoC were considered.

3. Break Out Group Reports

IPMP BoG – met throughout the week
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• All comments reviews

• Study of CD adopted
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• No major technical changes
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• Overview document

– Not yet complete
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Digital Item Processing (DIP) Break Out Group – met all week

	Where:
	Room 208-2
	

	When:
	Mon
	17.00-18.00 (MDS room)

	
	Tue
	9.00-11.00

	
	Tue
	14.00-15.00

	
	Wed
	11.00-15.00

	
	Thu
	0900-1600


43 Mandates

1. Dispose of NB comments on the FCD of DIP.

1) In particular we need to report an assessment of the C++ DIXIOs technology as to whether it is stable enough for inclusion in the FDIS.

2. Prepare text for RFC for registration of a DIM MIME type.

3. Produce text of the FDIS of DIP - with editing period.

4. Produce two page description of DIP for the convenor.

44 Discussion of inputs in MDS group – Monday 1615-1700

Declaring DIMs and DIXOs – m11890

· A concern was raised with forcing the identification of the DIM at the level of the Item.

· One argument is that (as a User of DID), for DIP a DIM is an Asset.  An Asset is represented by an item.  Therefore the DIM should be identified at the level of the Item.

· However it is noted that resources are Assets also.  They are the Assets that make up an item (which is also an Asset)

· The concern is that forcing identification of the DIM at the Item level may restrict the usage of DIP within DID (that is it forces only a single identifiable DIM/DIXO per item).

Proposal for C++ DIXOs – m11891

· It was noted we need to be clear about what DIP will be standardizing (for example Java includes the execution environment, but for C++ there is no such standard execution environment)

· Concern was raised about adding such a large change to the FDIS. The alternative is to start an Ammendment.

· It was also noted that reference software would be needed for ensuring the proposed calling mechanism for C++ DIXOs works

45 Discussion notes – Mon 1700-1900

Disposed of a number of AUNB comments. See DoC.

46 Discussion notes – Tue 0900-1100

See also DoC.

Declaring DIMs and DIXOs – m11890

· In relation to J-DIXOs

· The issue of requiring bit equivalent Resources in a Component was discussed. This impacts J-DIXOs in that only bit equivalent classes, jar file, or directory can be contained in a Component.  This will mean that the example in C.3.4 is not valid. It will be updated to remove the directory based resource.

· Also the identifying of the DIXO (DIM) was discussed.

· It was pointed out that to exchange a DIXO (DIM) requires it to be in an Item. Therefore the identifying should be at the Item level.

Directory based J-DIXO classes

· The issue about having a directory as a Resource was discussed (BNB comment)

· The question as to whether a directory can be considered a didl:Resource. We need to discuss this in MDS.

· If it is retained it should be modified such that the directory is identified in a terminal independent way.

C++ DIXOs

· It is not clear if the proposal is to include C++ source code or compiled C++ classes.  The intention is to include compiled C++ classes.

· This is an issue as compiled C++ code is not platform independent.

· Should DIXOs include specification of the execution environment (e.g. what are the security implications of the execution environment for C++ DIXOs)? This might not possible for C++.

· It was noted that the text was based on the J-DIXO text, and included some things that are defined in the Java context but not in the C++ context (for example there is no standard for what is a compiled C++ object).

· What C++ is being proposed to be included? ANSI C++, etc.

· If including compiled C++ objects, then it is strictly not C++ but the compiled machine code.

· We need to be clear on the motivation for C++ DIXOs (or compiled languages DIXOs in general for which there is no standard for the compiled code).  Does it satisfy the requirements for DIXOs and DIP in general?

· A possible option is to specify only the C++ bindings for DIBOs and be silent on other things. But then how would that be useful?

Thu afternoon
· No outright objection of having C++ DIXOs.

· But do we need more time to study the complete technical solution and implications?

· There are no requirements for platform-independent DIXOs.

· But will it effect the platform-independence of DIMs? If my DIM calls a DIXO that can't be run on a given terminal, then is the DIM platform-independent? The answer is somewhat of a semantic debate.

· It could be just left to the DIXO implementer to say "my DIXOs run on blah platform" only.

· Do we need to "profile" C++?

· Java based (or Perl based, for example) DIXOs and ECMAScript DIMs can be verified at run-time.  This cannot be done for C++ object code. The verification is a matter of trusting the supplied of the DIXO.

· Does DIP need to specify how to obtain trusted DIXOs?

· What is the motivation?

· To be able to talk to the DIP engine from a C++ application.

· If only the C++ bindings are defined, you could include a C++ object as an executable resource and that could access the DIP engine via the binding.

· But how does it obtain access to these bindings?

· A possibility is define the DIBO API in IDL.

· One option is to adopt the C++ bindings and a DIBO to get the C++ implementations. But what would you call to get that DIBO.

· If time is given to study this, we may be able to come up with a more generic mechanism applicable to many compiled languages.

· Developing a generic solution may just bring up the same issues and questions for many languages.

· A generic execution environment might not be something that can be specified.

Recommendation: Start an amendment and further refine the technical solution.

47 Discussion notes – Tue 1800

· Another issue is that the CObject used in the proposal comes from the MFC C environment and is not standard or platform independent.

· Another possible issue is the choice of a C++ binding for the DOM API.  One possibility mentioned in the proposal is, for example, the one provided by the Apache Xerces C-based DOM implementation. Whether referencing something from Apache is acceptable to ISO is a question.

· If only the C++ bindings are specified, this still allows a DIP engine implementer create and implement an execution environment for C++ based DIXOs and it would then be up to the implementer to specify how they address issues such as security, etc.  A User authoring such C++ based DIXOs would only do so with the expectation that such DIXOs would only run on such enabled platforms, but they could still interface with the DIP engine using the normative C++ bindings for the DIBOs.

48 Discussion notes – Wed 1400-1500

DIM/DIXO inclusion proposal, Wed and Thu

· It was clarified that more than one DIXO can be contained or referenced in an Item.

· It was clarified that helper class Components can still be contained or referenced in the Item

· It was clarified that a Component of helper classes in one Item can still be Xincluded in to an other Item.

· RunDIM
· 2 arguments for identification

· item identifier:

· null then you look for the component wherever you can find it if not throw exception NOT FOUND.

· dii identifier
· uri?

· component identifier:

· null then look in the item identified with the previous argument, if not not throw exception NOT FOUND. If they are both null throw exception NOT FOUND.

· dii identifier

· uri?

· RunJDIXO

· Same as RunDIM but takes an additional identification parameter being the fully qualified class name of the DIXO.

· Bit equivalence
· Fix the DIXO example and check other examples for possible conflicts with DID v2

· Label
· Alternative: Make the semantics of the descriptor "this is not something the DIP engine should process".  But then this removes the functionality of determining something is a DIM item.

· Use of Label element will be ok. Details of content to be determined.

· Optional Descriptor, no empty element. For all Descriptors.

· Semantics of no MethodInfo desriptor is "there is no information about the method"

49 Wed MDS Plenary Report – 1700-1800

NB comments

AUNB

· 69 comments

· 7 to do (waiting disposition of other comments)

· 8 to bring to attention of MDS

BNB
· 63 comments

· 36 to do

· 1 (so far) to bring to attention of MDS

JNB
· 1 comment on adopting Study of FCD changes accepted – to confirm with JNB
USNB
· 2 comments accepted

Major issues still under discussion (may need to be addressed in MDS)

· Proposal for harmonization of including DIMs and DIXOs in a DID

· C++ DIXOs
Final Issues were resolved in MDS Plenary.

Break Out Group on Event Reporting – met all week
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Break Out Group on Digital Item Adaptation – met on the Tuesday and Wednesday
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4. MDS Output Documents and Resolutions – Busan 72nd Meeting

MPEG-21

The MDS subgroup reminds editors of its MPEG-21 standard parts, and those under development, of the undertaking to generate WWW pages summarising their parts. These are to be based on the documents N7199, N7204, N7212, N7217, N7221 and will be used to enhance the MPEG-21 web site.

The MDS subgroup notes that the document N7193 is the first version of an ongoing working document containing the ‘electronic’ versions of schemas for the current MPEG-21 parts at IS/FDIS. The MDS subgroup requests that the electronic versions of the schemas be placed at a suitable (and publicised) location on the ITTF WWW site. 

	No.
	Title
	TBP
	Available

	
	MPEG-21 General
	
	

	7193
	Schema Files for MPEG-21 Standards
	Yes
	05/04/22

	7194
	Introducing MPEG-21 Workshop Flyer
	Yes
	05/04/22


The MDS subgroup nominates the following MPEG members for a certificate of Appreciation for their outstanding contributions to International standardisation on the indicated standards:

	ISO/IEC 21000-2 Digital Item Declaration 1st edition (2001)
	Vaughn Iverson      

Todd Schwartz       

Young-Won Song      

Rik Van de Walle    

Ernesto Santos      

Doim Chang         

	ISO/IEC 21000-2 Digital Item Declaration 2nd edition (2005)
	Gerrard Drury

Rik Van de Walle
Ian Burnett

Frederik De Keukelaere

	ISO/IEC 21000-3 Digital Item Identification
	Niels Rump

Hideki Sakamoto

	ISO/IEC 21000-5 Rights Expression Language
	Thomas DeMartini 

Barney Wragg
Xin Wang

M Paramasivam 

	ISO/IEC 21000-6 Rights Data Dictionary
	Chris Barlas

Godfrey Rust

	ISO/IEC 21000-7 Digital Item Adaptation
	Anthony Vetro

Christian Timmerer

Sylvain Devillers

	ISO/IEC 21000-8 MPEG-21 Reference Software
	Frederik De Keukelaere

Christian Timmerer

Gerrard Drury

Xin Wang

	ISO/IEC 21000-10 Digital Item Processing
	Gerrard Drury 

Frederik De Keukelaere 
Jeroen Bekaert 
Viswanathan Swaminathan  

Ian Burnett
Munchurl Kim

Rik Van de Walle


	No.
	Title
	TBP
	Available

	
	21000-2 MPEG-21 Digital Item Declaration
	
	

	
	
	
	


	No.
	Title
	TBP
	Available

	
	21000-3 MPEG-21 Digital Item Identification 
	
	


	No.
	Title
	TBP
	Available

	
	21000-4 MPEG-21 IPMP Components
	
	

	7195
	DoC for ISO/IEC 21000-4 CD IPMP Components 
	No
	05/04/22

	7196
	ISO/IEC 21000-4 IPMP Components FCD
	Yes
	05/06/03

	7197
	MPEG-21 IPMP Components Reference Software Workplan
	No
	05/04/22

	7198
	Workplan for CE on the Indexing of IPMP Protected DIDL content
	No
	05/04/22

	7199
	Introducing MPEG-21 IPMP Components – an Overview
	Yes
	05/06/03


The MDS subgroup thanks the National Bodies of  Austria, Australia, Spain, Korea, Japan, and the USA for their NB comments on ISO/IEC 21000-4 CD.

The MDS subgroup reminds proponents of technology included in the IPMP Components FCD of the requirement to submit reference software and requests submissions for the 73rd meeting.
	No.
	Title
	TBP
	Available

	
	21000-6 MPEG-21 Rights Data Dictionary
	
	

	
	
	
	


	No.
	Title
	TBP
	Available

	
	21000-7 MPEG-21 Digital Item Adaptation
	
	

	7200
	Study of ISO/IEC 21000-7 FPDAM/1
	No
	05/04/22

	7201
	TuC for Potential 21000-7 MPEG-21 DIA Amendment(s) v2.0
	No
	05/04/22

	7202
	Workplan for CE on Harmonization of Conversion Tools
	No
	05/04/22

	7203
	Workplan for CE on BSDL Extensions
	No
	05/04/22

	7204
	Introducing MPEG-21 DIA – an Overview
	Yes
	05/04/22


	No.
	Title
	TBP
	Available

	
	21000-8 MPEG-21 Reference Software
	
	

	7205
	DoC of ISO/IEC 21000-8 FCD MPEG-21 Reference Software
	No
	05/04/22

	7206
	Text of ISO/IEC 21000-8 MPEG-21 Reference Software
	No
	05/05/06


	No.
	Title
	TBP
	Available

	
	21000-10 MPEG-21 Digital Item Processing
	
	

	7207
	DoC for ISO/IEC 21000-10 FCD MPEG-21 DIP
	No
	05/04/22

	7208
	Text of ISO/IEC 21000-10  MPEG-21 DIP
	No
	05/06/03

	7209
	MPEG-21 DIP Software Implementation Plan v.6
	No
	05/04/22

	7210
	Working Draft of Amendment of 21000-10 DIP: Additional C++  Bindings
	No
	05/04/22

	7211
	TuC for 21000-10 DIP Amendment
	No
	05/04/22

	7212
	Introducing MPEG-21 DIP – an Overview
	Yes
	05/04/29


The MDS subgroup thanks the National Bodies of Australia, Belgium, Japan and USA for their NB comments.

The MDS subgroup nominates Gerrard Drury, Frederik De Keukelaere, Jeroen Bekaert, Viswanathan Swaminathan, Ian Burnett, Munchurl Kim, and Rik Van de Walle as the editors of ISO/IEC 21000-10 MPEG-21 Digital Item Processing.

	No.
	Title
	TBP
	Available

	
	21000-14 MPEG-21 Conformance
	
	

	7213
	ISO/IEC 21000-14 MPEG-21 Conformance CD
	Yes
	05/04/22


	No.
	Title
	TBP
	Available

	
	21000-15 MPEG-21 Event reporting
	
	

	7214
	Preliminary DoC for ISO/IEC 21000-15 CD MPEG-21 ER
	No
	05/04/22

	7215
	Study of ISO/IEC 21000-15 MPEG-21 ER CD
	No
	05/05/09

	7216
	CE on Use of Event Report Requests
	No
	05/04/22

	7217
	Introducing MPEG-21 ER – an Overview
	Yes
	05/05/09


The MDS subgroup thanks the National Bodies of Australia, Austria, Spain, Korea and USA for their NB comments on ISO/IEC 21000-15 CD.

	 No.
	Title
	TBP
	Available

	
	21000-17 MPEG-21 Fragment Identification for MPEG Media Types
	
	

	7218
	Preliminary DoC on ISO/IEC 21000-17 CD MPEG-21 FID
	No
	05/04/22

	7219
	Study of ISO/IEC 21000-17 CD MPEG-21 FID
	No
	05/05/13

	7220
	Workplan for Core Experiment on Logical Model Descriptions
	No
	05/04/22

	7221
	Introducing MPEG-21 FID – an Overview
	Yes
	05/05/06


The MDS subgroup requests that the title of ISO/IEC 21000-17 be changed to "Fragment Identification of MPEG Resources".
The MDS subgroup thanks the NBs of Australia, France and the UK for their submission of preliminary comments prior to the 72nd meeting and looks forward to the final comments and votes due on 05/05/20. 
	N7222
	49.1.1 AHG on MPEG-21 DIP

	Mandate:
	1. Complete editing of text of DIP FDIS according to disposition of NB comments on FCD.

2. Monitor implementation of the DIP software implementation plan.
3. Prepare and follow-up registration of MIME type for Digital Item Methods.

4. Carry out further study on working draft of proposed amendment and technologies under consideration.

	Chairs:
	Gerrard Drury (gerrardx at xenikos.com)
Frederik De Keukaleare (Frederik.DeKeukelaerex@xugent.be)

	Duration:
	Until the 73rd Meeting

	Meetings:
	AhG Meeting to be held on the Sunday prior to 73rd meeting.

Other business to be conducted by email or phone.

	Reflector:
	mpeg-21-dip at uow.edu.au

	Subscribe:
	Follow procedure at http://mailinglists.uow.edu.au/mailman/listinfo/mpeg-21-dip


	N7223
	AhG on Functional Granularity of DII

	Mandate: 
	1. Discuss and create text to be included into the 1st Amendment to ISO/IEC 21000-3 to support varying levels of granularity with respect to DI identification;

2. Develop terms needed for the above solution and make recommendations about their inclusion into the RDD

	Chair:
	Niels Rump (niels.rump (at) rightscom.com)

	Duration: 
	Until 73rd meeting 

	Meetings 
	No meeting. All business will be conducted by E-mail and/or telephone/web conference 

	Reflector: 
	mpeg-21-list@imec.be message titles prefixed [DII] 

	Subscribe: 
	To subscribe, send an email to owner-mpeg-21-list@imec.be 


	N7224
	49.1.2 AHG on MPEG-21 DIA

	Mandate: 
	1. Carry out Core Experiment on DIA and provide recommendations to the MDS subgroup.

2. Produce an editors' input on the Study of ISO/IEC 21000 FPDAM/1

3. Maintain the MPEG-21 DIA TuC document.

4. Investigate technologies for resolving Classification Scheme aliases.

5. Follow and keep track of the proposed deliveries of software to the Reference Software Web site.

	Chairs:
	Christian Timmerer (christian.timmerer_at_itec.uni-klu.ac.at)

Thomas DeMartini (Thomas.DeMartini_at_contentguard.com)

	Duration:
	Until the 73rd Meeting.

	Meetings:
	AHG Meeting to be held on the weekend prior to 73rd meeting. Other business will be conducted by e-mail or telephone conference.

	Reflector:
	mpeg21-uma_at_merl.com

	Subscribe:
	To subscribe send email to avetro_at_merl.com (Anthony Vetro).


	N7225
	AhG on MPEG-21 Event Reporting

	Mandate: 
	1. Prepare a Study of Preliminary Disposition of Comments

2. Integrate agreed dispositions into Study of CD

3. Monitor CE on Event Report Requests

	Chairs:
	FX Nuttall (fx at nuttall.org) 

Andrew Tokmakoff (tokmakoff at telin.nl) 

	Duration:
	Until the 73rd Meeting

	Meetings:
	A pre-meeting will be held on the weekend before the 73rd meeting.

Other business will be conducted by E-mail or telephone conference.

	Reflector:
	mpeg-21-event-reporting@lists.telin.nl 

	Subscribe:
	See  http://lists.telin.nl/mailman/listinfo/mpeg-21-event-reporting


	N7226
	49.1.3 AHG on MPEG‑21 Fragment Identifiers

	Mandates
	1. Re-evaluate the set of 2D and 3D regions supported by the spatial Node-tests.

2. Produce the Study of CD for 21000-17

3. Monitor the CE on Logical Model Description

	Chair
	Myriam Amielh (myriam.amielh@cisra.canon.com.au)

	Co Chairs 
	Sylvain Devillers (sdevillers.ext@rd.francetelecom.com)

	Duration
	Until the 73rd Meeting

	Meetings
	Pre-meeting to be held in Poznan prior to the 73rd meeting

	Reflector
	mpeg-21@listserv.imec.be
Please use the prefix [FID]

	Subscribe
	Send email to owner-mpeg-21-list@imec.be


	N7227
	AHG on RDD Implementation Issues

	Mandate: 
	1. Review the definitions used in the RDD spec in light of the RDD/REL Requirements, with particular reference to Abstraction, Expression, Manifestation, and Resource/Asset. Evaluate consequences for implementers of the standard. 
2. Based on the results of the above, propose any necessary amendments and/or course of action to better accommodate those terms.

3. Review all RDD terms for inconsistencies, circularity etc.
4. Identify any other relevant details and make recommendations in support of facilitating adoption and practical implementation of an RDD spec as per the MPEG-21 and RDD/REL Requirements.



	Chair:
	Marc Gauvin mgauvin x@x sdae.net

	Duration:
	Until 73rd meeting

	Meetings:
	There may be a meeting on the Sunday prior to the 73rd meeting.

	Reflector:
	mpeg-21-listx @ ximec.be message titles prefixed [RDD]

	Subscribe:
	To subscribe send email to owner-mpeg-21-listx @ ximec.be 
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Annex 8

Video

Source: Jens-Rainer Ohm, Gary Sullivan (Video), Miroslaw Bober (MPEG-7 Visual)

50 IDCT in MPEG Standards
The ANSI/IEEE 1180 standard (DCT/IDCT implementation accuracy) was withdrawn in 2003. As decided in the 70th meeting, a new part ISO/IEC 11172‑6: Specification for Implementation of Inverse Discrete Cosine Transform had been drafted, and was at FCD stage at the time of the Busan meeting. During the editing period of the FCD, further study was performed within the AHG. As references towards IEEE 1180 were different within the MPEG standards (11172-2, 13918-2, 14496-2), it will be necessary to put more effort into individual corrigenda of the three standards than originally expected. By this work, existing conformance criteria shall not be affected. Draft corrigenda could be issued in July. 

51 MPEG-4

51.1 New Levels in Visual Simple Profile

The final draft amendment on new levels in Visual Simple Profile (related to VGA size progressive display applications) was produced. Disposition of NB comments was made adequately. The related conformance FDAM was finalized as well. 

Documents reviewed: 

	11831
	SC 29 Secretariat
	Summary of Voting on ISO/IEC 14496-2:2004/FPDAM 2 [SC 29 N 6555] 

	11832
	SC 29 Secretariat
	Summary of Voting on ISO/IEC 14496-4:2004/FPDAM 10 [SC 29 N 6556] 


Output documents

	No.
	Title
	TBP
	Available

	
	14496-2 MPEG-4 Visual
	
	

	7079
	Disposition of Comments on ISO/IEC 14496-2:2004 FPDAM2
	No
	05/04/22

	7080
	Text of ISO/IEC 14496-2:2004 FDAM2 New Levels in Simple Profile
	No
	05/04/22

	
	14496-4 MPEG-4 Conformance
	
	

	7116
	Disposition of Comments on ISO/IEC 14496-4:2004 FPDAM10
	No
	05/04/22

	7117
	Text of ISO/IEC 14496-2:2004 FDAM10 New Levels in Simple Profile Conformance
	No
	05/04/22


51.2 Visual Conformance Corrigenda

The two corrigenda on Visual bitstreams conformance were finalized. NB comments were disposed of properly, mainly by considering the Study of DCOR texts from the 71st meeting (N6891 and N6892). As one NB also requested to consider the report on erroneous bitstreams (N6893), it would further be possible to exclude any bitstream from being removed during the remaining editing period of 4 weeks. Still a total of more than 40 streams are missing or incorrect. A follow-up action in 14496-2, removing profiles which would have lost conformance, could be started by July. This situation was again reflected by a resolution.

Documents reviewed: 

	11831
	SC 29 Secretariat
	Summary of Voting on ISO/IEC 14496-2:2004/FPDAM 2 [SC 29 N 6555] 

	11832
	SC 29 Secretariat
	Summary of Voting on ISO/IEC 14496-4:2004/FPDAM 10 [SC 29 N 6556] 


Output documents:

	No.
	Title
	TBP
	Available

	
	14496-4 MPEG-4 Conformance 
	
	

	7118
	Disposition of Comments on ISO/IEC 14496-4:2004 DCOR1 
	No
	05/04/22

	7119
	Text of ISO/IEC 14496-4:2004 COR1 Visual Bitstreams Conformance Corrigendum
	No
	05/05/20

	7120
	Disposition of Comments on ISO/IEC 14496-4:2004/Amd.1 DCOR1 
	No
	05/04/22

	7121
	Text of ISO/IEC 14496-4:2004/Amd.1 COR1 Visual Bitstreams Conformance Corrigendum
	No
	05/05/20


51.3 AVC

In Busan, a JVT meeting was held in parallel with the Video Subgroup work. The video subgroup, jointly with the JVT, recommended approval of the AVC-related documents by MPEG.

51.3.1 Output documents related to AVC

	No.
	Title
	TBP
	Available

	
	14496-10 MPEG-4 Advanced Video Coding 
	
	

	7081
	Text of ISO/IEC 14496-10:2005 (AVC 3rd edition)
	No
	05/05/20

	7082
	Disposition of Comments on ISO/IEC 14496-10:2004 DCOR1
	No
	05/04/22

	7083
	Text of ISO/IEC 14496-10:2004 COR1
	No
	05/05/13

	7084
	Joint Scalable Video Model (JSVM) 2
	No
	05/05/20

	7085
	JSVM 2 Software
	No
	05/05/20

	7086
	Working Draft 2 of ISO/IEC 14496-10:2005/AMD1 Scalable Video Coding
	No
	05/05/20


52 JVT Report
52.1 JVT Meeting Report Introduction and Overview

The Joint Video Team (JVT) of ITU-T Q.6/16 and ISO/IEC JTC 1/SC 29/WG 11 held its 15th meeting during 16‑22 April 2005 in Busan, Korea. The JVT meeting was held under the dual chairmanship of Dr. Gary Sullivan (Microsoft/USA) and Dr Jens-Rainer Ohm (RWTH Aachen/Germany), with co‑chair support from Dr. Thomas Wiegand (HHI/Germany) and Dr. Ajay Luthra (Motorola/USA).  The JVT meetings opened at approximately 9:30 am on Saturday 16 April 2005 and closed at 12:45 pm on Friday 22 April 2005.  Approximately 115 people attended the JVT meetings (as recorded on a sign-in sheet passed at the meeting).  The meetings took place in a co-located fashion with a meeting of ISO/IEC JTC 1/SC 29/WG 11 (MPEG).  The subject matter of these activities consisted of work on video coding.

52.2 Documents of the JVT meeting

52.2.1 Pre-registered documents

NOTE – The list below is hyperlinked.  The use of "control+left-click" on an item in the list will navigate to the location in this report at which the primary discussion of the document is found.

JVT-O000 [G.J. Sullivan] List of documents of Busan meeting
JVT-O001 Output [G.J. Sullivan] Report of Busan meeting
JVT-O002 [G.J. Sullivan] Report of Hong Kong meeting
JVT-O003 [G.J. Sullivan, A. Luthra, T. Wiegand] AHG Report: Proj mgmt & errata
JVT-O004 [T. Wiegand, K. Suehring, A. Tourapis, K.P. Lim] AHG Report: JM text & s/w
JVT-O005 [T. Suzuki, L. Winger] AHG Report: Bitstreams & conformance
JVT-O006 [J. Ridge, U. Benzler] AHG Report: SVC core experiments
JVT-O007 [J. Ridge, M. Wien, H. Schwarz, J. Reichel] AHG Report: JSVM, WD, SVC s/w
JVT-O008 P2.2/3.1 [S. Sun, E. François] Ext. Spatial SVC with Picture-level Adaptation
JVT-O009 P2.0 [J. Reichel, D. Santa Cruz, F. Ziliani] Improving temporal process
JVT-O010 P2.2/3.1 [A. Segall, S. Lei] Upsampling for Spatially Scaleable Coding
JVT-O011 P2.2.1/3.1 [Y.-K. Wang, et al] On SVC high-level syntax
JVT-O012 P2.2.1/3.1 [Y.-K. Wang, M.M. Hannuksela] Scalability information SEI for SVC
JVT-O013 P2.2/3.1 [H. Yu] Performance improved 4:4:4 coding for MPEG-4p10/H.264
JVT-O014 Info [G. Sullivan] One-page at 12-point font on scalar quantization
JVT-O015 P2.2.1/3.1 [X. Wang, et al] Simplified update step for MCTF
JVT-O016 P(NN)2.2/3.1 [W. Yuan] Rate control scheme for H.264/AVC
JVT-O017 D [A. Tourapis, K. Sühring, T. Wiegand] Update of reference software manual
JVT-O018 P2.2/3.1 [S. Jeong]  SVC CE2: Adaptive GOP Structure for Coding Efficiency
JVT-O019 Info [T. Kimoto] SVC CE4 Verification
JVT-O020 P2.2/3.1 [W.-H. Peng, T. Chiang, H.-M. Hang] SVC ROI Selective Enhancement
JVT-O021-L P2.2/3.1 [W. Choi, B. Jeon] SVC CE3 Improved entropy coding efficiency
JVT-O022 Info [W. Choi, B. Jeon] SVC CE2 Verification
JVT-O023 P2.2 [S.-W. Park, J.-H. Park, D.H. Yoon, B.-M. Jeon] Intra BL pred. & phase shift
JVT-O024 P2.2.1/3.1 [I.-H. Shin, H.-W. Park] Down/up-sampling methods for SVC
JVT-O025 P2.2/3.1 [S. Sakazume, et al] Spatial scalability with partial geometric transform
JVT-O026 P2.2 [M.H. Lee, et al] SVC Invocation of the inverse MCTF process
JVT-O027 P2.2 [C.P. Ong, et al] SVC MMCO for picture duplication
JVT-O028 P2.2 [C.S. Lim, et al] SVC prop. reduced-memory MCTF
JVT-O029 P2.2 [L. Xiong] Improving enhancement layer intra prediction
JVT-O030 P2.2.1 [Y. Chen, J. Xu, F. Wu] Improvement of the update step in JSVM
JVT-O031-W [Withdrawn] Withdrawn
JVT-O032-W [Withdrawn] Withdrawn
JVT-O033-L Info [H.-C. Choi] SVC CE3 verification results
JVT-O034 Info [L. Blaszak] SVC CE8 Spiral Scan results
JVT-O035 Info [L. Blaszak] SVC CE2 verification results
JVT-O036 Info [L. Blaszak] Comparison of spiral and raster scan
JVT-O037 P2.2/3.1 [T.C. Thang, et al] Spatial Scalability Multiple ROIs for Surv.
JVT-O038 Info [E. François, J. Vieron] SVC CE9: Spatial Scalability with Crop
JVT-O039 Info [E. François, J. Vieron] SVC CE10: Extended Spatial Scalability
JVT-O040 P2.2/3.1 [E. François, J. Vieron] Prop. for CE9 Spat. Scal. with Crop
JVT-O041 P2.2/3.1 [E. François, J. Vieron] Prop. 1 for CE10 Generic Ext. Spat. SVC
JVT-O042 P2.2/3.1 [E. François, J. Vieron] Prop. 2 for CE10 Spat. SVC Inter-layer
JVT-O043 Info [E. François, J. Vieron] SVC CE5 verification
JVT-O044 Info [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] SVC CE5 Quality layers
JVT-O045 Info [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] Scaling factor in JSVM
JVT-O046 Info [V. Bottreau] Improved FGS for JSVM
JVT-O047 Info [V. Bottreau] Info doc on improved SNR scalability JVT-O060 verif.
JVT-O049 P2.2 [Berthelot, et al] SVC storage and transport with MGS
JVT-O050 Info [I. Amonou, et al] Verification of RWTH deblocking
JVT-O051-L Info [I. Amonou, et al] SVC CE10 verif. of extended spatial scalability
JVT-O052 P2.2 [P. Yin, J. Boyce, P. Pandit] SVC CE6 Proposal
JVT-O053 P2.2 [P. Yin, J. Boyce, P. Pandit] SVC CE7 Proposal
JVT-O054-L P2.2.1/3.1 [Y. Bao, M. Karczewicz, J. Ridge, X. Wang] FGS for Low Delay
JVT-O055 P2.2.1/3.1 [J. Ridge, M. Karczewicz, Y. Bao, X. Wang] FGS coding eff. enh.
JVT-O056 P2.2.1/3.1 [Z.K. Lu, et al] ROI based SVC
JVT-O057 Info [S. Jeong, M. Park, G. Kim, K. Kim] SVC CE8 Verification
JVT-O058 P2.2 [K. Lee] SVC CE4 Virtual base layer motion for temporal enh.
JVT-O059 Info [Z. Li] Verif of JVT-O028 reduced-memory MCTF
JVT-O060 P2.2 [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] SNR scalability for JSVM
JVT-O061 Info [D. Santa Cruz, et al] SVC CE9 Verif.: Spat. scalability with cropping
JVT-O062 P2.2 [K. Lee] Closed-loop update-step in MCTF for SVC
JVT-O063 P2.2 [K. Lee, B.-K. Lee] Symbol prediction technique for SVC
JVT-O064 P2.2 [K. Lee] Adaptive quantization technique for SVC
JVT-O065 P2.2 [K. Lee] Improved Intra-BL coding for SVC
JVT-O066-L P2.2/3.1 [T. Wedi and S. Wittman] R-D estimation of quant offset params
JVT-O067 P2.0 [K. Hanke, et al] Improved deblocking for open-loop MCTF in the JSVM
JVT-O068 Info [M. Wien, S. Kamp] QP settings and RD performance in the JSVM
JVT-O069 P2.2/3.1 [P. Amon, M. Kapralov] Adaptive Quantization Offset
JVT-O070-W [Withdrawn] Withdrawn
JVT-O071 Info [H. Schwarz] SVC CE6 Verification
JVT-O072 Info [H. Schwarz] SVC CE7 Verification
JVT-O073 P2.0/3.1 [H. Schwarz, D. Marpe, T. Wiegand] Prog. refinement for 8x8 blocks
JVT-O074 Info [H. Schwarz, D. Marpe, T. Wiegand] Constrained inter-layer prediction
JVT-O075-W [Withdrawn] Withdrawn
JVT-O076-L Info [P. Onno, F. Le Léannec] SVC CE5 Verification
JVT-O077 P2.2 [C. Ying, Z. Jiefu, Y. Peng, F. Edouard] Chroma up/downsampling for SVC
JVT-O078 P2.2 [C. Ying, Z. Jiefu, Y. Peng, P. Purvin] New 4:2:0 format
JVT-O079 D [K.P. Lim, G. Sullivan, T. Wiegand] Enhancements to JM text
JVT-O080 Info [M. Jeanne, et al] CABAC variation and options for error resilience
JVT-O081-L Info [M. Zhou] Verification of JVT-O015 simplified update MCTF
52.2.2 Major output documents

(Dates listed are planned dates of availability.  Note that documents JVT-O001, JVT-O017, and JVT-O079 should also be considered output documents.)

JVT-O201/N7086 Working Draft 2 of Scalable Video Coding [05/05/20]

JVT-O202/N7084 Joint Scalable Video Model (JSVM) 2 [05/05/20]

JVT-O203/N7085 JSVM 2 Software [05/05/20]

JVT-O204/N7083 Text of Corr. to ITU-T Rec. H.264 | ISO/IEC 14496-10 AVC [05/05/13]

JVT-O205/N7081 Updated Text of ITU-T Rec. H.264 | ISO/IEC 14496-10 AVC [05/05/20]

JVT-O206/N7082 Disposition of WG 11 NB Comments on DCOR Ballot [05/04/22]

52.2.3 0.1
SVC core experiment output documents

JVT-O301 Core experiment   1: Memory management for MCTF process

JVT-O302 Core experiment   2: Improved deblocking filter settings

JVT-O303 Core experiment   3: Coding efficiency improvement of entropy coding

JVT-O304 Core experiment   4: Inter-layer motion prediction

JVT-O305 Core experiment   5: Quality layers

JVT-O306 Core experiment   6: Improvement of update step

JVT-O307 Core experiment   7: Enhancement layer intra prediction

JVT-O308 Core experiment   8: Region-of-interest coding

JVT-O309 Core experiment   9: Improved quantization

JVT-O310 Core experiment 10: Extended spatial scalability

JVT-O311 Core experiment 11: FGS ordering

JVT-O312 Core experiment 12: Weighted prediction FGS coding of closed-loop P frames

52.3 JVT Administrative topics

52.3.1 Administrative documents
JVT-O000 [G.J. Sullivan] List of documents of Busan meeting

Output document listing the documents of the meeting as in the previous section.

JVT-O001 Output [G.J. Sullivan] Report of Busan meeting

This document.

JVT-O002 [G.J. Sullivan] Report of Hong Kong meeting

The report of the Hong Kong JVT meeting – no problems in the report were noted.

JVT-O003 [G.J. Sullivan, A. Luthra, T. Wiegand] AHG Report: Proj mgmt & errata

Ad hoc report summarizing current work and errata reports.  Errata reports were particularly focused on during discussion.  The status described in the document (r2 version) was agreeable to the group.

JVT-O004 [T. Wiegand, K. Suehring, A. Tourapis, K.P. Lim] AHG Report: JM text & s/w

Ad hoc report summarizing work on software and JM algorithm description text.

JVT-O005 [T. Suzuki, L. Winger] AHG Report: Bitstreams & conformance

Ad hoc report summarizing work on bitstream exchange and conformance specification.

JVT-O006 [J. Ridge, U. Benzler] AHG Report: SVC core experiments

Ad hoc report describing status of SVC core experiments.

JVT-O007 [J. Ridge, M. Wien, H. Schwarz, J. Reichel] AHG Report: JSVM, WD, SVC s/w

Ad hoc report on status of JSVM and SVC WD texts and SVC software.

52.3.2 IPR policy reminder

Participants were reminded of the IPR policies established by the parent organizations of the JVT and were referred to the parent body web sites for further information.

Participants were particularly reminded of the need to supply a completed JVT IPR status reporting form in all technical proposals for normative standardization.

52.3.3 Late documents

No objections were voiced to the consideration of the late documents.  Documents listed in this report in italics and with a "-L" suffix to their document numbers were classified as late.

52.4 JVT Scalable video coding work

52.4.1 Tools of H.264/MPEG-4 AVC not supported in JSVM 1.0 software

Side activity report: A study of tools not supported in JSVM 1.0 software was provided by Thomas Wiegand and Heiko Schwarz as follows:

· 8.2.1.2. 
Picture Order Count type 1

· 8.2.1.3. 
Picture Order Count type 2

· 8.2.2. 
FMO (more than 1 slice group) (being worked on in CE8)

· 8.2.3. 
Slice data partitioning

· 8.2.5.4. 
MMCO commands (exception MMCO 2)

· 8.3.5. 
I_PCM macroblock mode

· 8.4.1.2.2. 
Spatial direct re-defined (does not use co-located block)

· 8.4.1.2.3. 
Temporal direct mode (being worked on in CE4)

· 8.4.2.3.2. 
Weighted sample prediction process

· 8.5.13. 
Residual colour transform

· 8.6. 
SP and SI slices / macroblocks

· 9.2. 
CAVLC

· more than 1 slice per picture

· Long-term reference pictures

· 4:2:2, 4:4:4 chroma sampling

· 10, 12 bit

· lossless mode

· scaling matrizes need to be checked

· cropping (being worked on in CE10)

· interlace (being worked on)

It was suggested that someone should volunteer to coordinate efforts toward adding such missing functionality into the software.  The JVT thanks Greg Cook (Thomson) for his generous acceptance of this task.

52.4.2 SVC core experiment 1: Low-delay SVC

Basic idea of the core experiment: Achieve SVC functionality with reduced delay.  No contributions were submitted in this category.

52.4.3 SVC core experiment 2: Adaptive GOP structure (non-normative)

Basic idea of the core experiment: Consider encoder functionality to adapt GOP size by considering temporal characteristics of the input video.

See also SVC high-level syntax section.

JVT-O018 P2.2/3.1 [S. Jeong]  SVC CE2: Adaptive GOP Structure for Coding Efficiency

Summary notes:

Adapt GOP size by considering temporal characteristics. PSNR gain in high motion sequences 0.62 dB (Crew), 0.3 (Football), 0.15 (Bus), but also slight PSNR drop in Harbour at CIF and QCIF. Decision was made in base layer (QCIF) and mapped to the QCIF and 4CIF layers. No syntax/semantics change, but claim is made that an additional bit in SEI message would be needed for the purpose of extraction. In general consensus that this method is useful (requires non-normative modification of the encoder), but signaling concepts for the extractor must be further studied and clarified in general. Therefore, a better approach would be at this moment to modify the non-normative extraction algorithm accordingly. Adopted to JSVM (non-normative).

Supplemental notes:

Remark: Finds gain.  Why sometimes drop in PSNR?  Not sure – in principle, should be able to always avoid that.

Proposes to add bit to syntax for extractor to determine what to extract.

Remark: Strictly speaking, there is no such thing as "level of a layer" – there is only dependency information – information about which pictures a picture depends on (and information specifying the timing associated with pictures).

Agreed to adopt encoder technique into JSVM.

Needs further study to determine syntax issues.

Remark: Subset bitstreams must conform to specified conformance points.

Remark: Bitstream is unlikely to conform to the base layer bit rate and CPB constraints unless some NAL units discarded.

JVT-O022 Info [W. Choi, B. Jeon] SVC CE2 Verification

Verification.

JVT-O035 Info [L. Blaszak] SVC CE2 verification results

Verification.

52.4.4 SVC core experiment 3: Improved entropy coding efficiency

Basic idea of the core experiment: Better adapt CABAC to the JSVM; Improved entropy coding of mb_type.

JVT-O021-L P2.2/3.1 [W. Choi, B. Jeon] SVC CE3 Improved entropy coding efficiency

Summary notes:

Proposes additional context models depending on mb_type of lower layer (13 additional) and neighbors. New binarization for mb_type is also proposed. Coding gain up to 0.2 dB (Mobile), lower in other sequences. Gain is higher when probability update is switched off (up to 0.7 dB in Mobile). Recommended for further study in combination with other proposals related to EC improvements.

Supplemental notes:

Did not use update step.

Typically no significant difference in efficiency.  Up to 0.2 dB improvement 

Closely related to SVC entropy coding topic.

Subject area needs further study.

JVT-O033-L Info [H.-C. Choi] SVC CE3 verification results

Verification.

52.4.5 SVC core experiment 4: Inter-layer motion prediction

Basic idea of the core experiment: Use (lower frame rate) base layer motion for enhancement-layer motion prediction

JVT-O019 Info [T. Kimoto] SVC CE4 Verification

Verification.

JVT-O058 P2.2 [K. Lee] SVC CE4 Virtual base layer motion for temporal enh.

Summary notes:

Different approaches to predict the motion, depending on available "virtual base layer" motion (forward, backward or both). Would not require syntax change, only semantics and decoding process. Coding gain at the CIF transition to the higher frame rate: City 0.15 dB, Crew 0.2 dB, Soccer 0.15 dB, Harbour 0 dB, Bus 0.15, Mobile 0.1 dB, Foreman 0, Football 0. Gain is in most cases propagated to the higher rates and resolutions. For single pictures, gain is claimed to be up to 1 dB (results will be submitted). High similarity of proposal with temporal direct mode of AVC which is not utilized so far in JSVM software, but specified in WD. Motion vector difference cannot be encoded in temporal direct mode, and different spatial resolutions are not supported by TDM. CE should continue, comparing with temporal direct mode and study the extension of TDM to layered structure, cases of encoding motion residual and support different spatial resolutions. 

Supplemental notes:

Remark: Gain (e.g., on Crew) may be unrelated to technique – but rather sensitivity to exact configuration issues.  Cases not involving FGS may be more reliable.

Remark: Very similar in spirit to temporal direct mode – is this something really new (relative to that)?  Has been compared only to spatial direct mode use.  Temporal direct mode gets trickier with open-loop encoding, but can be used in principle.  Temporal direct mode is, in principle, already in the standard – we must attempt to apply current temporal direct mode to the SVC design – making only the changes that are necessary to fit it into the SVC framework.

Remark: This also includes temporal-based prediction of MV with MV difference transmitted (so-called "temporal direct plus delta MV" coding – see VCEG promising tools list, MPEG-4 part 2 direct).

Remark: With different spatial resolution, current direct mode cannot be used without alteration.

Suggested to further study in relation to temporal direct mode (part of the new CE4 to be done).

52.4.6 SVC core experiment 5: Quality layers

Basic idea of the core experiment: To introduce high-layer syntax quality layer information in bitstream, and "dead substream" indication.

JVT-O043 Info [E. François, J. Vieron] SVC CE5 verification

Verification.

JVT-O044 Info [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] SVC CE5 Quality layers

Dead substreams: Extend lower resolutions into higher rates without using additional information for higher-layer prediction. Three scenarios (different on configuration of multiple adaptations): Inter-layer extraction, intra-layer extraction (only highest rate points of each resolution affected), client-server approach. Requires dead substream information in SEI message (which layer does DSS start from). Would need normative syntax to avoid drift at the decoder (expressing that the DSS shall not be used for higher-layer prediction). More study of dependency information necessary.

Found as a side-result that inter-layer prediction points presently used may not be optimum.

Quality layers: Additional SEI information for RD optimum extraction. Signaling derived from slope of RD curve, but could be wider in scope.

Concern raised whether quality levels need proper semantic definition. This would be non-normative decision that encoders might decide differently. Gain of 0.1-0.5 dB for some sequences (Mobile). 

Unified syntax for dead substreams and quality layers might be possible.

Adopt DSS (dead substream) indication into JSVM, additional side-activity at meeting, further conclusions reported elsewhere in this JVT report.

JVT-O076-L Info [P. Onno, F. Le Léannec] SVC CE5 Verification

Verification from Canon of technique proposed by France Telecom.  Two references for essential content: [1] unknown location, [2] MPEG doc.  Group requested that referencing of essential material should consist of references to documents that are available to all JVT members at identified locations.

52.4.7 SVC core experiment 6: Non-scalable motion vector coding

Basic idea of the core experiment: Study putting all enhancement-layer MV information down in the base layer versus having MV refinement information in the enhancement layer(s).  Considers the concept of "complexity scalability" decoder target rather than backward-compatibility goal, with overall total bit rate being more important in this scenario rather than constrained-base-layer bit rate.

MV encoded in full-resolution and placed in the base layer bitstream.  Base layer decoder scales down the MVs, rounding them to quarter-pel for the operation of its decoding process.

Compared that against coding quarter-pel in the base layer and coding refinement bits in enhancement layer.  In the P and B cases, this MV refinement data was the only information in the enhancement layer (no residual difference waveforms sent).

Also tested not refining the base layer MVs (to save on the rate necessary for sending the refinements of the MVs in the enhancement layer).

JVT-O052 P2.2 [P. Yin, J. Boyce, P. Pandit] SVC CE6 Proposal

Summary notes:

All motion information in base layer, no update step in MCTF, 2 layers of spatial scalability. Inter picture only one layer, encoder optimized for full resolution with MV for full resolution. Base layer MV downscaled by 2, but full resolution sent in base layer. Gain is up to 1+ dB for the enhancement layer, but in a range of rates where PSNR is still relatively low (27..30+ dB). Smallest block size in enhancement layer was 8x8. By enforcing the same motion vectors, the scalable scheme is clearly put in disadvantage. Still unclear where the penalty is coming from, and how large the penalty realistically would be. Except for I frames, the non-scalable motion cases would not be decodeable by AVC compliant decoders. Only for I frames, residual information is sent. At the same time, efficiency penalty and (slight) complexity penality at the base layer. Would require special non-scalable base layer profile which is not backward compatible.

It would be possible to obtain backward compatibility by enforcing only ½ pel accuracy at enhancement layer. Jill should communicate such results to interested parties and try to find out if it is necessary to perform more investigations; presently, no support for the proposal.

Supplemental notes:

Prior work M11682.

No update step used.  Used lower bit rates of "Redmond conditions", since the technique does not seem to work as well at higher bit rates.

When comparing methods as described above, a substantial penalty was shown for putting the refinement bits in the enhancement layer.

Lots of bits needed for the refinement – substantial performance difference shown (1.24 dB).

Remark: This is very low quality coding (e.g., 30 dB).

Remark: Very much a function of the sensitivity of the result to small changes in bit allocation between the base and enhancement layer.

Base layer in this test had a higher bit rate than what is typical in SVC experiments.

Hypothetically, could choose to vary the decision regarding whether to use backward-compatible MV coding or not on a picture-by-picture basis (e.g., coding only non-reference pictures in non-backward-compatible way).

Remark: Is this just a failure to entropy code the MV LSB's well?  Response: No, there is a loss of performance in the prediction of the MVs in the base layer if the LSBs are not there for use in that prediction process.  Remark: But is the amount of the penalty shown here due entirely to that, or is there a serious shortcoming in the MV residual entropy coding?

Remark: This has a lot to do with encoder optimization – difficult to do a fair comparison.  Is the (majority of the) penalty due to scalability, or is it due to encoder optimization issues.

Did not use any block sizes smaller than 8x8 in enhancement layer.  Is that a problem?  Perhaps not, since the fidelity tested here is so low that it would not be likely to justify small block-size motion.

Would probably require using special NAL unit type codes for the non-backward-compatible pictures.

I pictures are not changed.

Remark: This is a completely different branching of the design.  Breaks decoder compatibility, encoder approach is completely different.

Is the gain enough, and well-known enough, to justify the loss of compatibility of the base layer?

No residual transform blocks are being sent in the enhancement layer in this scenario.  Is that realistic?  Does it match a reasonable application approach?

Remark: How far are these performance curves from the best scalable scheme we know of?

Low-complexity motivation: Avoiding extra deblocking, avoiding extra decoding "loops" (do we have multiple decoding loops?).

Remark: Compare to using only half-pel MVs in the enhancement layer?  Just don't send any enhancement MV data.  Test that?

Not much support currently in the group for this.

JVT-O071 Info [H. Schwarz] SVC CE6 Verification

Verification.

52.4.8 SVC core experiment 7: Enhancement-layer intra prediction

Basic idea of the core experiment: Consider allowing spatial intra prediction in enhancement layer.  Requres extra syntax.  Add flag at slice header level to enable or disable its use.

Only tried when using spatial scalability – did not test it for SNR scalability (maybe it would help, but they were motivated by thinking that it might help for spatial scalability).

Using directional spatial prediction of the residue, not the result.

JVT-O053 P2.2 [P. Yin, J. Boyce, P. Pandit] SVC CE7 Proposal

Summary notes:

Enhancement layer residue contains many high frequencies; directional intra prediction may help to encode. Syntax change: intra_base_residue_prediction_flag in enhancement layer. For 3-layer coding, only used for the highest layer. Results: Average 0.3 dB gain at higher rates, 0.11 dB loss at lower rates. Would become better at low rates if it would be performed adaptively on a macroblock basis. Claim to be useful in applications that require high quality (up to lossless). Continue CE to investigate the adaptive scheme.

Supplemental notes:

At higher fidelity (QP < 20), got gain (e.g., avg 0.3 dB, up to 0.6 dB), at lower fidelity (QP > 20), did not (average 0.1 dB loss).

The gain was at very high fidelities.

Remark: Consider making a macroblock-specific decision whether to use this or not.

Seems to be useful in very high bit rate range.

Could be especially useful for scalable-to-lossless.

Continue study (incl. MB adaptivity).

JVT-O072 Info [H. Schwarz] SVC CE7 Verification

Verification.

52.4.9 SVC core experiment 8: Spiral scan

Basic idea of the core experiment: Compare efficiency of spiral scan versus raster scan

JVT-O034 Info [L. Blaszak] SVC CE8 Spiral Scan results

1a: Comparison made for raster scan with different rotations, roughly same PSNR and rate (within 0.05 dB). 1b: comparison without rotation, RS only very slightly worse in some cases. Subjective comparison: City OK, for Soccer the better quality region in the middle becomes clearly visible. Would it be necessary to switch depending on sequence? Would have non-negligible impact on the amount of text in the standard (intra prediction, CABAC contexts, MV prediction etc.), and also be a burden for implementation.

JVT-O036 Info [L. Blaszak] Comparison of spiral and raster scan

See notes on JVT-O034.

JVT-O057 Info [S. Jeong, M. Park, G. Kim, K. Kim] SVC CE8 Verification

Verification.

52.4.10 SVC core experiment 9: Spatial scalability with cropping

Basic idea of the core experiment: A lower layer of spatial scalability is a cropped and downsampled version of the higher layer.  Upper left corner is aligned on MB boundary (assuming cropping rectangles can take care of any need for further windowing within MB boundaries).

JVT-O038 Info [E. François, J. Vieron] SVC CE9: Spatial Scalability with Crop

Cropping layer aligned with macroblocks; only those MBs used for bottom-up prediction that are fully within the cropping window. No limitation should be effective such that cropping window must be aligned with MB boundary at the top-left. Compared against configuration where no prediction of motion vectors, modes etc. was allowed. Gain of up to 1.5 dB. Must the higher layer always be a superset of the base layer?

Side activity was conducted to work on more general syntax.  Conclusion: Adopt method reported from side-activity.

JVT-O040 P2.2/3.1 [E. François, J. Vieron] Prop. for CE9 Spat. Scal. with Crop

See above notes.

JVT-O061 Info [D. Santa Cruz, et al] SVC CE9 Verif.: Spat. scalability with cropping

See above notes.

52.4.11 SVC core experiment 10: Non-dyadic spatial scalability

Basic idea of the core experiment: Consider resampling ratios for spatial scalability that are not powers of 2.

JVT-O008 P2.2/3.1 [S. Sun, E. François] Ext. Spatial SVC with Picture-level Adaptation

Extension of Thomson proposal for dynamic change of scaling factor and cropping area with each frame.  

Lower layer picture region with dynamically-varying resampling/cropping ratios.  Same concept as variable-resampling-ratio-with-cropping spatial scalability, but with the ratio and relative spatial coordinates changing from picture to picture.

Note relation to region of interest (ROI) – since lower layer has greater ability to focus on relevant scene content.

No drawback in coding efficiency of full-res picture.

Slight difference in division operation method.

Also need to fix the chroma sampling structure issue (addressed in this proposal). This issue needs AHG further study.

Also advocates modification of deblocking filter – to avoid over-filtering.  This seems like a separate issue.  This issue is considered in the new CE2.

JVT-O025 P2.2/3.1 [S. Sakazume, et al] Spatial scalability with partial geometric transform

Resampling relationship between higher and lower spatial layers varying from location to location within a picture to introduce spatial geometric transformation.

Seems complex to specify and implement.  Really necessary for key applications?

Not supported by the group.

JVT-O039 Info [E. François, J. Vieron] SVC CE10: Extended Spatial Scalability

See notes below.

JVT-O041 P2.2/3.1 [E. François, J. Vieron] Prop. 1 for CE10 Generic Ext. Spat. SVC

Support of non-dyadic up-sampling configurations. Done only for MBs fully inside the window; MB boundaries do not need to match. MV and mode prediction from nearest base layer MB, requires one mult/div per MB. Interpolation method: Lanczos filter.

Tested ratios 3/4, 2/3, 3/5. Compare dyadic+re-sampling, 3/2+re-sampling, generic scheme. Usually similar in performance at high, better (visually sharper) than dyadic at low res. (SNR & visually).

JVT-O042 P2.2/3.1 [E. François, J. Vieron] Prop. 2 for CE10 Spat. SVC Inter-layer

Alignment of MB boundaries, only 3/2 upsampling, Super-MB consists of 4 BL MBs. Each MB MV is only predicted from one BL MV. For up-sampling, use AVC interp. filter plus nearest quarterpel.

Not needed generally, but nice to have for broadcast domain. Concern that this might add a significant number of pages to the spec. Question whether it would be useful to define the generic scheme for high end, and the simplified scheme for low-end applications. Would only be useful if the simplified scheme was defined as a subset of the generic scheme. Side activity conducted to think about this and come back with a presentation of unified description.

Accepted result of side activity as described in other notes above.

JVT-O051-L Info [I. Amonou, et al] SVC CE10 verif. of extended spatial scalability

Verification.

52.4.12 SVC high-level syntax

See also CE2 section and summary closing review section.

Subjects of discussion included:

· Access Units vs NAL Units

· Fragmentation

· Dead sub-streams

JVT-O011 P2.2.1/3.1 [Y.-K. Wang, et al] On SVC high-level syntax

Topics: 

· Picture (access unit) definition and decodability dependency information: Put FGS planes into different access unit types with unique dependency information signaling. Currently, FGS slices are always aligned with the base layer. Necessary to signal the information about access unit being FGS for the decoder (not only as SEI). Further discussion related to CE 5
· Remove NAL unit types 14 and 15 (SPS and PPS for scalable extension). Conditions can be added to previous SPS/PPS NAL unit types based on profile_idc. Agreed
· Activation of sequence parameter sets. Clarify in WD.

· Coding of base_id_plus1 Clarify offline, needs more general solution.

· Coding of frame_num. Agreed on fix
· Removal of spatial coverage constraint for FGS slices. FGS slicing should be independent of base picture. Agreed in principle.

· ..

· ..

Scalability ordering: Separation of luma and chroma hardly possible presently. Present approach of block scanning (4x4 row-wise) should be fixed to perform "normal" MB scanning order. Intra 16x16 and 2nd transform step chroma should be implemented. Accepted.

Nine sub-topics

1) Picture (access unit) definition and decodabiltiy_dependency_information

2) Removal of NAL unit types 14 and 15

3) Activation of sequence parameter sets

4) Coding of base_id_plus1

5) Coding of frame_num

6) Removal of the spatial coverage constraint for FGS slices

7) NAL unit order

8) FGS NAL unit truncation

9) FGS scalability ordering

Subtopic 1: Propose each FGS plane to be a separate access unit.  Perhaps difficult for impact on Annex C.  How does the decoder know when the refinement has stopped?

Proposes to eliminate "quality level" part of dependency information – moving those bits into "dependency ID" field.  Remark: This causes a problem in the case of a loss of an FGS layer – it becomes unknown whether to proceed with spatial enhancement layer decoding with drift or not.

Note: Cannot change slice structure from layer to layer in current FGS WD design.

Relates closely to "dead substream" issue of CE5 discussion.

Subtopic 2: Removing NAL unit types 14 and 15 (SPS & PPS in scalable extension).

Note need to clarify scope of profile_idc and level_idc – corrigendum issue – scope should be coded video sequence, not bitstream.

Agreed.

Subtopic 3: Activation of SPS.

Allow use of same SPS ID for multiple layers – Agreed to clarify to make sure the wording does not prohibit this.

Subtopic 4: Coding of base_id_plus1 – code as difference rather than as value.

Remark: Is the current design conceptually complete?  Shouldn't we put the whole byte indicating the reference.

Agreed that there needs to be a change, but exactly how will be deferred to further study except as noted.

Subtopic 5: Coding of frame_num.  Propose to allow (but not require) frame_num to be equal for different pictures with the same POC.  Each "layer" should have its own frame_num counter.

We're surprised to hear that it is not done that way already.  Agreed to fix.

Remark: Any picture that is a reference picture for any "layer" should have nal_ref_idc not equal to 0?

Remark: Multiple decoding loops can require extra storage – it creates a need to hold extra pictures in memory.

Subtopic 6: Removal of spatial coverage constraint for FGS slices.

Allow FGS slices to differ in shape.

Agreed in principle.

Remark: Are truncated FGS slices conforming?

Subtopic 7: NAL unit order.

Editorial remarks on current draft text.

Need redefinition of "active" term to allow multiple SPS active at the same time (in different "layers")

Above remark and proposed editorial corrections agreed in spirit.

Subtopic 8: FGS NAL unit truncation.

Note that truncation could occur within header before reaching slice data.  Proposed to specify decoder to react by discarding partial header.

Remark: Do we really need to specify normative operation of decoder for truncated bitstreams?

Keep in mind – work out later. Not resolved at this meeting.

Subtopic 9: FGS scalability ordering

Luma and chroma information is presently interleaved on a block basis.  This makes luma extraction difficult.  Propose to have a flag, in response to which the luma and chroma refinement data will be separate.

FGS is currently done on 4x4 block basis without regard to macroblocks.  Remark: That seems like a bug – let's fix it.  Will that work with FMO?  Agreed to organize FGS into macroblocks.

Do we have Intra_16x16 in FGS?  Not now.  Do we have the 2nd-level DC transform of chroma in FGS?  Agreed to consider these as unimplemented features that are intended to be in the design.

Can currently already offset the chroma FGS refinement to be delayed relative to luma.  Remark: Why not just let that delay offset be arbitrarily large?  Use a bit instead.  Agreed.

JVT-O012 P2.2.1/3.1 [Y.-K. Wang, M.M. Hannuksela] Scalability information SEI for SVC

Purpose: In the context of bitstream extraction, simplify bitstream parsing by improved SEI syntax. ROI scalability may be exception that still requires bitstream analysis.

Signaled info: Total number of scalable layers, Mapping of each picture to a layer, Properties of each layer (FGS, sub-picture, ROI), scalability info for each layer.

States that a number of important things require significant parsing and analysis.  New syntax proposed to address these issues.

Remark: For purposes of this work, a "layer" of SVC enhancement video is the set of pictures with the same value of decidability_dependency_information.  Yes.  Seems to be the case.

And a "spatial layer" is the set of pictures with a particular resolution.

Sent to side activity for further consideration.

Not resolved at this meeting.

JVT-O049 P2.2 [Berthelot, et al] SVC storage and transport with MGS

MGS = "medium-grained scalability"

Applications of MGS: Video content over VBR networks, truncation either by source control or within the network. Enable NAL unit truncation such that MGS (steps of max 10 %) become possible. Re-allocation of information from base to enhancement NAL units may be required. Presently, 4 FGS quality levels is not sufficient to support MGS. 

Solutions: a) Extension flag, would however restrict dependency ID to 2 bits; flag signals presence of quality_level_extension. b) reserve "111" of dependency ID to signal extension, leaving 7 dependency ID codes  c) similar, with "11". SVC NALU should be compatible with AVC NALU transport, using one of the 3 proposed headers. Propose to use smaller NAL units, no truncation problem. Deferred for side activity work (see CE5) to come back with joint proposal on improved NAL unit syntax.

Intent is to enhance multicast network usage.  Making rate control for each level a function of RTSP feedback.  For example, may need to reduce the base layer bit rate while maintaining the same total bit rate with enhancement.

Desire to have a "quality tag" associated with NAL units.

Current design has at most 4 FGS quality levels.

Proposes adding a bit in decodability_enhancement_information to indicate the presence of an extra byte providing further information.

Extensive analysis of RTP formatting issues.

Proposes some alternative suggestions relative to JVT-O011.

52.4.13 SVC deblocking

JVT-O050 Info [I. Amonou, et al] Verification of RWTH deblocking

Verification.

JVT-O067 P2.0 [K. Hanke, et al] Improved deblocking for open-loop MCTF in the JSVM

Summary notes:

Analysis of de-blocking filter in context of layered structure and MCTF. De-blocking not triggered for blocks with residual prediction on and no coefficients in current layer. Inter MBs with residual prediction are often not de-blocked. Consideration of additional quantization noise in the prediction – increase alpha and beta values to adjust thresholds. PSNR-wise, effect is negligible (except Harbour, 0.2 dB loss), but claimed to be beneficial for visual quality. Request to establish a CE. For frame-wise case, it would be possible to encode a QP offset. First issue considered a bug fix and Agreed, second issue to be proposed for CE.

Supplemental notes:
Analysis of deblocking filter.

1) Alteration of boundary strength decision

2) Frame/block-wise threshold offsets for inter MBs

The first of these two is more obvious.  For the second, it is noted that the encoder has some ability to adjust the strength of the deblocking filter.  Remark: It should be avoided to "hard-wire" an approach.  Response: But perhaps we should attempt to set the nominal value so that it adjusts properly for the conditions in use, while preserving the ability of the encoder to deviate from the nominal value.

Relationship to JVT-O008 proposed modifications?  Separate issue.

Agreed to adopt first proposed change as bug fix.  Plan to do future study in CE of the other issue – investigating non-normative and normative approach to topic.

52.4.14 Temporal processing, MCTF structure and memory usage

This subject relates closely to CE1 (Low-delay SVC).

JVT-O009 P2.0 [J. Reichel, D. Santa Cruz, F. Ziliani] Improving temporal process

Temporal process in MCTF as presently implemented is based on GOP, which causes overhead in memory storage etc. Improvement without syntax change reported: perform prediction and update steps as soon as possible. Proposes introduction of Virtual Prediction Picture Buffer (VRPB). Prediction/Update are done when the buffer is full. By signaling the size of the VRPB, maximum number of residual pictures to be stored can be known in advance.

New syntax elements: max_residual_picture (size of VRPB), store_base_representation, use_residual_picture, number_update_levels to simplify control of the VRPB; previous syntax elements gop_size, picture_id_inside_gop and decomposition_stages can be removed. New syntax would require more bits (not clear how many, roughly 5?).

Discusses shortcomings of current WD – mostly editorial issues.

Two approaches: One is approx per JVT-O026; other is to add syntax.

JVT-O015 P2.2.1/3.1 [X. Wang, et al] Simplified update step for MCTF

AVC MC interpolation filter required in both prediction and update steps is significant burden; First proposal: Determine adaptive update energy criterion based on the non-interpolated pixels. Second proposal: Use 4-tap or bilinear filter, depending on weight in adaptive update. Roughly 10-50% are not interpolated, 30% are only bilinearly interpolated (depending on sequence). No significant drop in PSNR observed. 4-tap filter does not lead to significantly visible loss, while application of 2-tap filter (when applied always) becomes visible.

Update step uses ordinary MC interpolation filter (6-tap) and 4x4 blocks.

Current scheme does interpolation before determining whether the interpolation is really needed.  Proposes to use integer motion for the determination.

Additional aspect – propose to use 4-tap or bilinear filter, depending on weight in adaptive update.

Note timing issues, "burstiness" of load on decoder.

Inputs to the Poznan meeting are encouraged to study the RD vs complexity trade-off implications of the update step.

Adopt the simplified update step of JVT-O015 as a configurable alternative option into JSVM. Add a bit to allow switching of the two methods. One of the two methods is likely to be removed at a later stage.

JVT-O026 P2.2 [M.H. Lee, et al] SVC Invocation of the inverse MCTF process

Related to CE1: Low-delay mode. In present software, inverse MCTF is invoked at the end of a GOP: Large memory requirement, large delay. Instead "on-the-fly" approach. Define a set of variables that allows to determine when the inverse prediction/update steps can be applied. Implemented in JSVM1 software, perfect match achieved. Proposal to establish a task force on these issues to work out a viable solution (which is obviously useful). Must also consider aspects like adaptive GOP, and work out (normative and non-normative aspects) of decoding process and buffer management, decoding/delay timing etc. Could be studied in CE or AHG.

Adopt.
JVT-O027 P2.2 [C.P. Ong, et al] SVC MMCO for picture duplication

Lowpass picture used as reference for next GOP must be duplicated, because it might be overwritten. Similar problem occurs in low delay situations where processing is performed partition by partition. Additional MMCO command must be provided to signal the required duplication. Clearly, duplication is required. Should be studied further in the overall context of memory management issues.

JVT-O028 P2.2 [C.S. Lim, et al] SVC prop. reduced-memory MCTF

Summary notes:

Residuals (H) use more than 8 bits. Divide memory into 2 parts, where after clipping to 9 bits the LSB is stored in "reconstructed" picture memory. Idea to perform the scaling of the update step beforehand. Requires re-definition of the calculation of the residual. Investigate in CE with JVT‑O009 and JVT-O026; eventually extend to investigate 8bit update step; using 9bit residuals may be useless in the context of 9bit update.

Supplemental notes:

Proposes to reduce memory by:

1) Saturate residuals to 9 bits (not 10, which is the range in the current spec).

2) Modify update step

3) Change residual picture definition

4) Change prediction equation

Remark: Perhaps can do 8-bit update step instead of this.  Needs further study.

JVT-O059 Info [Z. Li] Verif of JVT-O028 reduced-memory MCTF

Create CE: Memory management for MCTF, participants: Visiowave (Julien), Panasonic, Nokia

JVT-O030 P2.2.1 [Y. Chen, J. Xu, F. Wu] Improvement of the update step in JSVM

Proposal to improve update step wrt coding efficiency and complexity. Contrasts traditional motion-inverting methods with new one: Energy distributed update: scan blocks in the H (residual) picture and forward motion-compensate them into the L picture. Modifies calculation of motion vectors. Update is omitted by thresholding. PSNR improvements from 0 to 0.15 dB for luma and some loss for chroma. Smaller bit-rate fluctuation claimed. Not compatible any more with H.264/MPEG4-AVC.

Create CE: Improvement of Update step wrt to coding efficiency and complexity, participants: Samsung (Han), MSRA, Nokia, HHI

JVT-O062 P2.2 [K. Lee] Closed-loop update-step in MCTF for SVC

Problem of open-loop is encoder/decoder mismatch. Closed-loop prediction step provides consistent MVF for multi-layer motion refinement, reduces misalignment between encoder and decoder (encoder issue). Second approach: Use base-layer information in update step. Adaptive selection between open-loop and closed-loop approaches possible. For lower layers, closed-loop prediction is best. For higher layers, open-loop P+U is better than closed-loop P, but closed-loop P+U is even better (up to 0.5 dB at highest rate, else around 0.1-0.3 dB). Also, less PSNR fluctuation. Can be done as non-normative encoder optimization (by default, prediction from base layer) – would it be useful to investigate combination with FGS?

JVT-O081-L Info [M. Zhou] Verification of JVT-O015 simplified update MCTF

Verification.

52.4.15 SVC upsampling, downsampling, and chroma sample positions

JVT-O010 P2.2/3.1 [A. Segall, S. Lei] Upsampling for Spatially Scaleable Coding

Proposes to adaptively switch between AVC filters, hold backward/forward, binomial filter, co-located pixels are simply copied. Only two-layer system investigated, intra only, luma only. Performance depends on base layer quality. Adapted on a 4x4 block basis, RD optimized decision. Mobile: For 38 dB, 0.7 dB gain, approx. 80% are selected bilinear; for 45 dB, 0.9 dB gain, approx. 50% are AVC filters. Done separately for horizontal and vertical directions, entropy would be approx. 2 bits/block.

Supplemental notes:

Adaptation of filter to improve coding performance. Filter selection based on RD cost for each 4x4 block. In addition to the 6-tap filter, nearest-neighbour and bi-linear filters are proposed. The use per 4x4 block is signaled using CABAC. Uses about 10 kbits per picture.

Used down-sample kernel is identical in comparisons. No decoder simulated, i.e. bit-rate used for side information is estimated. PSNR gains are typically 0.25 dB at low rates and 0.75 dB at high rates.

JVT-O023 P2.2 [S.-W. Park, J.-H. Park, D.H. Yoon, B.-M. Jeon] Intra BL pred. & phase shift

Problem: Coding performance is deteriorated when the BL picture has a phase shift (not MB aligned). Proposal to introduce syntax element global_shift_flag, global_shift_x, global_shift_y. Shifts can be arbitrary (for non-aligned macroblocks) (?must have some upper limit).

Accounting for global shift based on the difference between current picture and upsampled picture. Local shift for refinement of the global shift. Non-dyadic spatial scalability.

JVT-O024 P2.2.1/3.1 [I.-H. Shin, H.-W. Park] Down/up-sampling methods for SVC

Investigates usage of alternative filters for down- and up-sampling. Proposes type-2 DCT (with phase shift) and type-1 DCT (without phase shift). Intra-only coding. Configuration where DCT filters are used for down-sampling, JSVM filters for up-sampling. Shows gain of >2 dB for case of type-2 when the fitting DCT filter is also used for up-sampling, roughly 0.5 dB for the type-1 case. Uses QP=0 for base layer (very high quality). Concerns of base-layer alias due to use of DCT; furthermore, more realistic base-layer QP should be investigated.

Supplemental notes:

Matched up-sampling/down-sampling. Improved up-sampling or improved down-sampling. Used a DCT/IDCT for down- and up-sampling. Two proposals: DCT Type 2 with phase shift and DCT Type 1 without phase shift. Roughly doubles computational complexity of sampling process. Reports CIF/4CIF experiments. Uses extremely small QP values for base-layer.

Need to see results for much higher QP values and for entire video sequences. Further work is encouraged.

JVT-O077 P2.2 [C. Ying, Z. Jiefu, Y. Peng, F. Edouard] Chroma up/downsampling for SVC

Proposal to accommodate different color sampling formats. Different positions of color samples actually exist. Propose bi-linear up-sampling filters to resolve the issue. No specific results.

Conclusion: Intra-upsampling to join ongoing CE. Establish AHG on color sampling and luma phase-shift issues, including evidence on need for other filters.

JVT-O078 P2.2 [C. Ying, Z. Jiefu, Y. Peng, P. Purvin] New 4:2:0 format

Aims at easing color space scalability. SEI message usage proposed. Proposal noted.

Create AHG to Study down-sampling and up-sampling filter RD performance and Complexity (Chair: Sullivan)
52.4.16 SVC region of interest (ROI)

JVT-O020 P2.2/3.1 [W.-H. Peng, T. Chiang, H.-M. Hang] SVC ROI Selective Enhancement

Approach: Prioritize blocks that shall be within ROI, allows arbitrary MB-based ROI definitions. Two concepts: "Binary" (selective enhancement, SE) and "graceful" (layer remapping, LR) ROI. Embedded into cyclical block coding approach of significance pass and refinement pass. In prioritized coding, ROI blocks are coded prior to the lower priority ones, priority given by number of shifting cycles. Allow shifting factors 1…32. Requires 1 bit syntax Enable_MB, 4-bit syntax num_refinement_pass, three additional context models. Compare Foreground PSNR with SE, LR and comparison of both. Visual example Foreman: Face improved, but background is becoming worse. bitrate increase 0.4% for SE, 1.3% for LR. Alternatives for SE would be slice grouping (which however does not allow prediction between slices), or local adaptation of QP. Regarding requirements, the proposed scheme would not allow interactive definition of ROI at the decoder side, block-based would be sufficient. Conclusion: Comparison against alternative solutions already existing might be done in CE.

JVT-O037 P2.2/3.1 [T.C. Thang, et al] Spatial Scalability Multiple ROIs for Surv.

ROIs should be extracted without transcoding, only rectangular, independently decodable. Multiple ROIs should be allowed. Syntax to define mask areas: Slice group of type 2. Case of overlapped ROIs: Syntax to signal the overlapped regions, which is only encoded within one of the two ROIs. Also possibility to zoom into ROIs (spatial scalability), but eventually only one of two ROIs would be zoomed. Supported by "virtual region" concept. Shows bitrate saving depending on the size of overlapped region. Could presently probably also be done by using SEI messages. Conclusion: Conceptually, we would rather put such things into metadata than normative part.

JVT-O056 P2.2.1/3.1 [Z.K. Lu, et al] ROI based SVC

Motivation: Human visual system, just noticeable difference between important regions and less important regions can be high (up to 9 dB). Propose ROI mask on a 4x4 block basis. Sensitivity decreases linearly from ROI into non-ROI areas. Experiment with JM 6.0. In principle, request is made for arbitrary-shape ROI, to increase quality (encoder optimization issue). This could at least be done on a level of 16x16 blocks by tuning QP. 

Establish CE (NCTU, ICU, I2R).

52.4.17 SVC single-loop decoding

JVT-O074 Info [H. Schwarz, D. Marpe, T. Wiegand] Constrained inter-layer prediction

Compare true single-loop decoding against present JSVM (requiring multiple loop for P pictures) and true multiple-loop. Usually loss is insignificant (0.1 dB) compared to present JSVM, while multiple loop (not in JSVM) gives 0.5 dB for some cases (Football, Soccer). Adopt the proposed solution for software (no syntax, semantics, decoder change). Keep the option of multiple loops in the software, may become a profiling issue later.

Adopt.
52.4.18 SVC enhancement-layer intra coding

JVT-O029 P2.2 [L. Xiong] Improving enhancement layer intra prediction

Improves coding efficiency of Intra prediction in enhancement layer. Can utilize right and bottom samples for intra prediction. Adds multiple more prediction modes per direction. Tests multiple strategies for adding the modes: complicated – adds 8, simple - adds 3, substitute method replaces intra mode. No results!

Further work encouraged.

JVT-O065 P2.2 [K. Lee] Improved Intra-BL coding for SVC

Observes uniform and flat statistics of residuals. Proposal is to utilize Intra-16x16 for Intra-BL residuals for same resolution signals. PSNR improvements are from 0 to 0.2 dB.

Create CE: Improved layered prediction residual coding: Thomson (Boyce), Samsung

52.4.19 SVC entropy coding

Closely related to SVC CE3 subject.

JVT-O063 P2.2 [K. Lee, B.-K. Lee] Symbol prediction technique for SVC

Improvement of enhancement slice-specific mb_type entropy coding. PSNR gains between 0 and 0.1 dB.

Encourage further work.

JVT-O064 P2.2 [K. Lee] Adaptive quantization technique for SVC

Seems to confuse quantization and entropy coding – appears to actually be about CABAC.

Improvement of CABAC performance by carry-over of initialization of CABAC context models. Slices to carry over from are indicated in a hard-wired way only working with current structures. Gains are between 0 and 0.15 dB. Not applied to QCIF. No gains for 4CIF. Issues with regards to error resilience or flexibility of extractions. Issues with regards to decoder complexity as after decoding a NAL unit a decoder has to store all context states since it does not know wheteher they will be use again. Further work with multiple slices requested.

Encourage further work in light of the above comments.

52.4.20 SVC error resilience (non-normative?)

JVT-O048 P2.2.1/3.1 [J. Jie, H.-K. Kim] Error resilience for SVC base and enh. layers

A video coding method with error-concealment functionality for Scalable Video Coding (SVC) is presented. The proposed method integrates error-concealment functionality into the video coding process with little computing complexity and simple modification. Experiments were performed on all the 9 test video sequences used for SVC. All the experimental results show that the presented method consistently gives 0.5-5 dB improvement over the conventional error-concealment methods applied to H.264/MPEG4-AVC in error-prone environments.

Seems to be applying things to H.263. Takes subband polyphases and puts them into separate slices.

Use of error-resilient techniques of JM. Did not take into account extra bits for packet overhead.

Establish AHG for study of error resilience
52.4.21 Quantization (SVC and non-SVC)
JVT-O014 Info [G. Sullivan] One-page at 12-point font on scalar quantization

Presentation of key results of the author’s work on scalar quantization. Provides theoretical background on quantization and related entropy with emphasis on Laplacian sources. Studies R-D performance criteria including dead zone ratio.
JVT-O066-L P2.2/3.1 [T. Wedi and S. Wittman] R-D estimation of quant offset params

Study of a method for R-D based estimation of block-wise adapted quantization offset parameters (f-only as well as joint (/f). Experimental results demonstrate the maximum theoretically achievable R-D gain for various variants of block-adaptive quant offset selection at higher bit-rates.

Matching the reconstruction to the threshold results affects the size of the dead-zone.  Affects film grain perception – reducing the dead-zone size to try to capture more grain results in a bad match to the reconstruction values, since they have fixed locations.

Proposes to add adjustability to reconstruction spacing.  One way to optimize the reconstruction is to do it subjectively.  Another is multi-loop coding with minimization of D+L*R criterion.

Test used offset adapted for each block.  Did not consider the bit rate for coding the offset.  Gain only at high fidelity – up to 1.5 dB compared to JM (without using JVT-N011 in JM).

Further study needed to determine whether there is benefit analytically, and perceptually.

Remarks on SVC: Such a technique may have more benefit in an SVC design, due to FGS, etc.

RD criterion to optimize f and theta parameters. Depending on deadzone size, better reproduction of film grain claimed. PSNR gain shown at different rates. In SVC, effect may be higher due to the higher number of (cascaded) quantizers, could be made flexibly adapted at different quality levels. Investigate in CE.

JVT-O069 P2.2/3.1 [P. Amon, M. Kapralov] Adaptive Quantization Offset

Proposal for an adaptive selection of quantization offsets. The transform coefficients are classified into 14 groups and their empirical distributions are fitted to a geometric model distribution. Based on that, a set of parameters is determined at the encoder and transmitted to the decoder in order to generate a quantization offset for the given QP independent of the value being reconstructed.

Correction curve for quantization offset depending on quant. stepsize. Only implemented at decoder, encoder is not changed. Assumption of Laplacian distribution, but quantized (which is assumed as geometric distribution, giving a slight deviation). Gain typically 0.1 dB.

JVT-O060 P2.2 [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] SNR scalability for JSVM

Proposal for an alternative method for progressive (embedded) dead-zone quantization for FGS. In each FGS layer, the quantization intervals not containing the zero value are divided in two equally large intervals. If the dead-zone interval is sufficiently large, it is divided into three intervals with the outer interval lengths equal to that of the corresponding decision intervals for non-zero values. Reconstruction values are also adjusted. Simulation results are presented for FGS coding of temporal lowpass frames in a single-level MCTF decomposition. 

Comparisons do not use coefficient skipping. PSNR gains up to 1 dB reported.

Approach proposes to change the quantizer encoder design into a truly embedded one. Gain 0.2..0.3 dB on luma typically, up to 1.3 dB at high rates, up to 1 dB on chroma typically. Still not yet fully optimized in terms of coefficient classification to determine offset, single coefficient removal. Make part of CE.

JVT-O047 Info [V. Bottreau] Info doc on improved SNR scalability JVT-O060 verif.

Verification of JVT-O060.

JVT-O045 Info [I. Amonou, N. Cammas, S. Kervadec, S. Pateux] Scaling factor in JSVM

Summary notes:

Use other scaling factors for the non-MCTF base layer, resulting in up to 0.25 dB. Also propose a different algorithm for averaging the scaling factors in the MCTF frames, but this did not result in remarkable gain. Adopt for JSVM as encoder-only optimization issue.

Supplemental notes:

Proposal for a modification of the scaling factors in the case where no update step is performed. It is proposed to use a scaling factor of 1 for the prediction step of both the Haar and 5/3 filter instead of sqrt(1/2) and sqrt(23/32), respectively. Results are presented with the proposed modification applied to an H.264/MPEG4-AVC compatible base layer only. 
Gains up to 0.25 dB. Adopt (non-normative)
Create CE: Improved Quantization for single layer and scalable coding, France Telecom (Patteux), Panasonic, Siemens, RWTH, HHI, Microsoft, Sharp

52.4.22 FGS ordering and entropy coding
JVT-O046 Info [V. Bottreau] Improved FGS for JSVM

IPR statement missing.  Since a non-mature technology description, treated as an information contribution.

Describes tree-structured merging of quantization intervals.

Concept of a binary codetree decision (to be known at the decoder) to achieve a better RD behaviour. In general, curves are less "S-shaped" than for current JSVM. Final quantizer becomes non-uniform. As original proponents are not present, regard as informational document at this point in time.

Proposal for an alternative CABAC-like method of FGS entropy coding. 4x4 transformed residuals are organized into 16 subbands and for each subband, individually adapted binarization schemes and reconstruction values are derived. Preliminary results are presented only for the case of individually encoded target bit rates (without truncation of FGS layers). 

Preliminary results noted and further work is encouraged.

JVT-O055 P2.2.1/3.1 [J. Ridge, M. Karczewicz, Y. Bao, X. Wang] FGS coding eff. enh.

Summary notes:

Proposal for a modification of cyclical block coding. All 4x4 blocks are sorted in decreasing order of the probability that the next coefficient is nonzero, where this probability is determined from the previous FGS slice. In addition, a syntax change is proposed for signaling a scaling vector that allows the temporal MCTF level-based truncation of FGS layers. Simulation results (and software) are provided for the modified cyclical block coding.

Gains are a mix of FGS enhancement and modified truncation strategy for the higher picture rates for each spatial resolution. Gains are between 0 to 0.4 dB.

(Add Nokia to continuation of CE5.)

Create CE: FGS ordering, Nokia (Ridge), HHI, NCTU

Supplemental notes:

Partly not on high-level syntax – some aspect is on FGS refinement.

Optimization of current FGS scheme. Experimental derivation of better truncation strategy (truncation thresholds defined in 4 vectors) of the different spatio-temporal layers. Gain 0.1…0.4 dB, depends on sequence.

JVT-O073 P2.0/3.1 [H. Schwarz, D. Marpe, T. Wiegand] Prog. refinement for 8x8 blocks

Summary notes:

Proposal for an extension to cyclical block coding for the support of 8x8 transformed luma blocks. Uses the same syntax elements and the same syntax structure as for 4x4 luma blocks. Can be considered as bug fix of the current FGS entropy coding scheme. In addition, a small bug related to the signaling of last_significant_coeff_flag has been fixed. Results for a 2-layer FGS case are reported.

Adopted.
Supplemental notes:

Found some loss at highest rate points in JSVM1 as compared to JSVM0. Reason found that cyclical block coding in FGS scheme is not applied likewise to 8x8 blocks. Propose to use identical syntax structure.

Addresses an asserted neglect of 8x8 transform in most recent JSVM. Extends design to include proper treatment of 8x8 case in a manner considered straightforward.  Advantage of proposed design shown with test results.  One of the two changes proposed had already been fixed in the software as a bug fix activity.  Adopted (both aspects) as a bug fix.

Define new CEs:

· Quantization (Stéphane)

· FGS improvements (Justin)

Prediction from FGS layers

52.4.23 Other FGS related issues
JVT-O054-L P2.2.1/3.1 [Y. Bao, M. Karczewicz, J. Ridge, X. Wang] FGS for Low Delay

Summary notes:

Propose to include prediction from FGS enhancement layers of closed-loop frames. To limit the drift, a weighted average is proposed between base layer and the enhancement layer, this can also improve the coding performance. Needs additional memory and MC. Only minor syntax change, but more significant change of the decoding process. Also provides fast recovery from loss of FGS frames. Establish CE.

Supplemental notes:

[More related to temporal processing and low delay SVC.] Proposal for increasing coding efficiency in low-delay scenario by enabling also MC prediction in the FGS enhancement layer. Drift is controlled by using an adaptively weighted average of the base layer reference block and the reference block in the FGS enhancement layer. No change of the FGS entropy coding part is proposed. Results for open-loop and closed-loop P-frame coding are presented. 

Brings FGS SNR scalable performance closer towards CGS SNR scalable performance.

Create CE: Weighted prediction for enhancement layer coding, Nokia(Bao), Visiowave, HHI

52.4.24 SVC non-normative aspects

JVT-O068 Info [M. Wien, S. Kamp] QP settings and RD performance in the JSVM

Problem with achieving RD points of Palma meeting. Modifications of QPM and QPR values. 

Setup of new test conditions corresponding to Palma CE1 conditions. SVC Test conditions and RD Performance AHG: Chair: M. Wien: Mandate: setup of test conditions for coding efficiency work: Set A: according to Munich test conditions, Set B: according to Palma CE1 conditions.

52.5 JVT Non-SVC normative modifications

52.5.1 Improved 4:4:4 coding

JVT-O013 P2.2/3.1 [H. Yu] Performance improved 4:4:4 coding for MPEG-4p10/H.264

Reports that current design for High 4:4:4 profile may not be optimal.  Proposes "Advanced 4:4:4 profile".

Used JVT-J042 test clips and some DCI clips, 58-frames, 4:4:4 

Intra-only, and IBBP.

QP = 6, 12, 18, 24, 30, 42

Modifications proposed:

1. using luma intra modes for all three components,

2. using a single spatial prediction mode governing all three components

3. use luma MC interpolation filters for all three components

4. drop RCT support (assume external color conversion)

5. change of prediction weight table

Simulated by separate coding of each color plane as a monochrome sequence.  Note that this does not reflect change #2 above.

Change #2 – perhaps let each component be predicted separately (perhaps using entropy coding that is dependent between them, or perhaps not).

Note that with the exception of item 2 the concept could roughly be supported by tri-monochrome coding (as a profile or something).

No deblock, same QP for all three components.

Measured in 10-bit RGB domain.

QMatrix set flat.

Use of JVT-N011 recommended.  What version of software?  JM 9.3 software.  Newer software supports JVT-N011.

Pyramid coding?

Testing YCbCr also may be a good idea.

Remark: These results approximately agree with some other experiments done privately by another party.

Proposal drops RCT – was RCT a mistake?  Is it complex?  Does it provide a justifiable benefit?

Needs further investigation for cross-verification, test conditions, visual results, etc.

Make such a hypothetical profile Intra-only?  Proposer says No.

The group seems willing to consider the future definition of some "Advanced 4:4:4 profile".

AHG on 4:4:4 coding study: Teruhiko Suzuki, chairman.

This ad hoc group is asked to

- define test conditions for the investigation of 4:4:4 video coding tools

- investigate the coding efficiency of 4:4:4 video coding tools

- investigate the complexity of 4:4:4 video coding tools

- study the feasibility of creation of a new profile for 4:4:4 video

52.5.2 CABAC modification for error resilience

JVT-O080 Info [M. Jeanne, et al] CABAC variation and options for error resilience

Missing IPR statement – treated as an information document.

Proposes to introduce a "forbidden" interval (per Chou and Ramchandran, IEEE JSAC, June 2000) and "soft decoding" concept.

Benefits substantially from "data partitioning" as found in current standard (but not SVC).

Experiment shown based on Gaussian and Laplacian sources.

How much coding efficiency loss from forbidden interval?

Do we anticipate bit errors?  Not really – that should be handled at a different layer.  The phenomenon we anticipate is "packet losses".

Is this a bit-error proposal?  Seems to be.  Interest from the group seems to be limited, due to the packet-loss versus bit-error issue.

Informative doc targeting at bit errors. Propose direct combination of CABAC with convolutional code, or forbidden interval. Suggests alternative decoding, which depends on probability of channel errors in addition to source probability. Algorithm similar to Viterbi, pruning paths to come to low-complexity solution. Shows that by introducing redundancy in CABAC error behaviour of CABAC can be up to 2 decades better than CAVLC unprotected at same overall rate.

52.6 JVT Non-SVC non-normative aspects

52.6.1 Encoder optimization techniques

JVT-O016 P(NN)2.2/3.1 [W. Yuan] Rate control scheme for H.264/AVC

Proponent not present.  A rate control scheme is proposed that may have benefit relative to the JVT-G012 method (which may be what is in our current JM text and software).  Needs further study to determine what we can learn from it.  Such further study is highly encouraged.

52.7 Withdrawn JVT documents

JVT-O031-W [Withdrawn] Withdrawn

JVT-O032-W [Withdrawn] Withdrawn

JVT-O070-W [Withdrawn] Withdrawn

JVT-O075-W [Withdrawn] Withdrawn

52.8 Updating of JVT group documents

JVT-O017 D [A. Tourapis, K. Sühring, T. Wiegand] Update of reference software manual

Provides an update/improvement of the reference software manual.  The JVT greatly appreciates this helpful contribution.

JVT-O079 D [K.P. Lim, G. Sullivan, T. Wiegand] Enhancements to JM text

Provides an update/improvement of the JM text.    The JVT greatly appreciates this helpful contribution.

52.9 JVT Closing Review & Planning Subjects

52.9.1 Future planning for SVC Core experiments

All CEs will use the adjusted Munich and Palma conditions as determined 2 weeks after the meeting, except: CE1, CE10

All CEs will report whether they modified the configuration files, except: CE1

All CEs will upload software

All first versions of CE descriptions were agreed to be made available by the last day of this meeting.

All changes to CE descriptions will be marked as revisions and up-loaded together with a reflector notification.

The last change possible can be made at Poznan – 4 weeks.

Doc numbers CEX – JVT-O300 + X

Old Experiments continued:

· CE3: Coding efficiency of entropy coding (SKKU, ETRI, Samsung) Woong Il

 (JVT-O021, JVT-O063) (reviewed, )
· CE4: Inter-layer motion prediction (Samsung, LG) Kyohyuk, further study in combination with temporal direct mode (JVT-O058) (reviewed, tests with and w/o update step requested, test cond. s. t. update)
· CE5: Quality Layers (FTRD, Nokia, …) (JVT-O044, JVT-O055) I. Amonou (reviewed)
· CE7: Enhancement-layer intra prediction (Thomson, FhG-HHI, Sharp, Huawei, Samsung) (JVT-O010, JVT-O053, JVT-O065) Jill Boyce
(reviewed, alignment of test cond. requested)
· CE10: Extended spatial scalability (Thomson, FTRD, Sharp, LG) (JVT-O008, JVT-O041, JVT-O042) Edouard Francois  (reviewed, sanity check for cropping and single-layer comparison requested)
New Experiments:

· CE1: MCTF memory management (non-normative?) (JVT-O009, JVT-O026, JVT-O027, JVT-O028) (Visiowave, Panasonic, Nokia) Julien Reichel (reviewed)

· CE2: Improved de-blocking filter settings (non-normative?)  (RWTH, FTRD) (JVT-O067) Mathias Wien (reviewed, subjective viewing requested)

· CE6: Improvement of update step (JVT-O015, JVT-O030, JVT-O062) (Samsung, MSRA, Nokia, FhG-HHI) Woojin (reviewed, Single layer conditions, open/closed loop comparisons, subjective viewing requested)

· CE8: Region of Interest (NCTU, ICU, ETRI, I2R) (JVT-O020) (Zhongkang Lu) (reviewed, implementation of slice groups requested, subjective viewing requested)

· CE9: Improvement of quantization (JVT-O046, JVT-O060, JVT-O066, JVT-O069) (FTRD, Panasonic, Siemens, RWTH, FhG-HHI, Microsoft, Sharp) Stéphane Pateux (reviewed, subjective viewing requested for HD only, CGS inclusion)

· CE11: Improvement of FGS (JVT-O055) (Nokia, FhG-HHI, NCTU) Justin Ridge (reviewed, modified test conditions)

· CE12: Weighted prediction from FGS layers (JVT-O054) (Nokia, Visiowave, FhG-HHI) Yiliang Bao (reviewed, changes test conditions to CE11)

52.9.2 Changes to create JSVM 2 and WD 2
Side activity reported on extended spatial scalability – agreed to adopt into JSVM.

Side activity reported on NAL header syntax – have two alternatives:

· One byte, containing 6b priority plus "dead substream" flag plus zero bit.

· Same as above, but last bit is 1, plus extra info in 2nd byte.

When the last bit is zero, the 2nd byte info is sent in the SPS/SPSE.

List of changes to JSVM 2 and WD 2

· JSVM 2

· Non-Normative:

· Adaptive GOP size (JVT-O018)

· Quality level estimation and modified truncation (JVT-O044)

· Single-loop decoding (JVT-O074)

· Scaling factor for hierarchical B pictures (JVT-O045)

· Normative

· Access unit definition (set of all data associated with given timestamp) (JVT)

· Variable-length NAL unit header data with priority and dead sub-stream flag (JVT)

· Extended spatial scalability with cropping (JVT-O040, JVT-O041, JVT-O042, JVT‑O008)

· Removal of NAL unit types 14 and 15 (SPS and PPS for scalable extension) (JVT‑O011)

· Add QualityID to base_id_plus1 syntax (JVT)

· Change semantics of frame_num to be consistent for the NALUs of the same DependencyID (JVT-O011)

· Add syntax and semantics to allow removal of spatial coverage constraint for FGS slices. (JVT-O011)

· Separation of luma and chroma FGS scans by adding a flag (JVT-O011)

· Change 4x4 block scanning from frame type to MB type scanning (JVT-O011)

· Add Intra_16x16 and 2nd transform step for chroma (JVT-O011)

· Change deblocking filter (JVT-O067) 

· Adopt the simplified update step as a configurable alternative option into JSVM. Add a bit to allow switching of the two methods. (JVT-O015)

· Add low delay decoding process description for MCTF (JVT-O026, JVTO009)

· FGS for 8x8 blocks (JVT-O073)

· WD 2

· Normative content from JSVM 1

· Clarification of activation of SPSs.

· Agreed to give WD editors discretion to clean-up WD

52.9.3 SVC Software Integration Plan

Coordination: Greg Cook (greg.cook at thomson.net)

· Non-Normative:

· 9. (ETRI – Seyoon ) Adaptive GOP size (JVT-O018) (late)

· 6. (FTRD – Stephane Patteux) Quality level estimation and modified truncation (JVT‑O044) (early)

· 5. (HHI – Heiko Schwarz) Single-loop decoding (JVT-O074) (early)

· 6. (FTRD – Stephane Patteux) Scaling factor for hierarchical B pictures (JVT-O045) (early)

· Normative:

· 5. (HHI – Heiko Schwarz) Access unit definition (set of all data associated with given timestamp) (JVT) (reordering of NAL units – all SEIs, PCSs, ECSs) (early)

· 6. (FTRD – Stephane Patteux) / 7. (Nokia – Ye-Kui Wang) Variable-length NAL unit header data with priority and dead sub-stream flag (JVT)

· 8. (TMM – Edouard Francois) Extended spatial scalability with cropping (JVT-O040, JVT-O041, JVT-O042, JVT-O008) (late)

· 3. (Nokia – Ye-Kui Wang) Removal of NAL unit types 14 and 15 (SPS and PPS for scalable extension) (JVT-O011) (early) 

· 3. (Nokia – Ye-Kui Wang) Add QualityID to base_id_plus1 syntax (JVT) (early) 

· 3. (Nokia – Ye-Kui Wang) Change semantics of frame_num to be consistent for the NALUs of the same DependencyID (JVT-O011) (early) 

· 3. (Nokia – Ye-Kui Wang) Add syntax and semantics to allow removal of spatial coverage constraint for FGS slices. (JVT-O011) (CE8 related, late)

· 2. (Nokia – Shawn Wang) Separation of luma and chroma FGS scans by adding a flag (JVT-O011) (late) 

· 3. (Nokia – Ye-Kui Wang) Change 4x4 block scanning from frame type to MB type scanning (JVT-O011) (early) 

· 3. (Nokia – Ye-Kui Wang) Add Intra_16x16 and 2nd transform step for chroma (JVT‑O011) (early) 

· 4. (RWTH – Konstantin Hanke) Change deblocking filter (JVT-O067) (early)

· 2. (Nokia – Shawn Wang) Adopt the simplified update step as a configurable alternative option into JSVM. Add a bit to allow switching of the two methods. (JVT‑O015) (early) 

· 1. (Panasonic -  Men Huang Lee) Add low delay decoding process description for MCTF (JVT-O026, JVTO009) (early) 

· 5. (HHI – Heiko Schwarz) FGS for 8x8 blocks (JVT-O073) (early)

1 (1 day) (replace)

2 (7 days) (option)

3 (10 days) (replace)

4 (1 day) (replace)

5 (7 days) (replace)

6 (4 days) (replace, add)

7 (1 day) (add)

------------------------

8 (7 days)

9 (7 days)

For JSVM performance evaluation: Set A: according to Munich test conditions, Set B: according to Palma CE1 conditions.

52.9.4 Miscellaneous

We plan for:

· The JVT meeting report to be numbered as document 200, starting at the next meeting.

· Future input documents to each contain a short abstract suitable for splicing into the meeting report as a summary of the document content.

The JVT meeting was closed at 12:45 pm on Friday April 22, 2005.

52.10 JVT Meeting conclusions reported to parent bodies

The JVT thanks the WG 11 NB of US for their valuable comments on ISO/IEC 14496-10:2004 DCOR1.

The JVT recommends to nominate the following persons as for ISO certificates as editors for ISO/IEC 14496-10:2005: Aharon Gill, Ajay Luthra, Gary Sullivan, Thomas Wiegand.

The JVT provides the following list of JVT ad hoc groups appointed to progress work in the interim period until the next JVT meeting:

	Title and Email Reflector
	Chairs
	Mtg

	JVT Project Management and Errata Reporting

(jvt-experts@lists.rwth-aachen.de)
	Gary Sullivan, Jens Rainer Ohm, Ajay Luthra, and Thomas Wiegand
	N

	JM Description and Reference Software

(jvt-experts@lists.rwth-aachen.de)
	Thomas Wiegand, Karsten Sühring, Alexis Tourapis, and Keng Pang Lim
	N

	Bitstream Exchange and Conformance
(jvt-bitstream@lists.rwth-aachen.de)
	Teruhiko Suzuki and Lowell Winger
	N

	SVC Core Experiments
(svc@ient.rwth-aachen.de)
	Justin Ridge, Ulrich Benzler
	N

	JSVM software improvement and new functionality integration
(svc@ient.rwth-aachen.de)
	Greg Cook
	N

	JSVM Text and WD Text Editing
(svc@ient.rwth-aachen.de)
	Julien Reichel, Heiko Schwarz, Mathias Wien, 
	N

	Spatial Scalability Resampling Filters
(jvt-experts@lists.rwth-aachen.de)
	Gary Sullivan
	N

	Test conditions and applications for error resilience
(jvt-experts@lists.rwth-aachen.de)
	Ye‑Kui Wang
	N

	Test conditions for coding efficiency work and JSVM performance evaluation
(jvt-experts@lists.rwth-aachen.de)
	Mathias Wien, Heiko Schwarz
	N

	Study of 4:4:4 video coding functionality
(jvt-experts@lists.rwth-aachen.de)
	Teruhiko Suzuki
	N


To consolidate its management of email reflectors, the JVT advises its intent to move its "jvt‑experts" and "jvt-bitstream" email reflectors to RWTH Aachen University as
jvt-experts@lists.rwth-aachen.de and jvt-bitstream@lists.rwth-aachen.de, using web sites http://mailman.rwth-aachen.de/mailman/listinfo/jvt-experts and 
http://mailman.rwth-aachen.de/mailman/listinfo/jvt-bitstream.

The JVT expresses its thanks to RWTH Aachen University for volunteering to host the email reflectors in the future, and the IMTC for its excellent long-time past service in hosting JVT email reflectors.

The JVT chairmen propose to hold a JVT meeting during 23-29 July 2005 under the ISO/IEC auspices of the 73rd meeting of WG 11 (25-29 July 2005) in Poznan, Poland.  Subsequent JVT meetings are then proposed to continue to be held under the auspices of subsequent meetings of WG 11 until the time of the first 2006 meeting of ITU-T SG 16.

52.11 JVT Meeting Attendance

According to a sign-in sheet passed around at the meeting, the following persons attended the JVT meeting:

1. Gary Sullivan (Microsoft)

2. Thomas Wiegand (Fraunfofer HHI)

3. Jens-Rainer Ohm (RWTH Aachen)

4. Byeong-Moon Jeon (LG Electronics)

5. Seung-Wook Park (LG Electronics)

6. Seyoun Jeong (ETRI)

7. Minwoo Park (KHU)

8. Peter Amon (Siemens)

9. Bae-Keun Lee (Samsung Electronics)

10. Woo-Jin Han (Samsung Electronics)

11. Kyo-Hyuk Lee (Samsung Electronics)

12. Woo-Shik Kim (Samsung AIT)

13. Lee Men Huang (Panasonic Singapore Labs)

14. Ong Chin Phek (Panasonic Singapore Labs)

15. Sangchang Cha (Samsung Electronics)

16. Manu Mathew (Samsung Electronics)

17. Yung-Lyul Lee (Sejong University)
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53 MPEG-7

53.1 MPEG-7 related work in Busan

The MPEG-7 breakout group was active during the whole week. Input documents as reviewed are listed in the table below.

	11865
	SC 29 Secretariat
	Summary of Voting on ISO/IEC 15938-3:2002/PDAM 2

	11924
	Hyoung-Joon Kim
Whoi-Yul Kim
Kyeongsoo Kim
	Preliminary results on VCE-3-Part 2

	11931
	Soo-Jun Park
Chee Sun Won
	Text of Photo Retrieval based on Region-of-Interest

	11965
	Sang-Kyun Kim
Seungji Yang
Yong Man Ro
Ji-Yeun Kim
	CE report on situation/view based photo clustering (VCE-1)

	11966
	Sang-Kyun Kim
Seungji Yang
Yong Man Ro
Ji-Yeun Kim
	CE report on category based photo clustering (VCE-2)

	11967
	Sang-Kyun Kim
Seungji Yang
Kyong Sok Seo
Yong Man Ro
Ji-Yeun Kim
	CE report on face based photo clustering (VCE-3)

	11968
	Sang-Kyun Kim
Seungji Yang
Kyong Sok Seo
Yong Man Ro
Ji-Yeun Kim
	Test dataset on face-based photo clustering

	12006
	Whoi-Yul Kim
Gwang-Gook Lee
Min-Seok Choi
	Experimental Result on Shape Sequence Descriptor

	12014
	Soo-Jun Park
	Cross verification report of CE on situation/view based photo clustering (VCE-1)

	12016
	Soo-Jun Park
	Cross verification report of CE on category-based photo clustering (VCE-2)

	12017
	Soo-Jun Park
	Cross verification report of CE on face-based photo clustering (VCE-3)

	12019
	Soo-Jun Park
	Test dataset on face-based photo clustering

	12034
	Vasileios Mezaris
Haralambos Doulaverakis
Ioannis Kompatsiaris
Michael G. Strintzis
	Results of the use of MPEG-7 XM-based SCHEMA Reference System for segmentation algorithm evaluation

	12035
	Vasileios Mezaris
Haralambos Doulaverakis
Ioannis Kompatsiaris
Michael G. Strintzis
	Application of the MPEG-7 XM-based SCHEMA Reference System to art image retrieval

	12049
	Robert O'Callaghan
Miroslaw Bober
	Results on Image Categorisation (VCE-2)

	12050
	Robert O'Callaghan
Miroslaw Bober
Arpit Patel
	Creation of a Face Recognition Database from Video Content

	12051
	Robert O'Callaghan
Leszek Cieplinski
Miroslaw Bober
	Errors found in Visual XM code

	12053
	Robert O'Callaghan
Leszek Cieplinski
Miroslaw Bober
	Notes on ISO/IEC 15938-3:2002/PDAM 2

	12091
	Sang-Kyun Kim
Akio Yamada
	MPEG-7 Visual XM document version 23.1

	12092
	Sang-Kyun Kim
Akio Yamada
	WD 1.1 of ISO/IEC TR 15938-8:2003/Amd.2

	11865
	SC 29 Secretariat
	Summary of Voting on ISO/IEC 15938-3:2002/PDAM 2


Work performed:

53.1.1 Review of Core Experiments and approval of the AHG recommendations.

Core experiment VCE-1 evaluated description schemes, algorithms, and similarity measures applicable to the task of images/photo clustering into clusters depicting different situations/events. There is already one non-normative clustering algorithm in the XM, based solely on the visual descriptors, achieving recall=84% at precision=83%. Updated results for the algorithm using ‘visual semantic hints’ (M11965) were presented demonstrating good performance. The visual semantic hints of an image are used to weight the contribution from visual descriptors to reflect their perceptual importance. The weighting was further optimized with the EER performance around 92% (recall=94% at precision=90%). The algorithm was included into XM as a second non-normative tool for situation/view based image clustering. (Results cross-verified in M12014).

Core experiment VCE-2 evaluated description schemes, algorithms, and similarity measures in the task of categorisation (labelling) of image/photo data. Relevant contributions include: M11966-CE report on category based photo clustering (VCE-2) and M12049-Results on Image Categorisation (VCE-2). The test dataset was now updated and allows multiple category labels for images. M11966 presented an extension of the original method from M11650  - it introduces 20 local concepts and uses them for global concept learning. Average performance (weighted by the number of ground truth images for each concept) is about 74% recall and 59% precision (66% average). M12049 performs pattern classification directly on the MPEG-7 visual descriptors extracted from each of the images (5 visual descriptors used) and employs k-Nearest Neighbour (kNN) classifier. Average performance  (weighted by the number of ground truth images for each concept) is about 75% (for a mixed Corel/MPEG training dataset) and about 57% when training on Corel images and testing on MPEG images
The video group agreed with the AHG group recommendation to continue this CE with the objecting to further improve the categorization performance and to obtain comparable results (i.e. the same testing scenario) for all techniques proposed.

VCE-3 evaluated description schemes, algorithms, and similarity measures in the task of clustering and retrieval of images based on persons ID obtained from face descriptors. This CE had two parts. VCE3-Part 1 related to Person Identity based photo clustering. M11968 (Test dataset on face-based photo clustering) describes the images and GT used in experiment. The test dataset includes 1819 faces in 31 different situations.  M11967 (CE report on face based photo clustering (VCE-3))- in the approach presented, the digital home photos are sorted by taken time and clustered by person identity first. The grouped photos are then indexed into the Database, which includes pre-registered faces.  In the clustering experiment the error rate is 23.03% for the AFRD descriptor alone and 14.02% for combined AFRD combined with DC descriptor. In the indexing part, based on a subset of the dataset, the performance achieved with AFRD alone is 72.31% and 93.56% for the AFRD combined with DC. Video group agreed to continue this CE with expanded DB. 

VCE3-Part 2 focused on evaluation of MPEG 7 Face Recognition descriptor on Video Content (images extracted from digital video). 
M11924 (Preliminary results on VCE-3-Part 2) reported preliminary results of performance evaluation of FRD (Face Recognition Descriptor) and AFRD (Advanced Face Recognition Descriptor) on the KBS dataset, which consists of still images including faces captured from various KBS broadcasting videos (approx 5,650 faces images or 48 actors). The KBS dataset is expected to be released to MPEG-7 community shortly after the Busan meeting. The ANMRR results obtained are 0.67 for FRD and 0.51 for AFRD. Video group concluded that the performance is of existing MPEG-7 Face Recognition descriptors for video broadcast material (with significant pose variations and other distortions) is not satisfactory and starting a separate CE to investigate means of improving performance for such applications.
53.1.2 Review of new contributions and establishing Core Experiments 

M12034 -Results of the use of MPEG-7 XM-based SCHEMA Reference System for segmentation algorithm evaluation – An interesting presentation showing the use of MPEG-7 technology within an image search and retrieval system build by the Schema project. The MPEG-7 visual descriptions are computed from image regions obtained from different algorithms for automated segmentation.  

M12035 Application of the MPEG-7 XM-based SCHEMA Reference System to art image retrieval – describes the application of this MPEG-7 XM-based system to the indexing and retrieval of 20000 annotated art images of the ALINARI [3] collection.

M12109 contribution demonstrates that there may be some more robust Face Recognition technology (as compared to standardized MPEG-7 FRC and AFRD tools) available for generic video content (i.e. unconstraint view and significant lighting variations). As a result, a core experiment was set up to prepare evaluation databases and to investigate further how significant improvements can be achieved.

Core experiment VCE-1 on Situation/view based image clustering has been completed.

Three Core Experiments were defined: VCE-2 on Image Categorisation into classes, 
VCE-3 on Identity-based clustering, indexing and retrieval of images, and VCE-4 on Robust Face Recognition technology. See N7090 “Description of Core Experiments for MPEG-7 New Visual Extensions” for details.  
53.1.3 New XM

The text of MPEG-7 Visual XM was updated with the latest tools accepted as non-normative and version 24 was issued. 

53.1.4 DoC on ISO/IEC 15938-3:2002/PDAM 2 and FPDAM of perceptual shape
The text of ISO/IEC 15938-3:2002/FPDAM2 containing 3D perceptual shape descriptor has been issued. We also requested a change to its name to “Perceptual 3D Shape Descriptor” to  better reflect its content. The software is already included in the XM. A Disposition of Comments on ISO/IEC 15938-3:2002/PDAM 2 was also issued.
53.1.5 Photo Player MAF

Significant work has been done to create the first working draft of the Photo Player MAF.

There were joint discussions with Requirements, MDS and Systems on the possible MAF tools and structure. Several different options to carry MPEG-7 meta-data information in an ISO file format are proposed. An AHG was established to continue the work between meetings.
53.1.6 WD and error report for part 8

We issued a Working Draft WD2.0 of ISO/IEC TR 15938-8:2003/Amd.2 New Visual Extensions (N7092).

53.1.7 Corrigendum item on ISO/IEC 15938-8 TR
We issued corrigendum on ISO/IEC 15938-8 TR fixing a problem with the definition of inverse DCT for the Colour Layout Descriptor. (N7091).

53.2 Output documents related to MPEG-7 Visual

	No.
	Title
	TBP
	Available

	
	15938-3 MPEG-7 Visual
	
	

	7087
	Disposition of Comments on ISO/IEC 15938-3:2002/PDAM2
	No
	05/04/22

	7088
	Text of ISO/IEC 15938-3:2002/FPDAM2 
	No
	05/04/22

	7089
	MPEG-7 Visual XM Document version 24.0
	No
	05/05/06

	7090
	Description of Core Experiments for MPEG-7 New Visual Extensions
	No
	05/04/22


53.3 Output documents related to MPEG-7 Part 8

	No.
	Title
	TBP
	Available

	
	15938-8 MPEG-7 TR (ext. and use of MPEG-7 descriptions)
	
	

	7091
	Text of ISO/IEC TR 15938-8:2002 DCOR1
	No
	05/04/22

	7092
	WD 2.0 of ISO/IEC TR 15938-8:2002/Amd.2
	No
	05/04/22


54 Scalable Video Coding

See the JVT report section for design work on the scalable video coding elementary stream specification.  This section contains information on the relationship of that work to systems specifications.

54.1 SVC and Systems

Inputs on SVC file formats and streaming issues were reviewed jointly with the MPEG Systems subgroup. These issues are highly related to the high-level syntax of AVC/SVC (see JVT report). As a first action item, it was decided to create a conceptual document to reflect the present status in SVC file format and systems-level proposals (consensus items as well as open issues).

Documents reviewed in SVC/Systems:

	12057
	Ye-Kui Wang
Miska M. Hannuksela
	Storage of scalability information in file format
Goal: Simplify operation of the server. Example of 3GPP MBMS protocol stack is shown. Based on ISO FF, applicable to any scalable video coding format. Extension of AVC FF containing decoding dependency info, buffer info, required parameter sets: Total number of layers, mapping of samples to layers, property of layer, scalability info of layer. Different optional boxes to avoid redundancy. Access and adaptation to be made easy: IOP, frame rate, frame size and bit rate information. ROI should also be supported. Concept of sub-sample: Contiguous NAL unit within one sample (access unit). Supports access on sub-picture level, e.g. ROI (rectangular). Mapping of full scalability to layered scalability possible.

	12043
	Thomas Rathgen
Peter Amon
Andreas Hutter
	ISO/MP4 File Format for Storage of Scalable Video
View of scalable video streams in a "data cube" expressing the three axes of scalability. Allows full freedom of scalability. "Layered scalability mode" defines subset of combinations of S/T/SNR scalability and could be more efficient. Basic definition by NALU types. Base layer NALUs are stored backward compatible with AVC FF, including temporal scalability. Scalability extension NALU header on top of that, supporting both "layered" and "full" scalability modes. Requires 7 or 15 bit level ID field. Same namespace and brand names as AVC FF, however some restrictions apply. Mapping rules to translate full scalability into layered scalability mode. Adaptation rules should be stored in a separate metadata track. Otherwise, SVC NALUs are transmitted without additional information. Backward compatibility with RTP transport format. Propose to go for first WD of SVC FF.

	12062
	Mohammed Z. Visharam 
Ali Tabatabai
	Proposal to support the storage of SVC streams in the AVC File Format.
Propose entries for temporal layer dependency and spatial layer dependency description. Derived from the decodability_dependency_information of WD1. Temporal: Derived form TemporalLevelID: temporalLevelNumber and dependency_count. Spatial similarly derived from DependencyID field. Each DependencyID is associated with the corresponding frame rate, resolution etc. SVC Dependency Grouping Box designed to contain information about these two dependency types. Quality dependency signaled in parallel. 

	12057
	Ye-Kui Wang
Miska M. Hannuksela
	Storage of scalability information in file format
Goal: Simplify operation of the server. Example of 3GPP MBMS protocol stack is shown. Based on ISO FF, applicable to any scalable video coding format. Extension of AVC FF containing decoding dependency info, buffer info, required parameter sets: Total number of layers, mapping of samples to layers, property of layer, scalability info of layer. Different optional boxes to avoid redundancy. Access and adaptation to be made easy: IOP, frame rate, frame size and bit rate information. ROI should also be supported. Concept of sub-sample: Contiguous NAL unit within one sample (access unit). Supports access on sub-picture level, e.g. ROI (rectangular). Mapping of full scalability to layered scalability possible.


55 Explorations

55.1 3D AV Coding

After the Draft Call for Proposals on multiview video coding, as issued by the Hongkong meeting (N6910), a decision was to be made to proceed with the Call according to the status of availability of suitable test sequences (including camera parameters). Before and at the Busan meeting, new test sequences were provided by 6 companies. Therefore, it was decided to proceed and issue a Preliminary CfP (N7094). The available material was extensively reviewed and it was decided to define four different scenario classes, including rectified and non-rectified sets, linear and half-circle camera arrangements:

· linear setting, calibrated and registered (rectified) for 3D display

· linear 2D setting, calibrated and registered (rectified) for 3D display

· half circle setting, calibrated

· linear convergent setting, (no preprocessing).
The rectified sets are useful for applications supporting view adaptation on stereoscopic 3D displays (t.b.d. whether stereo displays will be used during the tests), while other scenarios would rather support look-around views. As the new test sequences were only available shortly before the Busan meeting, it was not yet possible to define the actual rates at which the CfP results will have to be submitted. This will be tested within the AHG period until the Poznan meeting, taking into account the results gained by AVC anchors with appropriate settings (preliminary definition of settings are given in the Pre-Call, with indication that they will be refined). A detailed description of the evaluation procedure, material to be sent by proponents etc. is also provided.

Two technical input documents reported improvements of multiview video coding technology, as variants of methods that had been presented by previous meetings. 

Documents reviewed:

a) Related to the CfP and test sequences

	11829
	Fons Bruls
	Testing & evaluation of a possible 3DAV stereoscopic extension
Proposal to evaluate N-views by randomly selecting a stereoscopic pair – claim importance of stereoscopic setup for the application. May be useful to perform visual comparison with shutter glass system – to be clarified by Tobias whether this can be implemented without any problems.

	11894
	Janine Daase
Ullrich Goelz
Peter Kauff
Karsten Mueller
Oliver Schreer
Aljoscha Smolic
Ralf Tanger
Thomas Wiegand
	Fraunhofer HHI test data sets for MVC

	11981
	Daehee Kim
Kugjin Yun
Sukhee Cho
Namho Hur 
Soo In Lee
	Remarks about Implementing Multi-view Video Codec
Problem of rectification: holes at the edges, distortions. Rectification better to be used as tool for rendering or post processing, not proper as input for video coding. Definition of spatial prediction structures with up to two temporal and one spatial vector, provides structured rule for GOP and picture ordering. Requirements for camera parameters and camera geometric relation information (to decide on a high level which camera views to select).

	12003
	Ted Square 
Tsuhan Chen
	CMU Ultimate Eye Multi-Camera Data

	12022
	Masayuki Tanimoto
Toshiaki Fujii
Terumasa Aoki
	Test Sequences for 3DAV Call for Proposal on Multiview Video Coding

	12030
	Toshiaki Fujii
Masayuki Tanimoto
	Comments on Input and Output Format of MVC
Different camera and display methods are explained.

	12077
	Anthony Vetro 
Morgan McGuire 
Wojciech Matusik 
Alexander Behrens
Jinho Lee 
Hanspeter Pfister 
	Multiview Video Test Sequences from MERL


b) other technical input

	11916
	Yo-Sung Ho
Seung-Uk Yoon
Sung-Yeol Kim
	Preliminary Results for Multi-view Video Coding using Layered Depth Image
LDI usually constructed from CG, but here it is applied to natural video. Key issue is quality of the depth maps (MS test set provides high-quality depth maps and camera parameters). These were estimated automatically. Raw amount of data is significantly lower than for simulcast or separate representation of texture and depth, but conventional video coding can be applied.

	11946
	Kwanghoon Sohn
Yontae Kim
Hyungap Seo
Jungdong Seo
Changseob Park
Jaeho Lee
Shinil Chung
Junyong Lee
Seungjin Nam
	Multi-view video coding using inter-view balanced disparity estimation
GGOP contains GOPs for all different views. Only base GOP (for one view) includes I frame. Scalable in terms of number of views. IBDE: Balancing parameters are estimated to compensate illumination variations across views. This is also used in disparity estimation; improves the quality of estimated disparity and of interpolated views. 


Output documents:
	No.
	Title
	TBP
	Available

	
	3D AV
	
	

	7094
	Preliminary Call for Proposals on Multi-View Video Coding
	Yes
	05/04/22


55.2 Video Coding Tools Repository

Several breakout meetings were held to discuss VCTR matters during the MPEG week. Four input contributions were reviewed as listed below. Progress was made in particular in the integration of AVC technology (baseline profile, intra coding) into the VCTR framework. More time was spent within the group for a more fundamental understanding of VCTR implications and application on media coding development, as well as setting up a work plan for the next phase.

A paradigm shift in media coding as observed today can be interpreted as many tools likewise being used in many different codecs rather than the traditional "one tool-one functionality" design. Furthermore, the traditional view of "one standard for each dedicated application" is shifted by the fact that many codecs are housed in a single platform, including  competing MPEG and non-MPEG codecs. The traditional codec-level conformance specification is not efficient for such multiple codec support, where many codecs share common/similar tools. Furthermore, MPEG should shorten the cycle of standardization of a new technology (with interoperability) and enable more flexible usage of MPEG codecs in a highly dynamic environment. Therefore, VCTR should not be an alternate specification of existing MPEG standards, but rather enable and simplify MPEG-1/2/4 implementations. This includes the possibility to design new codecs based on VCTR, simplify transcoding, allow for efficient hardware implementation and define conformance testing at the level of Functional Units (FU) instead of full codecs.

As a next major step, a demo of VCTR (including software implementation) is planned for the October meeting. This will demonstrate the feasibility of defining a new Codec using VCTR building blocks (including syntax Information and new syntax based bitstream). An example could be integration of AVC intra coding tools into an MPEG-4 Visual (part 2) codec. Furthermore, transform-level transcoding is a possible candidate for demonstration. Technical description (TD) of VCTR as well as the software will be further developed to allow such a demo. A possible timeline for VCTR standardization (as discussed in the breakout group) could be CD for April 2006, FCD for April 2007.
Documents reviewed:

	11920
	Kazuo Sugimoto
Yoshihisa Yamada
Kohtaro Asai
Tokumichi Murakami
	Textual Description for AVC@BP

	11921
	Kazuo Sugimoto
Yoshihisa Yamada
Kohtaro Asai
Tokumichi Murakami
	Video Resolution Conversion on Intra Only AVC

	11942
	Sunyoung Lee
Hyungyu Kim
Euee S. Jang
	Status report on VCTR software implementation

	12074
	Chun-Jen Tsai
	Suggestions on the direction of VCTR


Output Documents:

	No.
	Title
	TBP
	Available

	
	Video Coding Tools Repository
	
	

	7095
	Study of Video Coding Tools Repository V4.0
	No
	05/04/22

	7096
	VCTR Textual Description V3.0
	No
	05/04/22

	7097
	VCTR Software V2.0
	No
	05/05/13


55.3 Wavelet Video Coding

At the Hong Kong meeting, it was decided by the Ad hoc group to use only one software framework primarily for further explorations on wavelet video coding developments. This package was provided by Microsoft Research Asia, using the new copyright disclaimer format (N6851). All technical input documents brought to the Busan meeting were already related to implementations within that software framework. Progress was made in particular investigating alternative (generalized) strategies of spatio-temporal wavelet decomposition and reducing artefacts by appropriate post processing. It is planned to integrate newly proposed tools into the software framework, to be used in the next round of exploration experiments (see description in N7098). In particular EE1 is targeted in finding further progress by full integration of different proposed technology. The experimental settings were derived from the SVC Core Experiments as defined by the Palma meeting, however extending the ranges of SNR scalability which might be of particular importance to show an advantage of embedded wavelet concepts as compared to the emerging SVC amendment of AVC. EE2 and EE3 are related to improvements of entropy coding and intra prediction. Details of the technical inputs can be summarized as follows:

Documents reviewed:
	11952
	ChinPhek Ong
ShengMei Shen
MenHuang Lee
Yoshimasa Honda
	Wavelet Video Coding - Generalized Spatial Temporal Scalability (GSTS)
Possibilities: t+2D, 2D+t, t+2D+t. GSTS map represents all of these. Any combination of "intertwined" temporal and spatial decompositions is possible. Also supports "Partial scalability" avoids unnecessary points, such as QQCIF 30 Hz. Scheme GSTS-A (more similar t+2D) is better than original MSRA SW at high resolution (CIF), while GSTS-B (more similar 2D+t) is better at low resolution (QCIF). Different compromises for better performance at low, mid or high resolution can be made. One method GSTC-C gives >1 dB gain at QCIF with only small loss at 4CIF. Plan to re-run with AVC base layer to get more improvement. 

	11975
	Ruiqin Xiong
Jizheng Xu
Feng Wu
	Coding performance comparison between MSRA wavelet video coding and JSVM1

Advantages: Broader range of scalabilities; Non-redundancy; elegant spatial & SNR scalability. Disadvantage. No encoder-side reconstruction, such that performance at low rates becomes inferior. Open-loop disallows intra prediction. Disadvantage of JSVM: Bitstreams are not well embedded. Approach: t+2D MCTF with AVC in lowest subband. MSRA codec used as single spatial layer, run once for each spatial resolution. Usually slightly better than JSVM for CIF, in some cases worse at QCIF. 3-layer scalability: 4CIF usually better, CIF/QCIF only sometimes. Comparison is made of the separately encoded spatial streams, therefore it is not really comparable with JSVM. Technically, codec is not significantly improved over Palma. Codec does not provide multiple adaptation capability over different layers as was to be shown in Palma. Next round of EE should support this, track performance increases in particular at lower layers, comparison should be done most likely visually.

	12008
	Markus Beermann
Mathias Wien
	De-ringing filter proposal for the VIDWAV Evaluation software
Non-linear filter to reduce artifacts from Wavelet coders. Weighting functions both related to spatial distance and amplitude differences and steered by quantizer noise estimation. Weighting is made by exponential (Gaussian) functions.

	12056
	Tillier 
Pau 
Pesquet-Popescu
	Coding performance comparison of entropy coders in wavelet video coding
2 entropy coders (MC-EZBC and 3D-ESCOT) compared for a t+2D configuration (RPI and MSRA). 3D-ESCOT is slightly better for both cases. In particular for high-motion sequences, difference seems to be more important. Could be extended by comparisons for more entropy codecs.

	12058
	Pau 
Pesquet-Popescu
	Comparison of Spatial M-band Filter Banks for t+2D Video Coding
Replace spatial transform in t+2D MCTF by different M-band filter banks. Background: Sharp edges and H frames could eventually better be captured by better frequency selection capability of M-band filter banks. PSNR difference are relatively low, in some cases wavelets are slightly better. Different from what was found previously in MC-EZBC, where gains were available by longer filters.  


Output Document:
	No.
	Title
	TBP
	Available

	
	Wavelet Video Exploration
	
	

	7098
	Description of Exploration Experiments in Wavelet Video Coding
	No
	05/04/22


55.4 New IDCT Specification Work

The implementation of decoders for several MPEG video coding standards (MPEG-1, MPEG‑2, and MPEG-4 part 2) requires the implementation of an approximation of the 8x8 inverse discrete cosine transform (IDCT) function.  In addition, in practical terms, the implementation of encoders for these standards requires the implementation of approximations of both the IDCT and a forward discrete cosine transform (forward DCT, or simply DCT).

MPEG standards require decoders to use an approximation that is within a specified degree of precision relative to the ideal function definition of the IDCT.

MPEG is considering the need for development of a new voluntary standard specifying a particular fixed-point approximation to the ideal IDCT function, and possibly containing an additional (non-normative) example particular fixed-point approximation to the ideal forward DCT function.

The intended benefits of the development of this new normative IDCT standard are as follows.

· Providing an example IDCT (and perhaps also an example forward DCT) method to ease the implementation community in their design of decoders and encoders.

· To help ensure that decoders are implemented in conformance with the standard, as those decoders that are designed to use the specified method will be assured to conform to the IDCT conformance requirements of the relevant video coding standards.

· To improve the quality of delivered video, as encoders designed to target their encoding process for the specified IDCT method can be assured that the decoding process will be free of drift on all decoders that conform the new standard.

Conformance to the new IDCT specification standard would be voluntary (optional) for decoders that implement the relevant MPEG video coding standards.

Additionally, we believe it will be helpful for new specification to include an example forward DCT method.  The forward DCT description would be provided as an informative (non-normative) example only – as its only goal is to ease the effort required for implementation of an encoder.

To progress the work on this topic, it was agreed to issue a public Call for Proposals (N7099) on IDCT/DCT technology.  The content of the call for proposals was as previously planned in Hong Kong, with the addition of more detail on what information should be supplied by proponents when submitting a proposal.
The target schedule for this work is as follows:

· Formal CfP in April 2005 (completed)
· Possibly-refined CfP in July 2005

· Responses due October 2005

· Working draft January 2006

· CD July 2006

· FCD December 2006

· FDIS April 2007

Documents reviewed:
	11906
	A. G. Tescher for USNB
	USNB Contribution: Issues for Fixed-Point 8x8 IDCT and DCT
Suggestions related to mismatch control and minimization of transcoding errors adopted to the text of the Call.

	12070
	Ihab Amer
Choudhury A. Rahman
Wael Badawy
Vassil Dimitrov
Graham Jullien
	On The Performance of an Algebraic Integer 8x8 DCT/IDCT Calculation Scheme
Representing the cosine numbers by polynomials which are accumulated over the process. This gives error-free computation until the end of the DCT, only error introduced is the integer truncation at the end of the process. Another proposal is being developed which goes beyond in performance. Multiplication-free architecture. Update of input document to be provided.


Output Document:
	No.
	Title
	TBP
	Available

	
	Fixed-point Implementation of DCT/IDCT 
	
	

	7099
	Call for Proposals on Fixed-point 8x8 IDCT and DCT
	Yes
	05/04/22


55.5 Workshops on Future Directions of Video Compression

The first workshop on future directions in video compression was held in Busan on Wednesday afternoon. The following presentations were given towards an audience of approx. 250 attendants:

· 14:00-14:20 Frank Bossen: Next generation mobile networks and their implications for video applications 

· 14:20-14:40 Kannan Ramchandran, Marco Tagliasacchi et. al.: Video coding based on distributed source coding principles 

· 14:40-15:00 Masayuki Tanimoto: Ray-Based Image System 

· 15:00-15:20 Woo-Shik Kim et al.: New High Fidelity RGB Video Coding 

· 15:20-15:40 Jörn Ostermann: Hybrid Coding: Where can future gains come from? 

· 16:00-16:20 Marco Mattavelli et al.: Which Metrics for Developing Low-Complexity Video Compression Solutions 

· 16:20-16:40 Touradj Ebrahimi: Back to the Future of Video Compression 

· 16:40-18:00 Panel discussion

According to the presentations and the results of the panel discussion, the following areas were as being influential on future video coding standard developments:
· Future networks and their requirements: In particular, future mobile networks are said to expose very low packet error rates of approx. 0.1%, no bit errors. Only occasionally, break-down of connections will occur. Increasingly higher bit rates are becoming available, and all communication will be IP based.
· Future capture and display devices: Higher resolution formats will become more widely used (1Kx2K and higher). Better color renditions will become available. Multi-view displays and formats will emerge.
· Emerging compression components (e.g. in modifications/improved versions of standard codecs): These could include further improvements in motion compensation schemes, native RGB compression approaches and texture synthesis.
· Emerging compression schemes: Entirely new schemes related to distributed source coding and "X-lets" were presented, where however considerable further development seems to be necessary to achieve compression performance of state of the art standard codecs. Nevertheless, potential application areas of such technology need to be further studied and understood.

Automatic complexity analysis based on C-code seems to be an important factor to better assess present and future codec developments. The results of the First Workshop on Future Directions in Video Compression, including all slides, are made available in N7106.

Based on the trends identified in Busan and evaluation thereafter, a second full day workshop will be held on Sunday, 16 October, 2005 in Nice, France. A Call for Contributions was issued (N7107), with responses expected before the Poznan meeting. 

Output documents:
	No.
	Title
	TBP
	Available

	
	Workshop on Future Directions in Video Compression
	
	

	7106
	Results of the First Workshop on Future Directions in Video Compression 
	Yes
	05/04/25

	7107
	Second Workshop on Future Directions in Video Compression – Call for Contributions
	Yes
	05/04/22
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56 Opening of the meeting

The MPEG Audio Subgroup meeting was held during the 72nd meeting of WG11, April 18-22, 2005 in Busan, KR.  The list of participants is given in Annex A.  

57 Administrative matters

57.1 Approval of previous meeting report

The 71st Audio Subgroup meeting report had been previously distributed by e-mail and was approved.

57.2 Approval of agenda and allocation of contributions

The agenda and schedule for the meeting was discussed, edited and approved. It shows the documents contributed to this meeting and presented to the Audio Subgroup, either in the task groups or in Audio plenary. The Chair brought relevant documents from Requirements, Systems and MDS to the attention of the group. It was revised in the course of the week to reflect the progress of the meeting, and the final version is shown in 0.

57.3 Communications from the Chair

The Chair summarised the issues raised at the Sunday evening Chair’s meeting, proposed task groups for the week, and proposed agenda items for discussion in Audio plenary. 

57.4 Joint meetings

The joint meetings with Audio over the course of the week are listed here and are reported on below.

	Groups
	What
	Where
	Day
	Time

	Reqs, Audio, Visual, MDS
	11780, 11980, 11791, 12046, 12048, 11904, MAFs
	Req
	Tue
	1000-1100

	Audio, Reqs, MDS
	1221, 1224, Perceptual Attribute descriptors
	Audio
	Tue
	1700-1800

	Video, Audio, ISG
	Video and Audio coding tool repositories
	ISG
	Wed
	1100-1200

	Req, Vid, Aud, MDS
	MPEG-7 issues
	Req
	Thu
	0900-1030

	Systems, Aud
	M3W
	Audio 
	Thu
	1030-1130


57.5 Received National Body Comments and Liaison matters

The NB Comments and Liaison documents for the meeting that require a response are as shown below.

	No.
	Title
	Response by

	11905
	USNB Contribution: Recommendations for CfI on Scalable Speech and Audio Coding, N7040
	S. Quackenbush


57.6 Task Groups

Task groups were convened for the duration of the MPEG meeting, as shown in Annex C. Results of task group activities are reported below.

58 AhG meetings

In order to obtain a compete view of the business of this MPEG meeting, discussion of contributions in AhG meetings are recorded in this section of the Audio report. 

58.1 MPEG-4 Audio Lossless Coding (Sunday 1300 – 1800)

Eunmi Oh, Samsung, presented

	11911
	Eunmi Oh
Jung-Hoe Kim
KiHyun Choo
ChangYong Son
	CE report on smart decoding of scalable lossless bitstreams


She began with a refresh of topics covered at the last meeting, namely that

· fine-grain scalability via access unit truncation leads to ambiguity in the arithmetic decoding process 

· but one can remove that ambiguity, and resolve it in a very advantageous way via “smart decoding” which makes optimum use of the available information

The presentation showed that one can uniquely determine on average more than 12 bits (and more than 13 symbols) even though many of the bits in the arithmetic decoding buffer are not known. This capability can actually be viewed as a form of additional “compression” when transmitting truncated bitstreams.

Ralph Geiger, FhG, presented

	11992
	Ralf Geiger 
Markus Schmidt
	Cross-check report on the bahaviour of SLS decoder in case of bitstream truncation


This document confirmed the results presented in 11911. 

The consensus of the AhG is to recommend to add this technology to the specification text and RM code. It does not require any changes to the syntax. 

Rongshan Yu, I2R, presented

	11984
	Rongshan Yu 
	Cross-check of Stereo IntMDCT Signaling for MPEG SLS


This document shows that there is some small improvement as a result of adding one bit in the syntax to explicitly signal an M/S stereo IntIMDCT.

The consensus of the AhG is to recommend to add this technology to the specification text and RM code. 

Takehiro Moriya, NTT, presented

	12073
	Takehiro Moriya
Noboru Harada
	Cross check report on CE10 of ALS (Audio Lossless Coding)


This is a cross-check on CE10, which proposed adaptive block switching in ALS. It shows that the adaptive block switching gives small but consistent improvement at all word lengths and sampling rate, and requires no increase in the decoder complexity. 

The consensus of the AhG is to recommend to add this technology to the specification text and RM code. 

Takehiro Moriya, NTT, presented

	12075
	Takehiro Moriya
Noboru Harada
Yutaka Kamamoto
Tilman Liebchen
	Repot on integration and harmonization work of CE10 and CE11 for ALS (Audio Lossless Coding)


This proposes a harmonization of LTP and the adaptive block switching structure. The new LTP structure and syntax is very much simpler than that in the original LTP CE proposal and performance is comparable. As a bonus, encoder complexity is significantly reduced.

Tilman Liebchen, TUB, presented

	12012
	Tilman Liebchen
	Report on MPEG-4 ALS Core Experiment 11 (Long Term Prediction)


This is a cross-check on the LTP CE as it is harmonized with adaptive block switching. The document shows that LTP has it greatest improvement in performance when used in conjunction with low order prediction (e.g. K=15) and low sampling rates. It notes that at low order, LTP gives a significant performance improvement, while at high orders, block switching gives a significant performance improvement.

The consensus of the AhG is to recommend to add the adaptive block switching and the harmonized LTP technology to the specification text and RM code. 

Tilman Liebchen, TUB, presented

	12013
	Patrick Runge
Tilman Liebchen
	Report on MPEG-4 ALS Core Experiment 12 (Masked Lempel-Ziv)


This is a cross-check on the improved floating point compression, which proposes masked Lempel-Ziv to compress floating point data. In fact, it reports on the performance of all four combinations of the use (or not) of Approximate Common Factor Coding (ACFC) and Masked Lempel-Ziv (MLZ). When both tools are available, and enabled on a block-by-block basis, a performance improvement of more than 5% is realized on IEEE floating point signals.

The consensus of the AhG is to recommend to add the ACF and MLZ technology to the specification text and RM code. The Chair notes that the group may want to consider putting this into a separate profile. 

Ralf Geiger, FhG, presented

	11993
	Ralf Geiger 
Jürgen Herre 
Yoshikazu Yokotani
	Proposed Bugfix for TNS in MPEG-4 SLS


This clearly showed that the SLS specification needs a normative deterministic realization of TNS, which is referred to as intTNS, in order to provide good performance when TNS is used in the AAC core.

The consensus of the AhG is to recommend to add the intTNS realization to the specification text and RM code.

Ralf Geiger, FhG, presented

	11994
	Ralf Geiger 
Yoshikazu Yokotani
	Proposed compaction of tables in MPEG-4 SLS


This contribution shows how to significantly reduce table storage by storing only every 8th table value and interpolating intermediate values using a normative and deterministic interpolation method. Furthermore, it shows that the performance is not significantly affected by the proposed change, and that the accuracy of the IntMDCT is not significantly affected by the proposed change. Since the performance of the original tables and the interpolated tables is comparable, one can also achieve the computational complexity of the original system by pre-computing the interpolated values to build a table of the same size as in the original system (i.e. the original large tables prior to this proposed change).

The consensus of the AhG is to recommend to add the proposed table compaction to the specification text and RM code.

Takehiro Moriya, NTT, presented

	12076
	Takehiro Moriya
Yutaka Kamamoto
Noboru Harada
	Proposal of CE on extension of multi-channel processing for ALS (Audio Lossless Coding)


This contribution contains two proposals. The first notes that some biomedical data may contain more than 256 channels, in which case the current 1 byte field is not adequate. Hence it proposes that this field be expanded to 2 bytes.

The second proposal is to modify the inter-channel predictor to increase the number of taps from 1 to 3, and to add a second 3-tap predictor separated from the first by some moderately large sample lag.

Tilman Liebchen, TUB, presented

	12020
	Tilman Liebchen
	Report on NTT's Proposed Core Experiment for MPEG-4 ALS


This contribution showed some, but not significant, improvement in performance for stereo material. As the order of the short-term predictor increases, the increase in performance due to the inter-channel predictor decreases significantly. 

AhG recommends that this discussion be continued during the MPEG week.

Tilman Liebchen, TUB, presented

	12015
	Tilman Liebchen
	Proposed Bitstream Revision for MPEG-4 ALS


The proposed bitstream revisions define a new ALSSpecificConfig(), which  now carries all non-audio related payload information and is required for MPEG-4 systems support. Additionally, it proposes some modifications to make random access representations more compact.

AhG recommends that this discussion be continued during the MPEG week.

Xiaolin Wu, McMaster University, presented

	11910
	Xiaolin Wu
Ning Zhang
	Low-Complexity Context-based Arithmetic Code for Predictive Lossless Audio Compression


This contribution proposes CBAC as a new entropy coder. It is modular and could easily be adapted into ALS, and has low complexity, both in terms of operations and storage. 

Tilman Liebchen, TUB, noted that, for medium to large predictor orders, any complexity savings in the entropy coder is overwhelmed by the complexity of the predictor itself.

Thomas Wiegand, HHI, noted that CABAC is already rigorously specified as an MPEG tool, has been extensively studied by MPEG, and in addition, its application to audio coding has been investigated by a TUB Ph.D. thesis.

This discussion will be continued Tuesday 11AM during the MPEG week.

59 Audio plenary, joint meeting and task group activities

59.1 Review of AHG reports

There were no requests to review any of the AHG reports. 

59.2 Received national body comments and liaison matters

The Audio Chair presented the USNB Comment listed in Section 2.5. The topic was discussed at length, and a response was drafted. This discussion was re-opened during closing Audio plenary, and a response with unanimous support was drafted. The full response can be found in N7191, and is excerpted here:
It is the consensus of the Audio Subgroup that since the Call for Information on Scalable Speech and Audio Coding issued at the 71st MPEG meeting and responses are not due until the 73rd MPEG meeting, the CfI text cannot be changed at this time.

However, WG11 advises the USNB that the following concerns will be given attention during the evaluation of the responses to the CfI:

a) These considerations are of equal and paramount importance:

i) Unified coding of speech and audio

ii) Bit stream scalability of the unified coder

b) Comparisons should be made to similarly scalable technologies. 
59.3 Audio opening plenary discussions

Kurt Jacobson, University of Miami, presented

	11880
	Kurt Jacobson
Nermin Osmanovic
	UMusic High-Quality Audio Database


The University of Miami has produced a database of music for UoM owns all copyright, and which UoM is willing to make available to MPEG and the companies of MPEG delegates. The music consists of mono, stereo and 5.1 channel sequences at 48 kHz sampling rate and 24-bit word length. They propose three use levels:
· For use in MPEG standardization work, in which case the use is free of charge
· For commercial use, such as public demonstrations of MPEG technology, in which case some use fee applies.
· Unrestricted use, in which case the use is free of charge
Different music is available for the different use levels. For example, only a restricted set of material is available for unrestricted use. The Chair noted that MPEG is happy to publicize components of the music database that are available free of charge, but cannot be a forum for publicizing fee-based components of the database.
Pierrick Philippe, France Telecom, presented

	11951
	Pierrick Philippe
	MPEG Audio Codecs History and Tools


This is an update of a document that is now more than a year old. There was quite a bit of work done since the last MPEG meeting, particularly in the section on scalable coding tools. However there are some sections that still need work. They are:

Performance of MPEG audio codecs

Current usage of MPEG audio codecs

The Chair encourages members of the Audio Subgroup to complete some of this information during the week.

Jim Johnston, Microsoft, presented

	12039
	James D. Johnston
	Concerns with FPDAM 5 for MPEG-4 SLS


There was quite a bit of discussion of this contribution. It was the consensus of the Audio Subgroup to take no action 

59.4 Joint Meetings 

59.4.1 Joint with MDS, Req on Content Protection for MAF Music Player

Stefan Kraegeloh, FhG, presented 
	12048
	Stefan Kraegeloh, Harald Fuchs
	Application Scenarios and Derived Requirements for Protected Music Player MAF with Low Complexity DRM Extensions


This presented two possibilities for extending the MPEG-A Music Player MAF, those being to add

· encrypted content

· encrypted content plus simple key management.

A number of scenarios were presented in which the proposed extension to MPEG-A Music Player MAF could be used. Next steps in standardizing any portion of this proposal could be to:
· Specify encryption

· If possible, harmonize and proposal with existing systems in the marketplace

· Consider specifying additional codecs

Stefan Kraegeloh, FhG, presented 
	12046
	Birgit Bartel-Kurz, Stefan Kraegeloh
	Information about cryptographic algorithms suitable for protecting MPEG encoded content


The contribution acknowledges that it is very desirable that any encryption algorithm be open, and has passed widespread review and scrutiny. Advanced Encryption Algorithm (AES), is proposed as such an algorithm 

The Convenor noted that the virtue of MPEG is to specify a simple solution to a pervasive problem.

Zvi Lifshitz presented
	11904
	Zvi Lifshitz
	Proposal for super-distribution MAF, The TIRAMISU IST project


This proposes to monitor consumption rather than distribution. Give privilege to decode to a “home domain” so that how e.g. music is used now is not significantly altered with respect to how it is used in the proposal (i.e. one can play a CD that you own in any CD player that you own). The proposal desires to limit options so as to promote interoperability. A key part of the proposal is that the Digital Item requires no additional information other than what is inside the item. (no a-priori knowledge is required). 

The consensus of the joint meeting was that:

· MAF Music Player encryption layer should be documented in an output from Audio, such that it is available for further study and comment.

· There is a need to gain additional industry support. Therefore Audio should make a resolution calling attention to the encryption layer document and requesting that companies indicate support. 

· Key management layer could be documented in MAF Scenarios under consideration document.

59.4.2 Joint with MDS, Req on technology demonstration: descriptors for perceptual mood attributes

Benjamin Dorn, Moodlogic, presented
	12021
	Benjamin Dorn
	Use-Cases for Perceptual Attributes for Commercial Music


This contribution presented three use cases dealing with interactive playlist generation and music selection or recommendation. The use cases obviously require interoperability, and this demands more than just a container for metadata, but rather a process for determining the metadata value such that it insures interoperability. It is envisioned that this process involves human subjective judgements, but done in a way that the final metadata value is largely consistent across metadata providers.

Benjamin Dorn, Moodlogic, presented
	12024
	Benjamin Dorn
	Draft for evaluation procedures for Perceptual Attribute descriptors


Fernando Pereira noted that there is an “Affective Description Scheme” that might meet the needs of this application, and Ian Burnett proposed that the Affective DS could be augmented to meet the needs of this proposal. Fernando Pereira further noted that such a proposal should both support interoperability and also have wide industry support.
The consensus was that Audio should propose a core experiment with independent participants (so as to check interoperability). Moodlogic data could be used as ground truth, and well-known % correct methodology used as a figure of merit. A next or possibly concurrent step would be to check if it could be implemented as an extension to Affective DS.

59.4.3 Joint meeting with ISG, Audio, Video on Coding Tool Repository

Audio has tools at the granularity of coders, in which tool resources can be allocated, accessUnits decoded, and resources freed. Video will have two output documents that describe their efforts on video coding tools. An open issue is how to integrate the coding tools into a new codec, that is, what API could the coding tools have such that they are maximally re-usable. This is a worthy goal even if the resulting codec is far below the theoretical computationally efficiency. The coding tool repository concept has two positive impacts on the standardization process: first, it may lead to faster development of standards via re-use, and second it may dramatically lessen the cost of conformance specification if conformance is conducted on a per-tool basis.

Possible audio tools that are at the level of the video tool granularity are:

Bit stream bit field extraction

Entropy decoder (Huffman or Arithmetic)

Power-law inverse quantizer

Joint channel coding tools

TNS

IMDCT

SBR

A complete list of Audio tools can be found in ISO/IEC 14496-3, subpart 1, subclause 1.5.1.1 “Audio object type definition”, Table 1.1 “Audio Object Type definition based on Tools/Modules”.
In the case of video, there is also the concept of replacing a software-based tool with a hardware module. It is not clear that audio algorithms could benefit from that level (i.e. ASIC realization) of computational resources.

The vision is to have a CE process for the tool repository such that MPEG is assured that the tools in the repository are of high quality. This CE process could be to construct a new coder using the new tool and showing some improved performance or functionality. 

With such a tool repository, it is conceivable that new coders and the associated specification text, reference source code and conformance test data could be assembled at months instead of years. 
59.4.4 Req, Vid, Aud, MDS
MPEG-7 issues

The Audio Chair could not attend this joint meeting, so there is no report.
59.4.5 Systems, Aud, M3W

The primary goal of MultiMediaMiddleWare is to present a logical interface to a user application that is an abstraction of any of several possible specific implementations. Beyond codec intialization, processing and freeing of codec resources, M3W offers extensive maintenance capabilities. 

The current status is that there have been responses to a CfP, and some of those have been incorporated into a WD. 

The functional (e.g. decoding) interfaces can be at the level of codec (as in the Audio Tool Repository) or tool (as in the Video Coding Tool Repository).  Obviously, there may be significant synergy between the Audio and Video Coding Tools Repository and M3W.

The M3W effort needs Audio assistance to be sure that the functional interface meets the needs of Audio. A CfP on functional components will issue at this meeting.

59.5 Task Group discussions

59.5.1 MPEG-2/4 Audio Issues

Andreas Schneider, Coding Technologies, presented

	11960
	Andreas Schneider
	Status report of Parametric Stereo Conformance


New conformance test sequences and conformance criteria for the same have been proposed.

Heiko Purnhagen, Coding Technologies, presented

	12001
	Kristofer Kjörling
Heiko Purnhagen
	Proposed changes to the HE AAC v2 Profile description in the ALS PDAM document


This contribution was mostly editorial issues. There were two fixes to the signalling of the PS AOT.

Andreas Schneider, Coding Technologies, presented

	12040
	Andreas Schneider
	Proposed changes and additions to the Proposed DCOR on MPEG-4 Audio


One previously undefined meaning of a byte alignment has been clarified. The new behaviour provides a high degree of flexibility while at the same time being consistent with the behaviour of the reference software for most cases.

Werner Oomen, Philips, presented

	11986
	Werner Oomen
Heiko Purnhagen
	Proposed corrigenda DCOR2 to AMD2, (parametric)


These are mainly editorial and clarification issues. The main issue to clarify is how parameters are interpolated.

Werner Oomen, Philips, presented

	11985
	Frans de Bont
Werner Oomen
	Study on working draft for SSC conformance


There are now 16 conformance test streams for SSC .The conformance data covers mono, parametric stereo, relevant parameterizations (i.e. tones, noise, and envelope), plus two accuracy classes, those being full and fixed point levels of accuracy. 

Sang-Wook Kim, Samsung, presented

	12080
	Miyoung Kim
Sang-Wook Kim
Do-Hyung Kim
	Proposed changes on text and conformance bitstreams for ISO/IEC 14496-4:2004


Sang-Wook Kim, Samsung, presented

	12079
	Sang-Wook Kim
Miyoung Kim
Do-Hyung Kim
	Study on integration of MPEG-4 ER-BSAC and SBR


Sang-Wook Kim, Samsung, presented

	12081
	Sang-Wook Kim
Do-Hyung Kim
Miyoung Kim
	Proposed addition to the Proposed DCOR on MPEG-4 Audio


The Chair voiced the opinion that the proposal in m12079 needs more study and discussion than would be afforded if this were accepted into e.g. the ALS FPDAM, in that its final ballot closes in one month. Hence it was the consensus of the Audio Subgroup to put this contribution plus m12081 into a separate output document for further study.

Audio Coding Tool Repository
Perhaps new work could leverage the existing body of Audio tools.

59.5.2 Lossless Coding

Continued discussion on the CBAC proposal

Thomas Wiegand, HHI, indicated that he is withdrawing his support for the proposal since is in fact not the same algorithm as is used in AVC. Because of this, he feels that there is too much risk in producing a robust specification in the current timeline of ALS standardization. 

Takehiro Moriya, NTT, has checked the submitted source code implementation, and found that, for 24-bit word lengths, the decoder is slower than the current RM8 decoder.

Xiaolin Wu, McMaster University, commented that he is willing to do the work to make this a viable proposal. However the Audio Chair noted that it is the meeting prior to the meeting in which the final text must be created, and feels that there may be too much risk in adopting technology that had not received sufficient review. 

Tilman Liebchen, TUB, agreed that the real problem with the proposal is that it comes very late in the standardization process.

The consensus of the Audio Subgroup is to not proceed with this CE proposal. The reasons are that this proposal is too late in the standardization process, that the increase in performance and decrease in complexity of the complete system is quite small, and hence the risks outweigh the benefits to the degree that no action is warranted.
RLS/ALS predictor

Haibin Huang, I2R, presented

	11989
	Wee Boon Choo
Haibin Huang
Rongshan Yu
Xiao Lin
Susanto Rahardja
Dong-Yan Huang
	Fixed Point Implementation on I2R's Proposal for MPEG-4 ALS


In this contribution, the baseline is equivalent to ALS RM12 without LTP or multichannel prediction. There was considerable discussion on the performance of this proposal, including the complexity of hardware-based systems (in which maximum complexity is relevant) and the complexity of general-purpose processor-based systems (in which average complexity is relevant). 

Takehiro Moriya, NTT, brought forward average complexity information.

Ralf Geiger, FhG, brought forward cross-check information on the I2R CE proposal. 

It was the consensus of the Audio Subgroup to adopt CE13 into the ALS specification. However it is the understanding that the current short-term and LTP predictor technology is able to be put into its own profile whenever profiles are defined.

If additional cross-check information (e.g. a cross-check from RealNetworks) raises significant new issues, then this decision may be revisited. 

Later in the week the Audio Chair presented on behalf of Yuriy Reznik, RealNetworks, 

	11896
	Yuriy Reznik
	Cross-check of MPEG-4 ALS CE13


This contribution gave additional information on the performance and complexity of the adaptive predictor. Although it raised issues of complexity, it was the understanding of the Audio Subgroup that these issues will be addressed via profiles. For example, there may be a hierarchical set of two profiles, one of which (“low complexity”) contains only the current forward predictor, while another (“high performance”) contains both the forward predictor and the adaptive predictor. In this way, the marketplace can select between low-complexity and high-performance technology options.

Inter-channel prediction

The inter-channel prediction proposal showed modest but consistent improvement across the Fs/Wd subsets of the signal set. It shows significant improvement for a selected 8-channel audio signal, but inconsistent performance for 256-channel biomedical data. Tilman Liebchen, TUB, noted that it would be possible to make the M/S coding and interchannel prediction tool be active on a block-by-block basis, in which case either none, M/S or Interchannel prediction could be applied dynamically at every block.  It was the consensus of the Audio Subgroup that this technology be incorporated into the ALS specification, with the understanding that this dynamic joint channel coding will also be incorporated into the specification.

59.5.3 Spatial Audio

Seven sites participated in the listening tests for “candidate RM0.” The Spatial Audio workplan, N6814, set out the following criterion that candidate RM0 must satisfy in order to be accepted as RM0:

1. Mean performance over all items is no worse than either the CT/Philips or the FhG/Agere submissions in test 1a (specified in N6691) in the 95% confidence interval.

2. Mean performance over all items is no worse than either the CT/Philips or the FhG/Agere submissions in test 2a (specified in N6691) in the 95% confidence interval.

3. Mean performance over all items is no worse than either the CT/Philips or the FhG/Agere submissions in test 3 (specified in N6691) in the 95% confidence interval.

4. For each of test 1a and 2a, the average side-information remains the same or less than the average side-information rate of the highest of the CT/Philips or the FhG/Agere submissions (specified in N6691).
Inseon Jang, ETRI, presented
	11939
	Inseon Jang
Jeongil Seo
Inyong Choi
Heesuk Pang
Dongsoo Kim
Kyeongok Kang
	Spatial Audio Coding RM0 Verification Test Report (ETRI/LGE)


The results were mixed, in that RM0 satisfied the “no worse than” criterion for only two of the three tests.

David Virette, France Telecom, presented

	11941
	David Virette
	Report on the spatial audio coding RM0 listening test at France Telecom


France Telecom conducted test 1a, in which RM0 satisfied the “no worse than” criterion.

Juergen Herre, FhG, presented

	11988
	Spenger
Hoelzer
Herre
	Spatial Audio RM0 Verification Test Report (Fraunhofer IIS)


In the FhG test results, RM0 satisfied the “no worse than” criterion for all three tests. In addition, this criterion was satisfied for each test item in each test.

FhG conducted an “extended T1a” test, in which three parameterizations of RM0 were tested: RM0, RM0 high-rate, RM0 low-rate. The results showed that RM0 high-rate (called “high quality) is better than RM0 at the 95% level of significance, while RM0 low-rate is not different from RM0 at the 95% level of significance.

Finally, the presentation notes that the average side information rate for candidate RM0 is significantly lower that than of the original FhG/Agere or CT/Philips proponent systems.

Werner Oomen, Philips, presented

	11990
	Werner Oomen
Erik Schuijers
	Spatial Audio Coding RM0 Verification Test Report (Philips)


The results showed that in test 1a, 2a and 3, RM0 satisfied the “no worse than” criterion. On a per-item basis, RM0 shows significant improvement over CT/P proposal for the applause items. In a separate test that compares RM0, RM0 low-rate and RM0 high-rate, RM0 and RM0 low-rate are not different, while RM0 high-rate has distinctly better performance at the 95% level of significance.

Kristofer Kjörling, CT, presented

	12000
	Kristofer Kjörling
Jonas Rödén
Heiko Purnhagen
	Spatial Audio RM0 listening test verification report


The results showed that in test 1a, 2a and 3, RM0 satisfied the “no worse than” criterion. The presenter noted that candidate RM0 had significantly lower bitrate than either of the original FhG/Agere or CT/Philips proponent systems. 

Coding Technologies also tested RM0, RM0 high-rate, RM0 low-rate in an additional test. The results showed that RM0 low-rate is no worse than RM0 at the 95% level of significance.

Itaru Kaneko, TPU, presented

	12028
	Itaru Kaneko
	Report on Spatial Audio listening test in Tokyo Polytechnic University


Tokyo Polytechnic University conducted an “extended” test 1a, in which all of RM0, RM0 low-rate and RM0 high-rate were all included in the test. 

Kurt Jacobson, University of Miami, presented

	12082
	Doug Morton
	Spatial Audio Coding Listening Test Report- University of Miami


The results showed that in test 1a, 2a and 3, RM0 satisfied the “no worse than” criterion.

Werner Oomen, Philips, presented

	12005
	Juergen Herre
Kristofer Kjoerling
Werner Oomen
	Background information on systems submitted to Spatial Audio RM0 Verification Test


The contribution notes that candidate RM0 has the property that the spatial side information has a bit-rate scalable structure. In order to demonstrate this, three parameterizations of RM0 were made available to the test sites: RM0, RM0 low-rate and RM0 high-rate (to be referred to as “high-quality”). For test 1a, low-rate parameterization has a side-information rate of less than 6 kb/s, which is half the rate of the RM0 rate of approximately 12 kb/s. 

Discussion
Performance

Werner Oomen, Philips, made a presentation of an analysis with pooled and post-screened test data. Two post-screening rules were applied:

· Remove all listeners who score the hidden reference below 90.

· Remove all listeners who score no system at 100 (i.e. do not identify a hidden reference)

He showed a plot of hidden reference score and 95% confidence interval, with the data sorted by decreasing hidden reference score, and this plot motivated the cut-off of hidden reference score of 90 as the post-screening process. In some cases (e.g. T1a and T2a), this post-screening resulted in removal of a significant fraction of the listener population. 

He presented graphs of the performance of the systems under test after the post-screening process. The pooled and post-screened results showed that candidate RM0 satisfied the “no worse than” criterion for all tests.
Bit rates

The following table (from m12005), summarizes the average bit rates of candidate RM0, other parameterizations of RM0, and the two proponent systems on which it is based.

	Bit rate [kbit/s]
	Test Condition 1a
	Test Condition 2a
	Test Condition 3

	RM0 candidate
	11.68
	11.78
	4.68

	RM0 candidate_low_rate
	5.85
	-
	-

	RM0 candidate_high_quality
	31.65
	-
	-

	FhG/Agere CfP
	17.45
	16.01
	9.12

	CT/Philips CfP
	21.73
	23.50
	12.92


Conclusions
It is the consensus of the Audio Subgroup that “candidate RM0” passes all acceptance criteria set forth in N6814, and hence that it become RM0. 

WD text will be available Friday as an output document. A workplan for Spatial Audio Coding work will indicate the location of the reference code that implements RM0. The workplan also indicates a schedule for the work, but this proposed schedule did not receive unanimous support, and hence will continue to be discussed.

Revised core experiment methodology for MPEG-4 audio
Juergen Herre, FhG, presented a draft of a revised procedure for MPEG-4 Audio core experiments. There was much good discussion leading to a document that all felt served the upcoming Spatial Audio Coding work.
59.5.4 MPEG-7
Matthias Gruhne, FhG, presented
	12047
	Matthias Gruhne
	Proposed Core Experiment on Enhanced Audiosignature


The goal of this proposal is to expand the applicability and performance of the current AudiosignatureDS to signals that are highly distorted, for example as a result of GSM audio coding and possible associated error mitigation of transmission errors. Three different test scenarios demonstrated that the EnhancedAudioSignatureDS provided significantly better query performance than the AudioSignatureDS. 

The Audio Subgroup agrees to accept this as a core experiment, and a cross-check will be expected at the next MPEG meeting.
59.5.5 Symbolic Music Representation

Gorgio Zoia, EPFL, presented
	11903
	James Ingram 
	The MPEG-SMR Test Case Diagrams stored in CapXML format


This contribution details how the Capella proposal might have better presented its technology in the CfP process. Although this is interesting information, and informal inspection suggests that this new information would not have altered the CfP results. In any case, it is not appropriate to alter those CfP results.

Parties that have an interest in Capella are welcome to incorporate components and capabilities of that technology into the SMR WD via the core experiment process. 
59.6 Audio closing plenary discussions

Several discussions that took place in Friday’s Audio closing plenary are noted under the appropriate headings elsewhere in this report.  However there was discussion on “profile-dependent behaviour” that has no other place in this report, and so will be noted here. The Audio Chair brought up this as a general topic, but which was motivated by the fact that currently one signalling mode for HE-AAC profile specifies that a AAC profile decoder should not play a HE-AAC profile bitstream. This appears to be contrary to the long-standing WG11 policy of only specifying what a decoder shall do, but what it shall not do. In other words, a conformant decoder can always do more than what the specification mandates. David Singer, Apple, indicated that his company strongly supports the WG11 policy and does not support the current HE-AAC profile restrictions.
59.7 WG11 closing plenary discussions

In the Audio Chair’s presentation during Friday’s MPEG closing plenary, three items prompted discussion from WG11 delegates and hence will be noted here. 

First, the Convenor reminded the Audio chair that WG11 cannot be a forum to promote a program that is or appears to be a “for-profit.” Hence the UoM UMusic database document will be edited such that it promotes only those aspects of the database that are available free of charge.

Second, Audio Chair asked Stefan Kraegeloh, FhG, to present the Audio output document that was the result of the Joint with MDS, Req on Content Protection for MAF Music Player. This presentation resulted in considerable discussion amongst WG11 experts. Based on this discussion, the document approved by Audio was edited to incorporate various points of view such that all WG11 delegates were able to approve the resulting document.  

Third, the Audio presentation raised an issue that requested comment from WG11 experts, that being whether MPEG profiles can “prohibit” a specified behaviour in a conformant decoder. This did result in many valuable comments from the floor, and the consensus was that a WG11 specification should not preclude a conformant decoder from doing “more” than the specification requires. Hence the current Audio specifications for HE-AAC Profile and HE-AAC V2 Profile may need revision. For details on HE-AAC Profile, Audio experts are encouraged to review 

5570    Text of ISO/IEC 14496-3:2001/FDAM 1, Bandwidth Extension , Clause 1.6.5    Signaling of SBR and Table 1.15A – SBR Signaling and Corresponding Decoder Behavior 

And for HE-AAC V2 Profile

N7016    ISO/IEC 14496-3:2001/FPDAM 4, Audio Lossless Coding (ALS), new audio profiles and BSAC extensions and 7134    Study on 14496-3:2001/FPDAM 4. 

In either document, look at 

Clause 1.6.6 Signaling of Parametric Stereo (PS) and Table 1.15A – PS Signaling and Corresponding Decoder Behavior  
60 Meeting deliverables

60.1 Press statement

The Audio part of the press statement was prepared. 

60.2 Dispositions of Comments

The DoC were prepared and approved.

60.3 Responses to Liaison and NB comments

Liaison initiated by Audio were prepared and approved. The responses to the NB comments were prepared and approved.

60.4 Recommendations for final plenary

The Audio recommendations were presented and approved.

60.5 Establishment of Ad-hoc Groups

The following ad-hoc groups were established by the Audio subgroup:

	No.
	Title
	Mtg

	N7158
	AHG on Audio Standards Maintenance
	No

	N7159
	AHG on MPEG-7 Audio
	No

	N7160
	AHG on Spatial Audio Coding
	Yes

	N7161
	AHG on MPEG-4 Lossless Audio Coding
	No

	N7162
	AHG on Symbolic Music Representation
	Yes

	N7163
	AHG on Exploration of Scalable Speech and Audio Coding
	Yes


60.6 Approval of output documents

All output documents, shown in Annex D, were presented in Audio plenary and were approved.

61 Future activities

61.1 Schedule of future meetings

Ad Hoc group meetings are indicated in Section 5.5. Unless otherwise indicated, Ad Hoc group meetings will be held at the location of the next MPEG meeting on the weekend preceding that meeting. 

61.2 Agenda for next meeting

The agenda for the next MPEG meeting is shown in Annex E
61.3 All other business

There was none.

61.4 Closing of the meeting 

The 72nd Audio Subgroup meeting was adjourned Friday at 13:54. The Chair thanked the Audio experts for their hard work during the week, and urged them to enjoy their 6-minute lunch break.
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Annex B Audio Contributions and Schedule

	Time
	Agenda Item
	

	Number
	Title
	Source

	
	
	

	Sunday
	
	

	1300-1800
	AHG on Lossless Audio Coding
	

	11911
	Eunmi Oh
Jung-Hoe Kim
KiHyun Choo
ChangYong Son
	CE report on smart decoding of scalable lossless bitstreams

	11992
	Ralf Geiger 
Markus Schmidt
	Cross-check report on the bahaviour of SLS decoder in case of bitstream truncation

	11984
	Rongshan Yu 
	Cross-check of Stereo IntMDCT Signaling for MPEG SLS

	12073
	Takehiro Moriya
Noboru Harada
	Cross check report on CE10 of ALS (Audio Lossless Coding)

	12075
	Takehiro Moriya
Noboru Harada
Yutaka Kamamoto
Tilman Liebchen
	Repot on integration and harmonization work of CE10 and CE11 for ALS (Audio Lossless Coding)

	12012
	Tilman Liebchen
	Report on MPEG-4 ALS Core Experiment 11 (Long Term Prediction)

	12013
	Patrick Runge
Tilman Liebchen
	Report on MPEG-4 ALS Core Experiment 12 (Masked Lempel-Ziv)

	11993
	Ralf Geiger 
Jürgen Herre 
Yoshikazu Yokotani
	Proposed Bugfix for TNS in MPEG-4 SLS

	11994
	Ralf Geiger 
Yoshikazu Yokotani
	Proposed compaction of tables in MPEG-4 SLS

	12076
	Takehiro Moriya
Yutaka Kamamoto
Noboru Harada
	Proposal of CE on extension of multi-channel processing for ALS (Audio Lossless Coding)

	12020
	Tilman Liebchen
	Report on NTT's Proposed Core Experiment for MPEG-4 ALS

	12015
	Tilman Liebchen
	Proposed Bitstream Revision for MPEG-4 ALS

	11910
	Xiaolin Wu
Ning Zhang
	Low-Complexity Context-based Arithmetic Code for Predictive Lossless Audio Compression

	
	
	

	
	
	

	Monday
	
	

	0900-1300
	MPEG Plenary
	

	1300-1400
	Lunch
	

	1400-1800
	Audio Plenary
	

	 
	Opening of the meeting
	Audio Chair

	
	Administrative matters
	

	
	Approval of agenda
	

	
	Approval of 71st MPEG meeting report
	

	11908
	Schuyler Quackenbush
	71st MPEG Audio Subgroup Report

	
	Communications from the Chair
- Review of Sun Chairs meeting
- Collection of patent statements (see Leonardo email)
	

	
	Allocation of contributions to agenda and schedule
	

	
	Joint meetings
	

	
	Review of AhG reports
	

	11801
	Ralph Sperschneider
on behalf of the AHG on Audio Standards Maintenance
	AHG on Audio Standards Maintenance

	11802
	S. Quackenbush
B. Grill
	AHG on Audio Coding Tool Repository

	11803
	M. Gruhne
	AHG on MPEG-7 Audio

	11804
	S. Quackenbush
	AHG on Spatial Audio Coding

	11805
	Tilman Liebchen
	AHG on MPEG-4 Lossless Audio Coding

	11806
	Paolo Nesi
Giorgio Zoia
	AHG on Symbolic Music Representation

	11807
	S. Quackenbush
	AHG On Exploration of Scalable Audio and Speech Coding

	
	Task groups and mandates
	

	
	National body comments
	

	11905
	A. G. Tescher for USNB
	USNB Contribution: Recommendations for CfI on Scalable Speech and Audio Coding, N7040

	
	
	

	
	Ballot comments
	

	11818
	SC 29 Secretariat
	Summary of Voting on ISO/IEC 14496-3:2001/Amd.2:2004/DCOR 1 [SC 29 N 6523]

	11823
	ITTF via SC 29 Secretariat
	Table of Replies on ISO/IEC 14496-3:2001/FDAM 3 [SC 29 N 6533]

	11826
	SC 29 Secretariat
	Late Vote on ISO/IEC 14496-3:2001/Amd.2:2004/DCOR 1

	11861
	SC 29 Secretariat
	Summary of Voting on ISO/IEC 14496-4:2004/PDAM 11

	11868
	SC 29 Secretariat
	Summary of Voting on ISO/IEC CD 23001-1


	
	
	

	1400-1600
	Plenary discussions
	

	11880
	Kurt Jacobson
Nermin Osmanovic
	UMusic High-Quality Audio Database

	11951
	Pierrick Philippe
	MPEG Audio Codecs History and Tools

	12039
	James D. Johnston
	Concerns with FPDAM 5 for MPEG-4 SLS

	
	
	

	1800-
	HOD Meeting
	

	
	
	

	Tuesday
	
	

	0900
	Audio Plenary
	Audio Chair

	
	Outline plan for the day
	

	
	
	

	0900-
	Spatial Audio Coding
	

	11939
	Inseon Jang
Jeongil Seo
Inyong Choi
Heesuk Pang
Dongsoo Kim
Kyeongok Kang
	Spatial Audio Coding RM0 Verification Test Report (ETRI/LGE)

	11941
	David Virette
	Report on the spatial audio coding RM0 listening test at France Telecom

	11988
	Spenger
Hoelzer
Herre
	Spatial Audio RM0 Verification Test Report (Fraunhofer IIS)

	11990
	Werner Oomen
Erik Schuijers
	Spatial Audio Coding RM0 Verification Test Report (Philips)

	12000
	Kristofer Kjörling
Jonas Rödén
Heiko Purnhagen
	Spatial Audio RM0 listening test verification report

	12028
	Itaru Kaneko
	Report on Spatial Audio listening test in Tokyo Polytechnic University

	12082
	Doug Morton
	Spatial Audio Coding Listening Test Report- University of Miami

	12005
	Juergen Herre
Kristofer Kjoerling
Werner Oomen
	Background information on systems submitted to Spatial Audio RM0 Verification Test

	11999
	Kristofer Kjörling
Jonas Rödén
Heiko Purnhagen
Lars Villemoes
Jonas Engdegård
Erik Schuijers
Jeroen Breebart
Gerard Hotho
Francois
	WD text of MPEG Spatial Audio

	
	
	

	1000-1100
	Joint meeting: Audio, Visual, MDS at Reqs
	MAFs: 11780, 11980, 11791, 12046, 12048, 11904

	12046
	Birgit Bartel-Kurz, Stefan Kraegeloh
	Information about cryptographic algorithms suitable for protecting MPEG encoded content

	12048
	Stefan Kraegeloh, Harald Fuchs
	Application Scenarios and Derived Requirements for Protected Music Player MAF with Low Complexity DRM Extensions

	1000-1100
	MPEG-4 issues
	

	11960
	Andreas Schneider
	Status report of Parametric Stereo Conformance

	12001
	Kristofer Kjörling
Heiko Purnhagen
	Proposed changes to the HE AAC v2 Profile description in the ALS PDAM document

	12040
	Andreas Schneider
	Proposed changes and additions to the Proposed DCOR on MPEG-4 Audio

	
	
	

	1100-1200
	ALS
	

	
	CBAC (11910)
	

	
	
	

	1200-1300
	Spatial Audio, continued 
	

	
	
	

	1300-1400
	Lunch
	

	
	
	

	1400-
	Lossless Coding
	

	11989
	Wee Boon Choo
Haibin Huang
Rongshan Yu
Xiao Lin
Susanto Rahardja
Dong-Yan Huang
	Fixed Point Implementation on I2R's Proposal for MPEG-4 ALS

	
	
	

	
	
	

	1700-1800
	Joint meeting: Req, MDS at Audio
	12021, 12024, Perceptual Attribute descriptors

	12021
	Benjamin Dorn
	Use-Cases for Perceptual Attributes for Commercial Music

	12024
	Benjamin Dorn
	Draft for evaluation procedures for Perceptual Attribute descriptors

	
	
	

	1800-1815
	Audio Plenary
	

	
	Status for Chairs Meeting
	

	1830-1930
	Liaison 
	Atlantis Meeting Room

	1930-
	Chairs Meeting
	Atlantis Meeting Room

	
	
	

	Wednesday
	
	

	0900-1100
	MPEG Plenary
	

	
	
	

	1100-1200
	Joint meeting: Audio, Video at ISG
	Video and Audio coding tool repository

	
	
	

	1200-1300
	SMR
	

	11903
	James Ingram 
	The MPEG-SMR Test Case Diagrams stored in CapXML format

	
	
	

	1300-1400
	Lunch
	

	
	
	

	1330-1430
	UMusic and RM0 Spatial Audio demos
	

	
	
	

	1430-1500
	MPEG-7
	

	12047
	Matthias Gruhne
	Proposed Core Experiment on Enhanced Audiosignature

	
	
	

	1500-1700
	MPEG-4
	

	11986
	Werner Oomen
Heiko Purnhagen
	Proposed corrigenda DCOR2 to AMD2, (parametric)

	11985
	Frans de Bont
Werner Oomen
	Study on working draft for SSC conformance

	12080
	Miyoung Kim
Sang-Wook Kim
Do-Hyung Kim
	Proposed changes on text and conformance bitstreams for ISO/IEC 14496-4:2004

	12081
	Sang-Wook Kim
Do-Hyung Kim
Miyoung Kim
	Proposed addition to the Proposed DCOR on MPEG-4 Audio

	
	
	

	1130-1300
	SLS
	

	11991
	Ralf Geiger 
Rongshan Yu 
Markus Schmidt 
Lin Xiao 
Susanto Rahardja
	Proposed Study on ISO/IEC 14496-3:2001/FPDAM5 (Scalable Lossless Coding)

	
	
	

	1800-2200
	Social
	

	
	
	

	Thursday
	
	

	
	
	

	0900-1030
	Joint meeting: Aud, Vid, MDS at Req
	MPEG-7 Issues: 11969, 11901, 11874

	1030-1130
	Joint meeting: Aud, Sys
	M3W

	
	
	

	1200-
	Audio Coding Tools Repository
	

	
	
	

	1130-1200
	ALS and SLS
	

	11896
	Yuriy Reznik
	Cross-check of MPEG-4 ALS CE13

	
	
	

	
	
	

	1300-1400
	Lunch
	

	
	
	

	1400
	SMR Workplan
	

	
	SAC CE Mthodology
	

	
	
	

	
	
	

	12018
	Tilman Liebchen
	Proposed Study on ISO/IEC 14496-3:2001/FPDAM 4, Audio Lossless Coding (ALS), new audio profiles and BSAC extensions

	
	
	

	1730-1800
	Audio Plenary
	

	
	Status for Chairs Meeting
	

	1800-
	Chairs Meeting
	

	
	
	

	Friday
	
	

	
	
	

	0900-1300
	Audio Plenary
	

	
	Report on Chairs meeting and outline of plan for the day
	Audio Chair

	
	Dispositions of comments
	

	
	Responses to NB comments
	

	
	Liaison statements
	

	
	Recommendations for final plenary
	

	
	Establishment of new Ad-hoc groups
	

	
	Approval of output documents
	

	
	Press statement
	

	
	Agenda for next meeting
	

	
	A.O.B.
	

	
	Closing of the Audio meeting
	

	
	
	

	1300-1400
	Lunch
	

	
	
	

	1400-
	MPEG Plenary
	


Annex C Task Groups

1. Maintenance

Chair:
Pierrick Philippe

Mandates:

1.1. Review “MPEG Audio Codecs: History and Tools” document 

1.2. Identify missing elments

2. MPEG-2/4 Audio Issues

Chair:
Andreas Schneider

Mandates:

2.1. Review contributions

2.2. Draft DoC of DCOR and text of 13818-7:2004/COR 1

2.3. Draft output documents

3. Lossless Coding

Chair:
Schuyler Quackenbush

Mandates:

3.1. Review contributions

3.2. Review CE status

3.3. Finalize technology included in the specifications

3.4. Study on ALS, SLS

4. MPEG-7

Chair:
Matthias Gruhne

Mandates:

4.1. Review contributions

4.2. Produce appropriate workplan documents

5. Spatial Audio Coding

Chair:
Schuyler Quackenbush, Kristofer Kjörling

Mandates:

5.1. Review contributions

5.2. Text of WD

5.3. Ref Code

5.4. Review CE process

5.5. Produce Report on RM0, including verification listening test
6. Music Application Format

Chair:
Schuyler Quackenbush

Mandates:

6.1. Review contributions and ballot comments

6.2. Prepare DoC and FDAM text

7. Symbolic Music Representation

Chair:
P. Nesi, G. Zoia

Mandates:

7.1. Review contributions

7.2. Review CE process

7.3. Prepare workplan for RM0 and WD availability

Annex D Output Documents

	No.
	Title
	TBP
	Available

	
	13818-7 MPEG-2 Audio
	
	

	7126
	Fourth Edition of MPEG-2 AAC
	No
	05/05/22

	7127
	DoC on 13818-7:2004/DCOR 1
	No
	05/04/22

	7128
	Text of 13818-7:2004/COR 1, Buffer Fullness Correction
	No
	05/04/22

	
	14496-3 MPEG-4 Audio
	
	

	7129
	MPEG-4 Audio Third Edition
	No
	05/05/22

	7130
	Text of 14496-3:2005/DCOR 1:2005, New Corrections
	Yes
	05/05/22

	7131
	DoC on 14496-3:2001/AMD 2:2004/DCOR 1:2005, Parametric Audio Coding
	No
	05/04/22

	7132
	Text of 14496-3:2001/ AMD 2:2004/COR 1:2005, Parametric Audio Coding
	No
	05/04/22

	7133
	Proposed DCOR2 Parametric Audio Coding
	No
	05/05/22

	7134
	Study on 14496-3:2001/FPDAM 4, ALS
	No
	05/05/06

	7135
	Study on 14496-3:2001/FPDAM 5, SLS
	No
	05/05/06

	7136
	WD of Spatial Audio Coding
	No
	05/04/22

	7137
	Listening Test Report on HE-AAC V2
	Yes
	05/05/22

	7138
	Report on MPEG Spatial Audio Coding RM0 Listening Tests
	Yes
	05/04/22

	7139
	Spatial Audio Coding RM0 listening test data 
	No
	05/04/22

	7140
	Revised Core Experiment Methodology for MPEG-4 Audio
	No
	05/04/22

	7141
	Workplan for Audio Lossless Coding (ALS)
	No
	05/04/22

	7142
	Workplan for Scalable Lossless Coding (SLS)
	No
	05/04/22

	7143
	Workplan for MPEG-4 Spatial Audio Coding
	No
	05/04/22

	7144
	UMusic High-Quality Audio Database
	No
	05/05/22

	7145
	Proposed Integration of BSAC and SBR
	No
	05/04/22

	
	14496-4 MPEG-4 Conformance
	
	

	7146
	Proposed Audio Correction to ISO/IEC 14496-4:2004
	No
	05/04/22

	7147
	Working Draft of High Quality Parametric Audio Conformance
	No
	05/04/22

	7148
	DoC on 14496-4:2004/PDAM 11, Parametric Stereo Conformance
	No
	05/04/22

	7149
	Text of 14496-4:2004/FPDAM 11, Parametric Stereo Conformance
	No
	05/04/22

	7150
	Status of MPEG-4 Audio Conformance
	No
	05/04/22

	
	15938-4 MPEG-7 Audio
	
	

	7151
	Workplan for MPEG-7 Audio
	No
	05/04/22

	
	Music notation
	
	

	7152
	Report on Symbolic Music Representation RM0 Selection
	No
	05/04/22

	7153
	Workplan for Symbolic Music Representation
	 No
	05/04/22

	
	Promotion
	
	

	7154
	MPEG Audio Codecs History and Tools
	No
	05/05/06

	
	23001-2 Application Formats: Music Player
	
	

	7155
	DoC on 23000-2:2005 FCD,  Music Player Application Format
	No
	05/04/22

	7156
	23000-2:2005 FDIS,  Music Player Application Format
	No
	05/06/22

	7157
	Some technical thoughts on a Protected Music Player building on ISO/IEC 23000-2
	No
	05/04/22
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62 Opening of the Meeting

62.1 Approval of the agenda

62.2 Goals for the week

The goals of this week are:
· Review on-going AFX CE and explorations

· Review on-going GFX and issue FCD document 
· Review the status of SNHC related profiles 
The output documents related to SNHC are:

	No.
	Title
	Editor

	
	14496-4 MPEG-4 Conformance 
	

	
	WD1.0 of ISO/IEC 14496-4:200x/ AMD12 (AFX Extensions)
	Jeong-Hwan Ahn


	No.
	Title
	Editor

	
	14496-5 MPEG-4 Reference Software 
	

	
	WD1.0 of ISO/IEC 14496-5:200x/AMD9 (AFX Extensions)
	Francisco Morán


	No.
	Title
	Editor

	
	14496-11 MPEG-4 Scene Description and Application Engine
	

	
	Text of ISO/IEC 14496-11:200x/DCOR4
	Keun Ho Kim


	No.
	Title
	Editor

	
	14496-16 MPEG-4 Animation Framework eXtension (AFX)
	

	
	Study of DoC on ISO/IEC 14496-16/FPDAM1
	Mahnjin Han

	
	Study Text of ISO/IEC 14496-16/FDAM1
	Marius Preda

	
	WD of 14496-16 2nd edition
	Marius Preda

	
	WD of 14496-16/AMD2
	Patrick Gioia

	
	Text of ISO/IEC 14496-16:2004/DCOR2
	Keun Ho Kim

	
	AFX Core Experiments Description
	Marius Preda

	
	MPEG-4 Animation Framework eXtension (AFX) VM 17.0
	Marius Preda


	No.
	Title
	Editor

	
	14496-21 MPEG-4 MPEG-J Graphics Framework eXtension (GFX)
	

	
	Study of DoC on ISO/IEC 14496-21/CD
	Vishy Swaminathan

	
	Study text of ISO/IEC 14496-21/FCD
	Vishy Swaminathan

	
	MPEG-J GFX white paper
	Vishy Swaminathan
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62.4 Allocation of joint meetings

	Sub-Groups
	Monday
	Tuesday
	Wednesday
	Thursday
	Friday

	Systems
	
	09:00 in SNHC (profile)
	
	12:00 in SNHC (profile)

14:00 in SNHC (GFX)
	

	Requirements
	
	09:00 in SNHC (profile), 

13:30 in SNHC (DS)
	
	12:00 in SNHC (profile)
	

	MPEG-7 Visual
	
	13:30 in SNHC (DS)
	
	
	

	Video/3DAV
	
	
	
	
	


62.5 Rooms allocation

SNHC


204
(Breakout for GFX
208-1)
Systems


102
(System Breakout 1
107)

(System Breakout 2
207-2)
Requirements

203

Video


202
(Video Breakout 1
109)

(Video Breakout

209-2)

Chairs/HoD/Liaisons
207-1
62.6 Allocation of contributions

	N°
	Title
	
	Schedule
	Activity

	D1
	Monday
	
	D1
	

	
	MPEG Plenary
	
	D1 09:00~12:15
	MPEG Gen.

	
	Report of AhG on AFX documents, CEs and software
	Marius Preda
	
	

	
	Report of AhG on MPEG-J extensions
	Mikaël Bourges-Sévenier
	
	

	
	Lunch Break
	
	D1 12:15~14:00
	

	
	SNHC
	
	D1 14:00~15:00
	SNHC Gen.

	
	Roll call, Agenda, Web site, FAQ, etc.
	Mahnjin Han
	14:00
	

	
	SNHC
	
	D1 15:00~17:00
	

	M11922
	Proposal of AFX Profile - Simple 3D Compression Profiles
	Mahnjin Han
Jeong-Hwan Ahn
Tae-Joon Park
	15:00
	

	
	SNHC
	
	D1 17:00~18:30
	AFX CE2 + Visual

	M12097
	Result for the CE on Multiresolution Footprint-based Representations - IM1 implementation
	Patrick Gioia, 
Jérôme Royan
	
	AFX CE2

	M11953
	ProceduralTexture Description Scheme
	Alberto Castillo, 
Francisco Morán, 
José M. Martínez, 
Michael Steliaros
	
	MPEG-7 Visual

	M11912
	Proposal for FootprintElevation coding with an extension to buildings
	Patrick Gioia, 
Jérôme Royan
	
	AFX CE2

	
	Systems Demo – Postponed
	
	D1 18:00~19:00
	Systems

	
	Demos: VirtualDigm, Gomid
	
	
	

	D2
	Tuesday
	
	D2
	

	
	SNHC+Requirements+Systems in SNHC
	
	D2 09:00~10:00
	Profile

	M11922
	Proposal of AFX Profile - Simple 3D Compression Profiles
	
	
	

	
	SNHC
	
	D2 10:00~11:00
	AFX EE2

	M11973
	Results of Exploration Experiment: Multi-View Synthesis Reconstruction using DIBR Nodes
	Eddie Cooke 
Aljoscha Smolic 
Noel O’Connor
	10:00
	AFX EE2

	M11883
	Update of Depth Image-based Representation
	Gyeong Ja Jang, 
Shinjun Lee, 
Keun Ho Kim, 
Mahnjin Han
	10:30
	AFX EE2+Amd1

	M11983
	KNB comments on 14496-16/FPDAM1 (AFX Extensions)
	KNB
	
	AFX EE2+Amd1

	
	SNHC
	
	D2 11:00~12:00
	GFX

	M12068
	A generic architecture for GFX media handling
	Mikaël Bourges-Sévenier,

Vishy Swaminathan
	11:00
	

	
	GFX Breakout
	
	D2 12:00~18:00
	GFX

	
	· Application Management
· Video Buffer Interface

· Image Orientation

· System & Application Properties

· Audio-Visual System Interface

· Reference Software & Conformance
	
	
	

	
	SNHC
	
	D2 12:00~13:00
	RSW

	M11954
	A few things you must know about MPEG 4 reference software
	Francisco Morán, 
Sebastián Amengual, 
Marcos Avilés, 
Alberto Castillo, 
Marius Preda, 
Mikaël Bourges-Sévenier, 
Wo Chang
	
	General

	M11955
	MPEG 4 reference software changes
	Francisco Morán, 
Sebastián Amengual, 
Marcos Avilés, 
Alberto Castillo
	
	General

	
	Lunch Break
	
	D2 13:00~14:00
	

	
	SNHC
	
	D2 14:00~14:30
	3DMC Framework

	M11859
	Proposed modifications for Face Animation in ISO/IEC 14496-1

	Thomas Di Giacomo
Nadia Magnenat-Thalmann
	
	Systems

	
	SNHC+Requirements+Mpeg-7Visual in SNHC
	
	D2 14:30~15:00
	MPEG-7 Visual

	M11953
	ProceduralTexture Description Scheme
	Alberto Castillo, 
Francisco Morán, 
José M. Martínez, 
Michael Steliaros
	
	

	
	SNHC
	
	D2 15:00~18:00
	3DMC Framework

	M11936
	Lossless compression of 3DMC: revisited
	Euee S. Jang
	15:00
	AFX EE1

	M11933
	Efficient texture coordinate compression based on 3DMC
	Sunyoung Lee*, 
Daiyong Kim*, 
Byeongwook Min*, 
Eun-Young Chang**, 
Namho Hur**, 
Soo In Lee**, 
Euee S. Jang*
	15:30
	AFX EE1

	M11938
	3DMC extension for efficient animation support
	Eun-Young Chang*,

Daiyong Kim**,
Byeongwook Min**,
Sunyoung Lee**,
Namho Hur*,  
Soo In Lee*,

Euee S. Jang* *
	16:00
	AFX EE1

	M11982
	Results on EE1: 3D Mesh Compression Framework
	Matthias Kautzner, 
Karsten Mueller, 
Aljoscha Smolic, 
Thomas Wiegand
	17:00
	AFX EE1

	M12061
	Encoding of Dynamic Meshes with MeshGrid (Part 2)
	Ioan Alexandru Salomie, 
Dan Cernea, 
Aneta Markova, 
Jan Lievens, 
Rudi Deklerck, 
Adrian Munteanu, 
Peter Schelkens
	17:30
	AFX EE1

	D3
	Wednesday
	
	D3
	

	
	MPEG Plenary
	
	D3 09:00~11:30
	MPEG Gen.

	
	SNHC 
	
	D3 11:30~13:00
	SNHC Gen

	
	Review work status and todos
	
	11:30
	

	
	Demonstration discussion
	
	12:00
	

	
	Lunch Break
	
	D3 13:00~14:00
	

	
	SNHC
	
	D3 14:00~18:00
	SNHC Gen

	
	3D Mesh Coding Framework discussion
	
	14:00
	

	
	SNHC profiles discussion
	
	15:30
	

	
	GFX mid report
	
	17:00
	

	D4
	Thursday
	
	D4
	

	
	SNHC
	
	D4 11:00~12:00
	

	
	SNHC profiles discussion
	
	
	

	
	SNHC+Requirements+Systems in SNHC
	
	D4 12:00~13:00
	Profile

	
	AFX Profile
	
	
	

	
	Lunch Break
	
	D4 13:00~14:00
	

	
	SNHC+Systems in SNHC
	
	D4 14:00~15:00
	GFX

	
	GFX overview
	
	
	

	
	SNHC
	
	D4 15:00~18:00
	SNHC Gen

	
	Output documents review
	
	
	

	D5
	Friday
	
	D5
	

	
	SNHC
	
	D5 09:00~13:00
	SNHC Gen.

	
	Document number attribution, AhGs and resolutions
	
	
	

	
	Lunch Break
	
	D5 13:00~14:00
	

	
	MPEG Plenary
	
	D5 14:00~22:00
	MPEG Gen.


63 General issues

63.1 Web site

The current SNHC Web site is http://www.sait.samsung.co.kr/snhc/  
A new web site will be made until June 1st with a new address to be announced through the reflector.

63.2 AFX Reference software

63.2.1 M11954 – A few things you must know about MPEG 4 reference software
Purpose of the contribution: to ease future installations and developments of MPEG-4 RSW (reference software).

It explains the four modules of MPEG-4 RSW: BifsEnc, MP4Enc, IM1Player and Player3d.

It also explains how to download from CVS, how to setup the environment (environment variables and registry), how to build and execute.

It then explains the versions of Player3d and their known problems.

Finally, it explains how to modify and extend the MPEG-4 RSW.

Resolution

The contributor of this document strongly recommends that it should stay as an on-going output document

Moreover, it should extend to generic MPEG output document instead of only MPEG-4

Since this is the issue of Implementation group, they will issue an output document called “Material Related to MPEG Reference Software (N7124)” which will include this contribution.

The authors of this document and the next one have made a lot of effort to clean up the RSW. However, it is very likely that, in the future, someone may unintentionally ruin it when uploading some fixes.

What can we do to keep it clean? We need someone in charge of maintaining the RSW, but it is unlikely that any company/university will provide such a person permanently, and neither will ISO.

63.2.2 M11955 – MPEG 4 reference software changes
This document reports the status of the RSW of AFX and the results of the in-depth analysis of the WSS tool implementation.

· removing unnecessary directories and renaming the used ones.

· Problems in the current RSW are noted

· The WSS implementation is not aligned with the standard and not complete.

Resolution

We need to apply changes in the next amendment of RSW to fix WSS and other minor problems. France Télécom will solve all problems related to the current WSS implementation pointed out by this document or else a new WSS implementation will replace the current one: see mandate 4 of the “Ad Hoc Group on AFX documents, CEs, and software” (N7176).
Each contributor should clean up their test directory.

63.2.3 AFX demonstrations
http://www-artemis.int-evry.fr/~preda/ showcases some technologies developed by SNHC. We are asking for more contributions to update this web page with demonstrations. The Player3D is provided in binary form so that interested parties can play those contents. 
Resolution

Put together demonstration content (executables + samples and/or movies): see mandate 3 of the “Ad Hoc Group on AFX documents, CEs, and software” (N7176).

· Geometry

· 3DMC: We need demos for compression

· Nurbs : We need a fancier demo from Mikael

· SS (plain) : We can use the samples donated by Superscape that run on Player3d

· Wavelet SS : One video and one demo will be provided by Patrick

· MeshGrid : We need a fancier demo from Alexandru

· Texture

· Procedural textures: : We can use the samples donated by Superscape that runs on Player3d

· Animation

· IC is OK

· Curved based animators : How can we better demonstrate this one?

· BBA : We need a fancier demo from Marius

Issue a call for content through the reflector (by Marius)

63.3 Standards from SNHC
In red, status reached at this meeting. In yellow, status reached at next meeting. Projects that reached International Standard status have been removed.

	Std
	Pt
	Edit.
	Project
	Description
	CfP
	WD
	CD

PDAM

DCOR
	FCD

FPDAM
	FDIS

FDAM

COR

	4
	16
	2004
	Amd.1
	AFX extension
	
	03/07
	04/07
	05/01
	05/07

	4
	21
	2005
	
	MPEG-J extensions for rendering
	03/12
	04/07
	04/10
	05/07
	06/01


63.4 Attendance list 
.
	Name
	Country
	Company
	e-mail

	Mahnjin Han
	Korea
	Samsung AIT
	mjhan AT samsung DOT com

	Marius Preda
	France
	INT
	marius DOT preda AT int-evry DOT fr

	Francisco Morán
	Spain
	UPM
	fmb AT gti DOT ssr DOT upm DOT es

	Seyoon Tak
	Korea
	Samsung AIT
	s DOT tak AT samsung DOT com

	Sung-Yeol Kim
	Korea
	GIST
	sykim75 AT gist DOT ac DOT kr

	Seong Won Ryu
	Korea
	ETRI
	ryusw AT etri DOT re DOT kr

	Eun-Young Chang
	Korea
	ETRI
	eychang AT etri DOT re DOT kr

	Jérôme Royan
	France
	France Telecom R&D
	jeorme DOT royan AT francetelecom DOT com

	Patrick Gioia
	France
	France Telecom R&D
	Patrick DOT gioia AT rd DOT francetelecom DOT com

	BeomRyeol Lee
	Korea
	ETRI
	lbr AT etri DOT re DOT kr

	Eunjoo Lee 
	Korea
	ETRI
	lej AT etri DOT re DOT kr

	Tae-Joon Park
	Korea
	ETRI
	ttjjpark AT etri DOT re DOT kr

	Mark Callow
	Japan
	HI Corporation
	callow_mark AT hicorp DOT co DOT cp

	Sung-Jae, Kim
	Korea
	Nexus Chips
	mid AT nexuschips DOT com

	Thomas Di Giacomo
	Switzerland
	MIRALab, U. of Geneva
	thomas AT miralab DOT unige DOT ch

	Dai Yong Kim
	Korea
	Hanyang Univ.
	boamania AT ihanyang DOT ac DOT kr

	Eddie Cooke
	Ireland
	DCU
	ej DOT cooke AT eeng DOT dcu DOT ie

	Karsten Mueller
	Germany
	FHG-HHI
	kmuller AT fraunhofer DOT hhi DOT de

	Euee S. Jang
	Korea
	Hanyang Univ.
	esjang AT ihanyang DOT ac DOT kr

	Sunyoung Lee
	Korea
	Hanyang Univ.
	sunnykr AT ihanyang DOT ac DOT kr

	Jeong-Hwan Ahn
	Korea
	Samsung AIT
	Jeonghwan DOT ahn AT samsung DOT com 

	Minh Tuan Le
	Korea
	Sejong Univ.
	tuanlm AT sju DOT ac DOT kr

	Cong Du Nguyen
	Korea
	Sejong Univ.
	condu AT sju DOT ac DOT kr


63.5 SNHC FAQ
The first time attendants of SNHC subgroup were asked to review the current FAQ and give feedback. There was no feedback received for updating the document. The FAQ is not changed during this meeting.

64 AFX activities
64.1 Specifications updates

The list of modifications for existing specifications handled by SNHC is as follows.

64.1.1 M11859 - Proposed modifications for Face Animation in ISO/IEC 14496-1
Two changes are proposed for face animation.

The first proposal claims that faceSceneGraphNode in FadeDefMesh node should be SFGeometry instead of SF3DNode to allow 2D curves. However, it is clearly stated in the specifications that faceSceneGraphNode points to one of the elements of the faceSceneGraph vector. Since the type of the faceSceneGraph is MFNode, the type of the faceSceneGraphNode has to be SFNode.
The second proposal is about the order of field in FDP node which, after a short discussion, turns out that it is not a problem

Resolution

No changes needed in the current spec.

64.2 AFX General issues
64.2.1 M11953 – ProceduralTexture Description Scheme

This contribution proposes a higher level description of AFX data. One of the purpose of this contribution is to see if there is interest in new synthetic content description schemes in MPEG-7.

Comments from Video group

This is potentially restrictive circumstances because there are many other procedural texture methods.

There is no similarity measure. It is either “is it the same?” or not.

How it will be used? Is it for retrieval or for representation? We need an application scenario for it.

Conclusion: It is probably beneficial to have such scheme, but it has to be generic. Also, similarity based retrieval should be possible.

Comments from Requirements group

· We need to know what is the need functionality and what is missing in the current standard?

· Is there a need in the industry? If so, which companies support this?

· The technology has to be in the layer of technical excellence and this can be proven through core experiment (generic, compactness, etc)

Resolution

Need big pictures based on functionalities and some application scenarios to make others understand and possibly support this new work.

64.3 Profiles
64.3.1 M11922 – Proposal of AFX Profile – Simple 3D Compression Profiles
The requirements from Mobile 3D Contents Industry in Korea are introduced.

Following the resolution of the Hong Kong meeting, the object types, profiles and levels have been updated.

The levels are proposed in three parts: Player Constraints, Functionality Constraints and Data constraints. The player constraints are informative recommendation to give picture to the users about the recommended capabilities of the player or device. The functionality constraints limit the specific functionalities of each tool, such as support of normal, back channel, polygons, etc. The data constraints show numbers (maximum of the minimum).

They also propose the way to fit the AFX profile in the MPEG-4 architecture. It follows the Video example to have two scenarios: AFX only scenario and MPEG-4 Systems integrated scenario.

Discussion in SNHC
This proposal is about resource and not scene graph. There seems to be a problem with WSS and BBA because they need base mesh. In the point of conformance, there may be a problem.

The resource should have a definition of a model and texture and animation.

Partial scene graph may be necessary to make complete resource.

The goal of the proponents is not the exchange of resource (compatibility) but to have compression in their application.

The object types, profiles and levels seem OK. (one fix from the contribution wrt Main BBA object types)

The AFX only scenario may need to incorporate object graph.

The Integrated Systems scenario is not supported by the industry. Therefore, there’s no one to implement this scenario. However, this was requested by Systems because there should be a way for each technology in MPEG to blend in to the MPEG systems. 

Joint Discussion with Requirements and Systems

The informative recommendation in the levels should be separated (currently, it is misleading)

The signaling can be done the same way as Text profile&level

The way it is integrated to systems is OK

Few more changes have been made to the original proposal:

· Names are changed for the new dimension and the proposed profile

· AFX tools and Object types have been redefined.

· AFX object code in the AFX only bitstream has been changed to object type indication.

SNHC related profiles discussion
Changes are needed to the scene graph and graphics profiles currently under consideration

· Compression 3D profile ( Simple 3D profile

· Need to remove the list of compression tools because they will be defined in the 3D Compression profiling dimension

· Back channel removed (not a node)

New name for new dimension = 3D Compression Profile

· We need to add two more profiles in this dimension

· Simple 3D = 3DMC + IC + WSS

· Animated Character = BBA

A new technology (scenario 1) is introduced. Therefore, we need a core experiment to verify the scenario (CE on 3D Compression Stream Design). If the verification is complete by the next meeting, the profile will be included in Amd1. If not, the profile will be a part of Amd2.

64.4 Core experiments

64.4.1 CE1 – Physics based animation
No contribution for this meeting. The work is in progress but not mature enough to make new contribution to Busan meeting.

64.4.2 CE2 – Multi-resolution Footprint-based Representation

M12097 – Result for the CE on Multiresolution Footprint-based Representation – IM1 implementation
This contribution reports the result of the implementation of generic multi-resolution footprint based representation in IM1. Full implementation in IM1 including the adaptation functionality, which was requested from Hong Kong meeting, has been completed.
Resolution

The generic multiresolution footprint-based representation is mature. 

Minor editorial fixes to be made in the VM.

Issue a WD to add this technology and the Shadow node.
M11912 – Proposal for FootprintElevation coding with an extension to buildings
This contribution is a proposal for application dependent information that extends the generic multi-resolution footprints. It specifies the Roof and Façade of buildings.

Resolution

Continue the CE to verify if the proposed technology is complete. Implementation is needed.

64.5 Explorations

64.5.1 E1. 3D Mesh Compression Framework
M11936 – Lossless compression of 3DMC: revisited
This contribution is basically revisiting the contributions to 65th Trondheim meeting and 66th Brisbane meeting on the lossless compression of 3DMC.

The SNHC meeting report of the 66th meeting states that we have to explore the need for 3DMC in the industry. As we have seen a strong need from the mobile 3D industry in Korea for 3DMC in their proposed profile, it seems that 3DMC is needed.

However, we have found little mistakes which can be easily fixed and make 3DMC more attractive.

The aim of this contribution and the following two more contributions is to facilitate AFX tool and make it more usable and efficient.

It will be a new 3DMC since the fixes are not backward compatible.
Resolution

Proposal accepted to the WD of AMD2. 

M11933 – Efficient texture coordinate compression based on 3DMC

This contribution points out the problem of texture coordinate compression in 3DMC which arise from the processing of originally nonnegative integer value as floating point value. After the quantization process, the values are changed (lossy) and depending on how the textures are organized, cracks may be seen in the decompressed models.

Resolution

Proposal accepted to the WD of AMD2. 

M11938 – 3DMC extension for efficient animation support
This contribution points out the changes of vertex order and face order from 3DMC may cause problems. It proposes to send the vertex and face order information in an efficient way.

Resolution

Proposal accepted to the WD of AMD2. 

M11982 – Results on EE1: 3D Mesh Compression Framework
This contribution reports the result of the comparison between D3DMC tool and existing AFX tool called coordinate interpolator compression.

It shows that D3DMC performs better than the existing tool for some group of data, when the data is natural motion style with many vertices.

However, the experiment is not complete because not all combination of quantization parameters has been used and the transpose mode was not used for the interpolator compression.

Also, some of the test data provided for this EE are not used yet.

The experiment condition has been discussed and clarified between the participants to have clear and synchronized results of each tool.

Resolution

Continue the exploration and complete the test on all data provided for this EE using the full capability of the interpolator compression tool.

M12061 – Encoding of Dynamic Meshes with MeshGrid (Part 2)
This contribution shows the feature of existing MeshGrid encoding and claims that it can also encode dynamic meshes compactly.
The experiment was performed using only one model.

It recommends continuing the experiments with other models.

Resolution

Continue the exploration and complete the test on all data provided for this EE.
General discussion on 3D mesh compression framework

We should take two steps of activity

In the short term, we want to facilitate AFX tool and make it more usable and efficient. Specifically, 3DMC has been a standard for a long time but it has not been used. 

In the long term, we have to make a new framework for generic compression of 3D graphics resource that is comprised of 3D object (including the object graph, textures and other attributes) and its animation. Many information are needed to represent 3D object and they have to blend together nicely.
In order to start this long term activity we have to evaluate the industry needs. We have to find out what the usual practice is and what kind of problem exists. 

Not only should we meet the requirements from the industry, we also have to make the industry aware of what we are doing. For 3DMC, we have failed to do that and thus the market pull was not ensured. The advertisement was weak for SNHC in general. We have to sell our products (our technologies). The first step is to spread what we have. We should offer the executables, samples and maybe even source code, like how DivX has started. We also have to make application scenarios that show the usefulness of our tools.

Importance of AFX tools lies in the compression, which is one of the widely known advantages of MPEG tools. The ultimate goal is to make rendering engine or application use the compression tool directly. The audio and video do not have to worry about it. However, 3D graphics has to organize the scene before rendering it to the screen. Therefore, 3D graphics tool is only for transmission and storage purpose right now.

Patent is another aspect that blocked the 3DMC from penetrating the market. The major contributor to the current 3DMC was focused in pushing for patents. However, some industries do not want to make products when others have patents on the technology used for that product. 

Rename the long term activity to “Animated 3D Object Compression Framework”.
Resolution

For the first step, open a new CE to study the 3DMC tool to describe the useful functionalities in 3DMC for efficient support of AFX tools, and to extend 3DMC with useful and necessary features. The extensions should be verified in this CE. 
For the second step, add a mandate in the AFX AhG for coordinating documentation on purpose and benefit of Animated 3D Object Compression Framework. Based on this document, make output documents to be sent as liaison to outside standardization party at the next meeting.

64.5.2 E2. Multi-View Synthesis Reconstruction Using DIBR Nodes
M11973 – Results of Exploration Experiment: Multi-View Synthesis Reconstruction using DIBR Nodes
This contribution proposes the list of intrinsic camera parameters and asks if there is a need for such parameter in the scene graph level. It redefines the fields in DIBR node to have intrinsic camera parameters, but this will change the functionality of the original node.

Resolution

The need for intrinsic camera parameter is identified. However, this information is not appropriate in the scene graph level. This information should be included in the video stream.

M11883 + M11983 – Update of Depth Image-Based Representation
The first contribution recommends two fixes (one technical fix and one editorial fix) in the current amendment and the second contribution is the Korean National Body comment supporting the first one.

The proposed technical fix is to support animation of extrinsic camera parameters in DIBR node.

In order to apply this change, node coding table in part 11 should be updated.

Also the DIBR node in 1st edition of part 16 should also be updated.

The proposed editorial fix is the renumbering of subclauses.

Resolution

Both fixes are accepted.

For the technical fix, issue a DCOR for part 11 and part 16.

Also, apply both technical and editorial fixes to the FPDAM1 of part 16 and issue a study document.

The conformance bitstreams for DIBR should be changed.

64.5.3 E3. Model based 3D Movie Streaming
No activity detected. No contribution registered.

Resolution

Close this exploration experiment until there is a contribution in the future meeting.

65 MPEG-4 Part 21

65.1 Disposition of Comments 

National body comments on the MPEG-J GFX CD were reviewed. It was noted that there was overwhelming support to make the design generic which is applicable to different multimedia systems, renderers, and graphics formats. An output document with a study of disposition of comments was produced. The proposals in m12068 aiming to make the design even more generic was reviewed based on the feedback and changes to the MPEG-J GFX architecture were made keeping this spirit. 

65.1.1 Decision on FCD

Given the above changes in the architecture, it was decided to delay progressing to FCD for MPEG-4 Part 21 to the 73rd MPEG meeting in July. An interim AHG meeting is planned on May 25-26, 2005 in Tokyo to finalize all issues regarding the FCD. Instead a 2nd study of CD (N7173) will be issued.

65.2 M12068 – A generic architecture for GFX media handling

65.2.1 Outline of the proposal

The proposal is aimed to support the following usage scenario:

1. Application opens a content  - e.g. terminal.open (http://server.com/content.mp4)

2. Application starts rendering loop - e.g. get screen area, init graphics hardware etc.

3. Application retrieves composition data from decoder - e.g. frame=decoder.getVideoFrame()

4. Application renders composition data - e.g. texture map video frame onto surfaces

Note: composition data may or may not be render-able data meaningful only for application’s logic and composition. 

The salient features of the proposal are described below:

High-level architecture

The multimedia system is viewed a black box with 4 components orchestrated by application (MPEGlet):

1. DataSource for protocol handling

2. Player for media handling

3. Control for processing handling

4. Renderer for presentation handling

Notes:  

· Conceptually, not different from MPEG-4 or any other multimedia systems
· Higher level API than MPEG-4 (OD/ESD)
· Does not enforce a specific implementation of the multimedia system
Interfacing with MPEGlets 

Like other resources, Players are created via the ResourceManager

· URI locators are used <scheme>://<scheme_specific_part> (RFC 2396). URI are more generic

· OD access is possible using XMT-like URI: od://od_id [ @es_id ]

· Content descriptors follow MIME syntax (RFC 2045, 2046) - More generic and already available for MPEG types (RFC 3016, 3555, 3003, 3119, 3640).  Much easier to interface with non-MPEG types 

· Application-specific DataSources

An application can create its own protocol handler (i.e. DataSource)

· In general, it’s a demux that output multiple streams

· A player can be created from such a DataSource

· Enable synchronization with other players

· Enable apps to decode data frames (AU) themselves

Proposed design used in JMF, DVB-MHP, and Lightweight for mobile: MMAPI (JSR-135)

Use of MMAPI proposed: 

· Extend for elementary stream control and composition buffer access

· Control for specific ES processing

· CB access reusing GFX previous spec

· Accessing composition data

· ElementaryStream interface provides access to BufferInfo.

MMAPI design is sufficient. However, it is done for simple media playback

· We need access to streams’ CB(Composition Buffer)

· We need to attach a renderer to a player

MMAPI as the basis of the API design but, as shown, we recommend to define our own MPEG-J API

· 100% compatible with MMAPI spec

· Use different MPEG specific interfaces/controls

· Wraps MPEG-4 Systems (does NOT replace it)

· API can also work with non-MPEG-4 systems 

Persistent storage
· MIDP Record Management System is enough

· Record = application-specific byte[]

· Storage format is terminal vendor specific

· In some cases, the store may need to be used on different terminals. A storage format may be defined.

· MMAPI and RMS are already in millions of phones, APIs are ‘safe’

65.2.2 Decisions

Systems interaction

The Java classes comprising the application define its logic and media must be retrieved from elementary streams. MPEG-4 Systems Object Descriptor framework defines many possibilities to interact with the streams flowing into a terminal. However, from an application point of view, higher-level functionalities are preferable:

· Connect to a media location using a protocol,

· Control of the playback of a media (e.g. play, pause, stop a video stream and its associated audio),

· Retrieve the output of a stream for composition on the terminal’s output,

· Possibly, control the post-processing of a media

In this specification, such an abstraction is represented by the concepts of DataSource, Player, and Controls in Mobile Media API specification:

· DataSource abstracts protocol handling, 

· Player abstracts content handling,

· Control provides a way to interact with the Player’s processing.

Figure 1 provides a conceptual view of the interaction between DataSources, Players, Renderers, and MPEGlet. DataSources, Players, and streams may expose controls for the MPEGlet. 
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Figure 1 ‑ Conceptual view of the terminal from an application.

Elementary streams (ES) output composition buffers abstracted by a BufferInfo interface that enables access to a Buffer interface that wraps native composition data:

· For a video decoder, the TexInfo interface extends BufferInfo and provides image specific information. Buffer may wrap a byte array of pixels or a video decoder buffer.

· For an audio decoder, Buffer wraps PCM data that can be used by an audio mixing engine. An AudioInfo interface extending BufferInfo provides audio specific information.

· For other decoders, specific BufferInfos may be defined.

Contexts

An application communicates with the terminal resources via contexts. A context typically encapsulates the state management for a device. The application manager may run multiple applications at once, each with its own contexts but only one context can be active at a time for a device and, in general, a context is valid for one thread of execution. 

In this specification, the following contexts are discussed (but not restricted to these contexts only):

· Application context or MPEGletContext – enables the application (MPEGlet) to communicates with the application manager within the terminal.

· Rendering contexts – to access graphic resources (e.g. OpenGL driver) and audio resources.

System contexts – to access stream information

Resource manager

ResourceManager is the central interface between the MPEGlet and the terminal’s resources. It enables creation of Players from DataSource and provides convenient methods for creating players from locators and input streams. It enables creation of Renderers, access to the RecordStore and to the system’s time base.
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Figure 2 – ResourceManager and its factory methods.

This interface defines the following methods:

· Player createPlayer(String locator) ‑ creates a Player from a locator, which takes the form of a Uniform Resource Identifier i.e. a string of the form <scheme>://<scheme-specific-part> for example: http://server.com/movie.mp4. To access a media from an object descriptor, the syntax “od://<od_id>” is used with <od_id> replaced by the appropriate object descriptor identifier.

· Player createPlayer(DataSource source) ‑ creates a Player for a DataSource.

· Player createPlayer(InputStream stream, String content_type) ‑ creates a Player to playback a media from an InputStream.

· String[] getSupportedProtocols(String content_type) ‑ returns the list of protocols supported for a content type.

· String[] getSupportedContentTypes(String protocol) ‑ returns the list of supported content types for the given protocol.

· TimeBase getSystemTimeBase() ‑ returns the system time-base, which is a continuously ticking source of time in the system.

· RecordStore getRecordStore() ‑ returns RecordStore object.

· Renderer createRenderer(String name) ‑ creates a Renderer given its fully qualified class name.

Media API

The media API is modelled after JSR-135 Mobile Media API (MMAPI). Within the context of MPEG-4 terminals, the MMAPI encapsulates MPEG-4 Systems objects and provides high-level controls to interact with such objects. Since MMAPI has been designed with mobile phones specific features, this specification proposes the following features to be optional or not supported:

· Movie/audio capture is optional

· MIDI and tone support are optional

· GUIControl and its derivative VideoControl are not supported because they conflict with usage of Renderers

· MMAPI’s Manager factory class is not supported and its methods are instead moved to ResourceManager

In addition, MMAPI has been enhanced with the following features:

· Elementary stream composition buffer access

· Renderer control

Figure 3 depicts the API with the above features.

Controls defined in JSR-135 are reused except those for video rendering that have been replaced by GFX RendererControl to attach a player to a renderer and StreamControl for accessing elementary streams output.
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Figure 3 – Predefined controls
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Figure 4 – Elementary stream information access

Persistent storage (record store)

ResourceManager provides access to the RecordStore object (see section ), which implements a generic persistent storage mechanism. A generic persistent storage mechanism is necessary for the applications targeted by this specification, for example to save applications’ state, game score, and so on.

The Mobile Information Device Profile (MIDP) provides the Record Management System (RMS) in the javax.microedition.rms package. A record store consists of a collection of records that will remain persistent across multiple invocations of the MPEGlet. RMS records consist of byte arrays.

An application can store any kind of information including elementary streams of a given content. Stored contents can be played back from the store by creating a Player from an InputStream encapsulating a stored content

65.2.3 Issues

It was pointed out that it was desirable to be compatible with JSR 234 by having separate Location and Orientation controls for audio. JSR-234 has a GetSpectator in Global Manager to specify the position of the listener. It would also be desirable to extend 3d audio use by for example having acoustic properties in the 3d objects’ materials. It was decided that either the raw decoded audio should be made available or a mechanism has to be defined to specify the objects and materials for the audio processor 
65.3 Application Management 

The current design of MPEGlet interface deriving from Runnable() was reviewed in detail. It was clarified that the design premise behind this is so that so that multiple thread unaware applets can execute at the same time and the system could manage and switch between them. It was noted that this is different from MIDlets where typically only one MIDlet is expected (typically) to execute at a time. It was decided that current design will be maintained.

65.4 Application Properties

The following changes were made to the current Application Properties: 

1. MPEGlet-Jar-Size should be made optional as archiving using JAR is optional.

2. MPEGlet-Jar-URL should be changed to MPEGlet-URL to accommodate cases where Jar is not used.

3. Add MPEGlet-Display-Name: This would be the name of the application that is displayed to the user. This is an optional field, and if not present, MPEGlet-Name would be used. Alternatively, MPEGlet-Name could be changed to MPEGlet-Class and MPEGlet-Name could be used as the Display Name.

4. MIDlet-Data-Size: The decision was to remove this field as it was not determined to be useful.

The following shows the modified Application Properties:

Required attributes:

· MPEGlet-Class. Specifies the fully qualified name of the application.

· MPEGlet-Version. The MPEGlet version.

· MPEGlet-Vendor. The MPEGlet vendor.

· MPEGlet-URL. The URL from where the application can be downloaded.

· Renderer-Class. Specific the name of the class that implements Renderer interface.

Optional attributes:

· MPEGlet-Name. The friendly name of the application that is displayed to the user.

· MPEGlet-Jar-Size. The size of the JAR file.

· MPEGlet-Description. A brief description of the application for the user

· MPEGlet-Icon. An icon that will be associated with the application (if terminal supports it). PNG file format is used.

· Renderer-Version. Version of the renderer.

· Renderer-URI. Universal Resource Identifier (URI) for the renderer.

Application specific attributes: 

· Any attributes others than those listed in this section can be used to configure the application.

65.5 TexInfo - Video as Textures

The current TexInfo design was reviewed carefully. The following two issues were discussed:

1. Orientation, and 

2. Synchronizing with video decoder output .

65.5.1 Orientation

The ambiguity and necessity to support different orientations in the TexInfo was discussed. It was decided that multiple modes similar to the EXIF format will be supported in the TexInfo getOrigin(). This method will become getOrientation().
· getOrientation() returns the orientation of the camera that took the image relative to the scene. The relation of the '0th row' and '0th column' to visual position is shown as below. Note that the numbering follows EXIF standard:

	Value
	0th row
	0th column
	example

	1
	Top
	Left
	


	2
	Top
	Right
	


	3
	Bottom
	Right
	


	4
	Bottom
	Left
	


	5
	Left
	Top
	


	6
	Right
	Top
	


	7
	Right
	Bottom
	


	8
	Left
	Bottom
	



65.5.2 Synchronizing with Video Decoder Output

The current TexInfo design works well for MPEG-4 Systems based implementations. It would also works for synchronizing with image-based data. However, it is not sufficient for synchronizing the graphics application with video decoder output. There may be some issues that need to be looked into, particularly in the case of M3G.
The renderer needs to be able to distinguish between a pointer to memory to be copied to a texture and a pointer (or handle) to a video decoder buffer that is not to be copied. To use GLES as an example, a new method can be added, e.g. glBindTexImage for the non-copy case or there needs to be a way to determine whether the value passed to glTexImage is a pointer to memory or a video buffer handle. EGL 1.1 actually has an eglBindTexImage call that takes a handle to a pbuffer (pointer to a buffer) surface. This or a similar API can be added to our Renderer superclass. The issue there is that we need a renderer independent way to identify texture objects. Alternatively each renderer could provide a custom way to bind a video decoder buffer to a texture.
The current BifsInfo design was also reviewed. It was determined that BifsInfo is OK as is. It provides a handle to the scene manager. All nodes etc. can be accessed through that handle.

65.6 Reference Software 

There are two possibilities of  producing the reference software:

· Full reference implementation on IM1 and Player 3D. 

· Produce two independent implementations and interoperability on applications. In this case while the applications and the implementation of the MPEG-J APIs will be released as source code, the underlying players will be released only as binary for demonstration purposes. However the interoperability will be demonstrated by playing the same “content” on two different players.

65.7 Joint Meeting with Systems

There was a joint meeting between SNHC and Systems on GFX. An overview of MPEG-J GFX was presented. The MPEG-J GFX White paper was reviewed. 

The two possibilities of the producing MPEG-J GFX reference software detailed above was presented and discussed. The summary of the reference software discussion is as follows:
1. It is preferable to integrate GFX reference software with IM1. The necessary resources for this have to evaluated. If the resource requirements for this are too large, then this can be further reviewed.

2. Another option is to use only the relevant parts of IM1 and not the entire software base.

3. It was agreed that it would be sufficient to use LASER reference software as a model where only the implementation of the standard was released as source code while the renderer was only released as a binary.
66 Resolutions of SNHC

66.1 Output documents
66.1.1 The SNHC subgroup recommends to approve the following documents

	No.
	Title
	TBP
	Available

	
	14496-4 MPEG-4 Conformance 
	
	

	7164
	WD1.0 of ISO/IEC 14496-4:200x/ AMD12 (AFX Extensions)
	No
	05/05/16


	No.
	Title
	TBP
	Available

	
	14496-5 MPEG-4 Reference Software 
	
	

	7165
	WD1.0 of ISO/IEC 14496-5:200x/AMD9 (AFX Extensions)
	No
	05/05/16


	No.
	Title
	TBP
	Available

	
	14496-11 MPEG-4 Scene Description and Application Engine
	
	

	7231
	Text of ISO/IEC 14496-11:200x/DCOR4
	No
	05/04/22


	No.
	Title
	TBP
	Available

	
	14496-16 MPEG-4 Animation Framework eXtension (AFX)
	
	

	7166
	WD of 14496-16 2nd edition
	No
	05/05/16

	7167
	Text of ISO/IEC 14496-16:2004/DCOR2
	No
	05/04/22

	7168
	Study of DoC on ISO/IEC 14496-16/FPDAM1
	No
	05/04/22

	7169
	Study Text on ISO/IEC 14496-16/FPDAM1
	No
	05/04/22

	7170
	WD of 14496-16/AMD2
	No
	05/05/06

	7171
	AFX Core Experiments Description
	No
	05/04/22

	7172
	MPEG-4 Animation Framework eXtension (AFX) VM 17.0
	No
	05/05/15


	No.
	Title
	TBP
	Available

	
	14496-21 MPEG-4 MPEG-J Graphics Framework eXtension (GFX)
	
	

	7173
	Study of DoC on ISO/IEC 14496-21/CD
	No
	05/04/22

	7174
	Study text on ISO/IEC 14496-21/CD
	Yes
	05/05/06

	7175
	MPEG-J GFX white paper
	Yes
	05/04/22


66.2 Resolutions

MPEG-4

Part 16

· The SNHC subgroup would like to express its gratitude to all reviewers who submitted comments on AFX FPDAM1.
· The SNHC subgroup would like to thank UPM for its in-depth analysis of parts of AFX reference software, and encourages other companies to complete this work.

· The SNHC subgroup encourages companies using 3D graphics technologies standardized in MPEG-4 to provide demonstrations.
· The SNHC nominates the following MPEG members for a Certificate of Appreciation for their outstanding contributions to International Standardization:

· 1st edition (2004)

· Mikaël Bourges-Sévenier

· Mahnjin Han

· Francisco Morán Burgos

· Marius Preda

· Michael Steliaros
Part 21

· The SNHC subgroup recommends a name change for ISO/IEC 14496-21 to MPEG-J GFX. This new name more accurately describes what this part deals with. The previous title implied only extensions for rendering in MPEG-J. As this is a framework for providing access to multiple renderers using MPEG-J, MPEG-J GFX (Graphics Framework eXtensions) is a more suitable title.
66.3 Establishment of SNHC Ad-Hoc Groups

	N7176
	Ad Hoc Group on AFX documents, CEs, and software

	Mandate:
	1. Maintain and edit SNHC documents.

2. Coordinate SNHC CE and EE activities.

3. Coordinate collection of demonstration data set of SNHC tools
4. Coordinate fixing of reference software corresponding to AFX
5. Coordinate conformance and reference software documentation for AFX Extensions
6. Coordinate documentation on purpose and benefit of Animated 3D Object Compression Framework

	Chairman:
	Marius Preda (INT)

	Co-chairs:
	Jeong-Hwan Ahn (Samsung AIT)

Francisco Morán Burgos (UPM)

	Duration:
	Until 73rd Meeting 

	Meetings
	Sunday before 73rd Meeting

	Reflector:
	mpeg-snhc AT gti. ssr. upm. Es

	Subscribe:
	http://www.gti.ssr.upm.es/mailman/listinfo/mpeg-snhc

	
	


	N7177
	AHG on MPEG-J Graphics Framework eXtensions

	Mandate:
	1. Maintain and edit 14496-21 (GFX) documents
2. Define plan for GFX reference software
3. Harmonize Java bindings to OpenGL ES with JSR-239 expert group

	Chairman:
	Mikaël Bourges-Sévenier (Mindego Inc.)

	Co-chairs:
	Vishy Swaminathan (Sun Microsystems)

Itaru Kaneko (Tokyo Polytechnic University)

	Duration:
	Until 73rd Meeting 

	Meetings
	- May 25-26 at HI Corp., Tokyo, Japan
- Sunday before 73rd Meeting

	Reflector:
	mpeg-j AT it-aru. Com

	Subscribe:
	Send an email to mpeg-j-request AT it-aru. com with the message “subscribe” as the first line in the body.

	
	


67 Closing of the Meeting

See you in Poznań in July.

Annex 11
Integration Report
Source: Jean-Claude Dufourd
68 Opening of the Meeting

68.1 Allocation of contributions

	Monday Plenary

	11786
	L. Cieplinski et al
	AHG on Maintenance of MPEG-7 Visual related Documents and Ref Software

	Integration with MDS on Wednesday, 3pm to 4pm

	12098
	Sylvain Devillers et al
	Editor’s input on MPEG-21 Conformance

	11869
	Thomas DeMartini
	Input on WD5 of MPEG-21 Conformance

	11852
	Christian Timmerer et al
	Contribution to MPEG-21 DIA Conformance – gBSD Test Streams

	11892
	Frederik De Keukelaere
Rik Van de Walle
	Contribution to DIP reference software - DIXO support

	11848
	Thomas DeMartini et al
	An Implementation of MPEG-21 REL Interpretation Reference Software

	11851
	Christian Timmerer et al
	Contribution to MPEG-21 DIA Reference Software - the gBSDtoBin SDK

	11853
	Christian Timmerer et al
	Austrian NB comments on MPEG-21 Reference Software

	11961
	Jeho Nam et al
	Korea NB comments on MPEG-21 Reference Software

	Integration Plenary on Thursday, 2pm to 4pm

	11954
	Francisco Morán et al 
	A few things you must know about MPEG-4 reference software


68.2 List of standards under development

	Std
	Pt
	Edit.
	Project
	Description
	CfP
	WD
	CD
	FCD
	FDIS

	4
	4
	200x
	Amd.9
	AVC FRExt Conformance 
	
	04/03
	04/07
	05/01
	05/07

	4
	4
	2004
	Amd.11
	Parametric Stereo Conformance
	
	
	05/01
	05/04
	05/10

	4
	4
	200x
	Amd.12
	AFX extensions conf
	
	05/04
	?
	?
	?

	4 
	5
	2004
	Amd.8
	AVC FRExt Ref Soft
	
	
	04/07
	05/01
	05/07

	4
	5
	200x
	Amd.9
	AFX extensions RS
	
	05/04
	?
	?
	?

	21
	14
	200x
	1st Ed.
	Conformance
	
	03/10
	05/04
	05/07
	05/12


68.3 Latest references

	Project
	P.
	Standard
	Issue
	No.

	MPEG-4
	4
	ISO/IEC 14496-4:2003 (MPEG-4 Conformance 2nd Ed.)
	02/12 Awaji
	N5457

	MPEG-4
	4
	ISO/IEC 14496-4:2001/Amd.1 (FlexTime, Studio and Streaming Video Profile)
	02/07 Klagenfurt
	N5083

	MPEG-4
	5
	ISO/IEC 14496-5:2001 (Ref. Soft 2nd Ed.)
	01/07 Sydney
	N4368

	MPEG-4
	5
	ISO/IEC 14496-5:2001/Amd.1 (FlexTime)
	02/03 Jeju
	N4711

	MPEG-4
	5
	ISO/IEC 14496-5:2001/Amd.2 (XMT)
	02/05 Fairfax
	N4865

	MPEG-7
	6
	ISO/IEC 15938-6:2002 (Reference Software)
	01/12 Pattaya
	N4475

	MPEG-7
	7
	ISO/IEC 15938-7:2002 (Conformance)
	02/07 Klagenfurt
	N4937

	MPEG-21
	8
	ISO/IEC 21000-8:2005 (Reference Software)
	05/04 Busan
	


68.4 Request documents

	Proj
	P
	A
	Description
	Issue
	No

	2
	2
	1
	Request for New Amendment: ISO/IEC 13818-2:2000/Amd 1
	
	3061

	4
	4
	1
	Request for amendment 1 to ISO/IEC 14496-4
	
	3504

	4
	4
	2
	Request for ISO/IEC 14496-4/Amd.2
	
	3570

	4
	5
	2
	Request of ISO/IEC 14496-5/Amd.2
	
	3864

	4
	4
	3
	Request for ISO/IEC 14496-4/Amd.3
	
	3868

	4
	4
	1
	Request for Amendment 1 of ISO/IEC 14496-4:2001
	
	4088

	4
	5
	1
	Request for Amendment 1 of ISO/IEC 14496-5:2001
	
	4089

	4
	5
	2
	Request for Amendment 2 of ISO/IEC 14496-5:2001
	
	4279

	4
	4
	3
	Request for Amendment 3 for ISO/IEC 14496-4
	
	4707

	4
	5
	3
	Request for ISO/IEC 14496-5:2001/Amd.3
	
	4865

	21
	8
	
	Request for Subdivision to ISO/IEC 21000-8
	
	4904

	4
	4
	3
	Request for ISO/IEC 14496-4:2002/AMD3
	
	5085

	4
	4
	4
	Request for ISO/IEC 14496-4/AMD4
	
	5442

	4
	5
	4
	Request for ISO/IEC 14496-5/AMD4
	
	5444

	4
	4
	5
	Conformance Extensions for Error Resilience Scalable Profile
	
	5669

	4
	5
	5
	Error Resilience Scalable Profile Reference Software
	
	5670

	2
	4
	1
	IPMP Conformance Extensions
	
	5799

	2
	5
	1
	IPMP Reference Software Extensions
	
	5808

	4
	4
	6
	AVC Conformance
	
	5815

	4
	5
	6
	AVC Ref Soft
	
	5822

	7
	7
	1
	Conformance Extensions
	
	5825

	4
	4
	4
	IPMP Conformance Extensions
	
	5895

	4
	4
	7
	AFX Conformance Extensions
	
	5896

	4
	5
	4
	IPMP Reference Software Extensions
	
	5897

	4
	5
	7
	AFX Reference Software Extensions
	
	5898

	21
	14
	
	Request for Subdivision ISO/IEC 21000-14 MPEG-21 Conformance
	
	6070

	2
	4
	2
	Request for Amd 2 of ISO/IEC 13818-4:200X
	
	6233

	4
	4
	8
	Request for Amd 8 of ISO/IEC 14496-4:2003
	
	6241

	4
	4
	9
	AVC Fidelity Range Extensions Conformance
	
	6352

	4
	5
	8
	AVC Fidelity Range Extensions Reference Software
	
	6355

	4
	4
	10
	Request for 14496-4:2004 Amd.10
	
	6497

	4
	4
	11
	Parametric Stereo Conformance
	05/01 
	


69 MPEG-4 Reference Software (14496-5) 
	11954
	Francisco Morán et al 
	A few things you must know about MPEG-4 reference software


The contribution was presented. This material will go, together with m8705, into the Material Related to MPEG Reference Software. Integration subgroup thanks the proponents for their excellent work.

70 MPEG-21 Conformance
	12098
	Sylvain Devillers et al
	Editor’s input on MPEG-21 Conformance


The contribution was presented. All the changes proposed are accepted.

	11869
	Thomas DeMartini
	Input on WD5 of MPEG-21 Conformance


The contribution was presented. 4 test sequences for DII and 29 for REL are provided (all validation rules are exercised). All the changes proposed are accepted. 

	11852
	Christian Timmerer et al
	Contribution to MPEG-21 DIA Conformance – gBSD Test Streams


The contribution was presented. A mix of 8 theoretical examples and real-life samples for gBSD are provided as test sequences. These are approved for inclusion in the CD.

General issue: Sylvain is leading the editing of the CD.
71 MPEG-21 Reference Software
	11892
	Frederik De Keukelaere
Rik Van de Walle
	Contribution to DIP reference software - DIXO support


This contribution presents an extension of the DIP RS for DIXOs. This will go to a PDAM of MPEG-21 RS.

	11848
	Thomas DeMartini et al
	An Implementation of MPEG-21 REL Interpretation Reference Software


This contribution presents the conclusion of the work on REL reference software promised long ago by ContentGuard. It is a C# implementation, which causes a problem with the remainder of the MPEG-21 reference software which is in Java. This contribution is accepted for inclusion in the FDIS.

	11851
	Christian Timmerer et al
	Contribution to MPEG-21 DIA Reference Software - the gBSDtoBin SDK


This contribution presents an update to the DIA reference software. A small but cool Web-based demo was done. This is accepted into the FDIS.

	11853
	Christian Timmerer et al
	Austrian NB comments on MPEG-21 Reference Software


This asked for the above to be included in the FDIS, accepted.

	11961
	Jeho Nam et al
	Korea NB comments on MPEG-21 Reference Software


This asks for inclusion of modules that were not previously approved for inclusion. Accepted.
72 Resolutions of Integration

72.1.1 The Integration and Video subgroups recommend to approve the following documents

	No.
	Title
	TBP
	Available

	
	14496-4 MPEG-4 Conformance 
	
	

	7118
	DoC on ISO/IEC 14496-4:200x DCOR1 Visual Bitstreams
	N
	05/04/22

	7119
	Text of ISO/IEC 14496-4:200x COR1 Visual Bitstreams
	N
	05/05/20

	7120
	DoC on ISO/IEC 14496-4:200x AMD1/DCOR1 FGS Bitstreams
	N
	05/04/22

	7121
	Text of ISO/IEC 14496-4:200x AMD1/COR1 FGS Bitstreams
	N
	05/05/20

	7116
	DoC on ISO/IEC 14496-4:200x FPDAM10 New Levels of Simple Profile Conformance
	N
	05/04/22

	7117
	Text of ISO/IEC 14496-4:200x FDAM10 New Levels of Simple Profile Conformance
	N
	05/04/22


72.1.2 The Integration and Audio subgroups recommend to approve the following documents

	No.
	Title
	TBP
	Available

	
	14496-4 MPEG-4 Conformance 
	
	

	7148
	DoC on ISO/IEC 14496-4:2004 PDAM11 Parametric Stereo Conformance
	N
	05/04/22

	7149
	Text of ISO/IEC 14496-4:2004 FPDAM11 Parametric Stereo Conformance
	N
	05/04/22


72.1.3 The Integration and SNHC subgroups recommend to approve the following documents

	No.
	Title
	TBP
	Available

	
	14496-4 MPEG-4 Conformance 
	
	

	7164
	WD1.0 of ISO/IEC 14496-4:200x/ AMD12 (AFX Extensions)
	N
	05/05/16


72.1.4 The Integration and SNHC subgroups recommend to approve the following documents

	No.
	Title
	TBP
	Available

	
	14496-5 MPEG-4 Reference Software 
	
	

	7165
	WD1.0 of ISO/IEC 14496-5:200x/AMD9 (AFX Extensions)
	N
	05/05/16


72.1.5 The Integration sub-group thanks Francisco Morán, Sebastián Amengual, Marcos Avilés, Alberto Castillo, Marius Preda, Mikaël Bourges-Sévenier and Wo Chang for their excellent work of maintenance of the MPEG-4 Reference Software.
72.1.6 The Integration sub-group kindly requests MPEG-4 technology proponents to check and fix test samples from the directory /MPEG-4/Test.old/ on the NIST CVS server and send the fixed versions to Francisco Morán (fmb at gti dot ssr dot upm dot es).
72.1.7 The Integration  and MDS subgroups recommend to approve the following documents

	No.
	Title
	TBP
	Available

	
	21000-8 MPEG-21 Reference Software
	
	

	7205
	DoC of ISO/IEC 21000-8 FCD MPEG-21 Reference Software
	No
	05/04/22

	7206
	Text of ISO/IEC 21000-8 MPEG-21 Reference Software
	No
	05/05/06


72.1.8 The Integration  and MDS subgroups recommend to approve the following documents

	No.
	Title
	TBP
	Available

	
	21000-14 MPEG-21 Conformance
	
	

	7213
	Text of ISO/IEC 21000-14 MPEG-21 Conformance CD
	Yes
	05/04/22


72.1.9 The Integration subgroup recommends to approve the following documents

	No.
	Title
	TBP
	Available

	
	Integration
	
	

	7124
	Material Related to MPEG Reference Software
	N
	05/05/13

	7125
	Material Related to MPEG Conformance
	N
	05/05/13


Annex 12
Test

Source: Tobias Oelbaum

Opening of the Meeting

Goals for the week

The goals of this week are:
· Refine test conditions for the CfP on Multi View Coding

· Review and select test sequences for the CfP on Multi View Coding

· Discuss test methods for Multi View Coding

· Set up timeline for testing the CfP on Multi View Coding

Joint Meetings

The following joint meetings were scheduled

· with Video – 3DAV CfP Multi View Coding

Test Activities

CfP on Multi View Coding

The CfP on Multi View Coding (MVC) was discussed and several test conditions (spatial and temporal random access, test sequences) were refined. Final parameters (bit rates) will be selected at the 73rd meeting based on the results of the reference encoding.

As announced in advance to the meeting several new test sequences for MVC were made available. These test sequences were produced using different camera settings (number of cameras ranging from 8 to 100 with baseline distance from 5cm to 30 cm) and in different environments (indoor/outdoor). A pre-selection of sequences which could be used for the CfP has been done. Reference encoding will be done until the 73rd meeting on the selected sequences to be able to set the correct bit rates for the final CfP. More sequences were announced during the meeting, these will also be subject of reference encoding.

A new method for the subjective evaluation of MVC was proposed by Philipps (M11829).  This method is based on stereoscopic viewing using shutter glasses. This method will be evaluated until the 73rd meeting and may be used for a subset of the CfP.

The contributions to the CfP on MVC will be tested two weeks in advance to the 74th meeting.
Test Resolutions

Output Documents
· N7094 Preliminary Call for Proposals on Multi-View Video Coding

AdHoc Groups

No AdHoc Groups have been set up at this meeting.
Annex 13
ISG

Source:  
ISG Chair

Editor:
Marco Mattavelli (EPFL)

73 Overview

The main work items of the Implementation Studies Subgroup in Busan are:

1. The advances in the development of the MPEG-4 “Part 9 Reference Hardware Description” Phase 2 concerning the integration of the MPEG-4 Optimized Reference software Part 7 and the Reference Hardware Part 9 so as to constitute a “mixed” software hardware description of MPEG-4 video using the concept of the virtual socket.

2. The planning and extension of supported features for the integrated framework, putting together in a single application MPEG-4 Part 9 with MPEG-7 Part 7 and AVC (MPEG-4 Part-9) software.

Input contributions w.r.t. the above items are summarized according to the following table:

	Contributions



	M11795
	Report of the AHG on MPEG-4 Part 9 Reference Hardware Description"
	Marco Mattavelli EPFL, Robert Turney Xilinx Research Lab.

	M11810
	Comments on Module Integration using UoC Multiple IP-Core Hardware-Accelerated Software System Framework for MPEG4-Part9
	Authors:
 Andrew Kinane, Valentin Muresan, Noel O’Connor 
Centre for Digital Video Processing, Dublin City University, Ireland

	M11838
	A Hardware Block for the MPEG-4 Part 10 integer approximation of 8x8 DCT Transformation and Quantization

	Author: 
Ihab Amer, Wael Badawy, and Graham Jullien 
Advanced Technology Information Processing Systems (ATIPS), Calgary, Alberta, Canada.


	M11839
	A SystemC Block for the MPEG-4 Part 10 integer approximation of 8x8 DCT Transformation and Quantization with Conformance Test
	Author: 
Ihab Amer, Wael Badawy, and Graham Jullien 
Advanced Technology Information Processing Systems (ATIPS), Calgary, Alberta, Canada.

	M11879
	Comments On Part 9 CVS Operation & Manual


	Author: 
Choudhury A. Rahman and Wael Badawy 
Advanced Technology Information Processing Systems (ATIPS), Calgary, Alberta, Canada.

	M12072
	A SIMD Architecture for Full Pixel Exhaustive Search Block Matching Algorithm
	Author:
Mohammed Sayed and Wael Badawy 

Advanced Technology Information Processing Systems (ATIPS), Calgary, Alberta, Canada.

	M12075
	Architecture Update and Conformance Testing for SA-DCT Hardware Module


	Authors:
Andrew Kinane, Valentin Muresan, Noel O’Connor 

Centre for Digital Video Processing, Dublin City University, Ireland

	M12095
	Virtual Memory Support for Virtual Socket 


	Author: 
Miljan Vuletić, Cyrille Guignard

EPFL, Lausanne, Switzerland.


74 Detailed Report

74.1 The progress in the development of the MPEG-4 “Part 9 Reference Hardware Description”

The ISG activity at the Busan meeting has mainly been devoted to:

· the dissemination of information about the ISG activity for the development of Part 9 to several new comers to the ISG group that showed interest for the activity,

· the review of the contributions presenting updated HDL module submissions, 
· the sessions held to demonstrate conformance to the standard of submitted modules  

· the review of contributions on the new  proposed improvements to the API specification and implementation improvements of the “Virtual Socket”, 

· the update of MPEG-4 Part 2 and Part 10 module submission status,

· the contributions to the call for proposals for integer DCT/IDCT and the possible answers provided by the modules submitted for Part 9 

· the editing of the second edition of the Technical Report. 

During the meeting a large portion of the time has been devoted to review input contributions. They covered new module submissions, update of documentation of previously submitted modules and new features of the virtual socket. 

Some modules for which the conformance part was missing in previous documentation submission has been updated. 

According to the new submissions and the level of the documentation (including conformance or not) the table of module submission commitment has been updated and reported in a specific output document (question marks indicate that the commitment is uncertain concerning the delivery date or that the module has not been selected for a submission commitment) (output document N7122). 
Two session, in which conformance of submitted modules has been demonstrated, have been held where module submitters have shown on the Wild Card II platform the execution of HW modules processing in conjunction with the reference SW. 

Contribution suggesting better usage of the CVS has been discussed by the group but the main problem encountered could not be solved if a securized access to the CVS is used.

A session has been also devoted to progress in the editing of the Second edition of Part 9. 

Another session has been devoted to contribute to the editing of the call for integer precision DCT implementation. A joint meeting with video group has been held to discuss such contribution and show that already some modules presents in Part 9 satisfy the requirements of the current call.  

The ad-hoc group on the development of MPEG-4 Part 9 has been re-established with updated mandates, including a specific mandate for the specification and development of the demonstration platform and the mandate for continuing the investigating the hardware reference description for DCT/IDCT as answer to the Call issued by video and JVT. 
The ad-hoc schedule includes 4 telephone conferences before next meeting. It has been decide to postpone of one hour the usual time of the conference so that people from Calgary University can attend the conference. Phone conferences are planned on the 28th April, 19th May, 16th June and 21st July at 4 p.m. GMT. Tel: (from US 1-877-582-3182, from outside US 1-770-970-4161, participant code 9202060193).

74.2 Contributions and synergies with the Video Coding Tool Repository activity 

A joint meeting has been held with the VCTR subgroup to exchange ideas and clarify the status of Part 9 and VCTR. The main issues discussed are to clarify whether the interfaces used by Part 9 modules can be the same of the tools described by VCTR work. Part 9 second edition has been distributed to the VCTR group for continuing the analysis of the interfaces of the tools under definition. A second issue is the formalism and associated language and tools to be used to pass from what is currently a textual description of the tools to a true functional description that enables tool reconfigurability and simulations. ISG would provide for next meeting some additional information and proposals for the formalism and for the usage of an appropriate language.
75 Resolutions

The above activities have led to the following resolutions and output document approval.

MPEG-4

	No.
	Title
	TBP
	Available

	
	14496-9 MPEG-4 Reference Hardware Description 
	
	

	7122
	Status of HDL submissions and commitments for MPEG-4 Part-9
	N
	Y


75.1.1 The Implementation Studies subgroup would like to thank all submitters of HDL code and contributors to the implementation of the virtual socket and encourages them to continue this fruitful effort and collaboration.
Annex 14
Liaison

Source:  


· Niels Rump (Niels dot Rump at rightscom dot com)

· Jan Bormans (Jan dot Bormans at imec dot be)

The Liaisons Group considered the following input documents:

	Input Contribution Number
	Title

	M11812
	Liaison Statement from NISO

	M11813
	Liaison Statement from ITU-T SG 9 [SC 29 N 6492]

	M11814
	Liaison Statement from ITU-T SG 9 [SC 29 N 6504]

	M11821
	Liaison Statement from the TV-Anytime Forum

	M11833
	Liaison Statement from SMPTE S22: Request for Information on Lip Sync Errors, Measurement, and Correction

	M11836
	Liaison Statement from ISMA

	M11842
	Liaison Statement from WG 1

	M11850
	IEC CD 60728-5

	M11878
	Activity Report of DCCSDP & DCCSDC in Japan Part 5

	M11887
	IEC NP [SC 29 N 6607]

	M11888
	IEC NP [SC 29 N 6608]

	M11932
	Liaison Statement from ITU-R SG 6/WP 6A

	M12083
	SC37 Liaison Organization Contribution

	M12104
	DMP Liaison Letter to MPEG

	M12107
	Liaison statement from DVB


As a consequence of a USNB comment to SC29, the Liaisons subgroup reviewed the list of organisations with which MPEG entertains liaisons to identify non-active Liaisons. As a result, the recommendation has been made to SC29 to terminate the Liaison relationship with 5 organisations (see below).
Furthermore, a brief presentation was given during the Liaison meeting about the DCCSDP&DCCSDC activities. 

With respect to the ongoing liaison activities with WG1 on the JPSearch project, an AhG has been set up to: continue to exchange technical information on MPEG-7 tools and to discuss possible ways to organize work on items of common interests.
In addition to replying, when appropriate, to the incoming Liaison Statements, it was agreed to take the initiative to send outgoing Liaison Statements to: 

· IETF MMUSIC – on Session Description Protocol next generation (SDPng);

· TC100 – on new colour spaces in video compression (this is a continuation of an interaction started during the Hong Kong meeting);

· WG1 – on the ISO File Format; and

· 3GPP and OMA – on LASeR,

Finally, the responses for the non-technical National Body comments as well as the updated list of organisations with which MPEG entertains liaisons were completed.

The following recommendations were issued:

· The approval of the following documents (Liaison Statements):

	No.
	Title
	TBP
	Available

	
	General
	
	

	7178
	Liaison statement to the DMP
	N
	05/04/22

	7179
	Liaison statement to WG1 (JPSearch)
	N
	05/04/22

	7180
	Liaison statement to ITU-R SG.6
	N
	05/04/22

	7181
	Liaison statement to IETF MMUSIC
	N
	05/04/22

	7182
	Liaison statement to IEC TC100
	N
	05/04/22

	7183
	Liaison statement to DVB
	N
	05/04/22

	7184
	Liaison statement to NISO
	N
	05/04/22

	7185
	Liaison statement to SMPTE
	N
	05/04/22

	7186
	Liaison statement to ITU-T SG.9 (Multiview Video)
	N
	05/04/22

	7187
	Liaison statement to ITU-T SG.9 (AVC)
	N
	05/04/22

	7188
	Liaison statement to SC37
	N
	05/04/22

	7255
	Liaison statement to WG1 (ISO File Format)
	N
	05/04/22

	7260
	Liaison statement to 3GPP
	N
	05/04/22

	7261
	Liaison statement to OMA
	N
	05/04/22


· The approval of the following documents (other Liaison documents):

	No.
	Title
	TBP
	Available

	
	General
	
	

	7189
	Proposed Liaison with NISO – Statement of Benefits 
	N
	05/04/22

	7190
	List of Organisations with which MPEG entertains liaisons
	N
	05/04/22


· Responses to National Bodies
	No.
	Title
	TBP
	Available

	
	General
	
	

	7191
	Responses to National Body Comments
	N
	05/04/22


· The Liaison subgroup recommends to SC29 to terminate the Liaison relationship with the following organisations: 

· cIDf (Content ID Forum)

· IOC (International Olympic Committee)

· OASIS Right Language Technical Committee

· OCLC (Online Computer Library Center, Inc.)

· UMTSF ICTG (Universal Mobile Telecommunications Systems Forum, Information Communication Technology Group).
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MPEG-21 Timeline

		Edit.		Project		Description		CfP		WD		CD		Study of CD		FCD		Study of FCD		FDIS

		2002		1st Ed.		Digital Item Declaration		 		 		 		 		01/12		 		02/05

		200x		2nd Ed.		Digital Item Declaration		 		03/10		04/03		 		04/07		 		05/01

		2002		1st Ed.		Digital Item Identification		 		01/07		01/12		 		02/03		 		02/07

		200x		1st Ed.		IPMP Components		 		04/10		 		05/01		05/04		05/07		05/10

		200x		1st Ed.		Rights Expression Language		 		01/12		02/07		 		02/12		 		03/07

		200x		1st Ed.		Rights Data Dictionary		 		01/12		02/07		 		02/12		 		03/07

		200x		1st Ed.		Digital Item Adaptation		02/03		02/05		02/12		 		03/07		03/10		03/12

		200x		Amd.1		MPEG-21 DIA AMD/1 WD: DIA Conversions and Permissions		 		03/12		04/07		 		04/10		05/04		05/07

		200x		1st Ed.		Reference SW		 		03/03		04/03		 		04/07		 		05/04

		200x		1st Ed.		Digital Item Processing		02/12		03/03		03/12		04/03		04/10		05/01		05/04

		200x		1st Ed.		Conformance		 		03/10		05/04		 		05/07		 		06/01

		200x		1st Ed.		Event Reporting		 		04/03		04/10		 		05/07		 		06/01

		200x		1st Ed.		Fragment Identification for MPEG Media Types		 		 		05/01		05/04		05/07		05/10		06/01
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Major MPEG-7 goals of the week

		MPEG-7 Future



Joint with Reqts.

		Discussions on Perceptual Descriptors and Media Album Descriptors
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Major MPEG-21 goals of the week (cont.)

		MPEG-21 Digital Item Processing (Part 10):



Review AHG report, Ref s/w, NB Comments

Output: MPEG-21 DIP  FDIS



		MPEG-21 Conformance (Part 14):



Final Issues

Output: MPEG-21 Conformance  CD



		MPEG-21 Event Reporting (Part 15):



Review NB Comments & Inputs

Output: MPEG-21 Event Reporting  Study of CD



		MPEG-21 Fragment IDs for MPEG Media Types



Review AHG results & Inputs

Output: MPEG-21 Event Reporting  Study of CD

		DII Amendment/1



No action at this meeting 
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Joint meetings schedule

		Joint Meetings:



MPEG-7:

Requirements on Perceptual Descriptors with Audio/Reqts (Tuesday 5-6pm)and Media Album Descriptors with Reqts (9-10.30 Thursday)



MPEG-21:

DI Streaming with Reqts/Systems (5pm-6pm Monday)

MAF with Reqts/Audio/Systems (10am-11am Tuesday)

MPEG-21 RDD/REL/DIA with Reqts (11am-1pm Tuesday)

MPEG-B with Reqts/Systems (10.30 Thursday)

ASBC with Systems (2.00pm Wednesday)
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Major MDS goals of the week



		Discussions on:



RDD

DIA Amd

DI Streaming

Reqts, Call for Proposals, Responses (and CD?) next mtg 

MPEG-7 Future / Additions

		MPEG-21 Schemas output document 



Host on ITTF site

Working Document – output kept up to date



		MPEG-21 IPMP Components (Part 4):



Review NB Comments, Contribs, 

Output: MPEG-21 IPMP Components  FCD



		MPEG-21 Digital Item Adaptation (Part 7):



Review CE results, Inputs

Output: MPEG-21 DIA AMD/1  Study of FPDAM, Changes?



		MPEG-21 Reference SW (Part 8):



Review SW contributions, NB Comments

Output: MPEG-21 Ref. SW  FDIS
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Overview of Activities

		72nd MPEG meeting – Organization of work:



Main MDS track (MPEG-21) – Room 

Break-out groups (Room 4480):

MPEG-21 DIP, RDD(?), DIA, DIP, ER, IPMPComponents

Joint meetings with other groups on MPEG-7 & MPEG-21

MDS plenary meetings (Mon, Wed (5pm-6pm), Thurs)

Single wrap-up meeting on Friday
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Overview of MDS Activities



MPEG-21:

		DID 2nd Ed (FDIS – complete)

		REL (“Profiles”)

		RDD (AMD/1?)

		DIA AMD/1 (Study of FPDAM)

		DIP (FDIS)

		Ref SW (FDIS)

		Conformance (CD)

		Event Reporting (Study of CD)

		IPMP Components (FCD)

		FragmentIDs (Study of CD)

		DI Streaming, MAF

		MPEG-21 Schema Doc



MPEG-7:

		Perceptual Descriptors

		Media Album Hints
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MPEG-7 Timeline

		Ed.		Proj.		Title		CfP		WD		CD		Study		FCD		Study		FDIS

		2002		Amd.1		Systems extensions		02/03		02/07		02/12		 		02/03		 		03/07

		2001		1st Ed.		Visual Descriptors Version 2		 		02/05		02/12		 		03/03 		 		03/07

		2001		Amd.1		Extensions (Visual)		 		01/12		02/05		 		02/10		 		03/03

		2001		1st Ed.		Multimedia Description Schemes		 		01/12		02/05		 		02/10		 		02/07

		2002		Amd.1		Multimedia Description Schemes Extensions		 		01/12		02/05		02/10		 		03/03

		2003		Amd.2		Multimedia Description Schemes Extensions		 		03/07		03/10		 		04/03		04/07		04/10

		2003		Cor.1		Multimedia Description Schemes		 		03/12		04/03		 		04/07

		2003		1st Ed.		Conformance		 		 		 		02/03		 		03/07

		2004		Amd.1		Conformance Extensions		 		03/03		03/07		 		03/12		04/03		04/07

		2002		1st Ed.		Extraction and Use of MPEG-7 Descriptions		 		 		01/07		 		 		 		02/03

		2004		1st Ed.		Schema Definition		 		03/07		03/10		03/12		04/03		04/07		04/10























































enik_s

the power of 21




University of Wollongong E




UNKNOWN-0.bin



UNKNOWN-1.bin






_1175714476.ppt
IBM logo must not be moved, added to, or altered in
any way.



Background should
not be modified.

Title/subtitle/confidentiality line: 10pt Arial Regular, white
Maximum length: 1 line

Information separated by vertical strokes,
with two spaces on either side

Slide heading:
28pt Arial Regular, 
blue R120 | G137 | B251 

Maximum length: 2 lines






Slide body:
18pt Arial Regular, black

Square bullet color:
teal R045 | G182 | B179

Recommended maximum text length: 5 principal points

Group name:
14pt Arial Regular, white

Maximum length: 1 line

Copyright: 10pt Arial
Regular, white

Template release: Oct 02
For the latest, go to http://w3.ibm.com/ibm/presentations

MPEG Multimedia Description Schemes (MDS) Sub-group

© 2003 IBM Corporation

Indications in green = Live content 
Indications in white  = Edit  in master
Indications in blue    = Locked elements
Indications in black   = Optional elements

July 19—24, 2004    |    69th MPEG Meeting    |     Redmond, WA USA



Outline

		Overview of MDS activities:



Work items (MPEG-21 & MPEG-7)

Goals of the week

		MDS schedule 



Joint meetings

Breakout groups

Continuously updated, check version number

		Questions

		Start work
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Outputs

		DoC

		Read to be published as output document (with the removal of highlighting and comments)

		FCD

		Requires editing period

		Propose 1 month

		Overview document

		Not yet complete

		Propose completing in AhG or Editing period
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Review of NB comments - US

		 All US comments have been reviewed and almost all were accepted by BoG. They will be incorporated into the Study of CD. 



		 Some comments need further review
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DIA BoG



DIA BoG report

		mandates

		identify possible overlaps between ConversionInformation and ConversionLink/CrossConversionQoS

		assess the affect on the current MPEG-21 DIA AMD/1

		produce 2 page DIA overview

		meetings

		two meetings: Tue, 10-11 and Wed, 11-12 in room #108
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DIA BoG



DIA BoG report (cont’d)

		recommendation to setup a CE

		harmonization based on the draft discussed in the BoG

		provide syntax/semantics of harmonized tools

		provide recommendations to MDS

		participants

		ENST

		IMEC

		ContentGuard

		ETRI

		ICU

		Klagenfurt University

























Department of

INFORMATION
TEC HnoLoGY








_1175710282.ppt
DIA BoG



DIA BoG report (cont’d)

		assess the affect on the current MPEG-21 DIA AMD/1

		setup CE

		nothing else, decide in Poznan (go to FDIS in Nice?)

		produce 2 page DIA overview

		done
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DIA BoG



DIA BoG report (cont’d)

		rightUri element within DIA AMD/1 revised to:



“Describes the conversion act including its semantics, its parameters, and their parameter names using a URI.”

		using specialized RDD terms for conversion purposes providing

		  semantics of the conversion

		  semantics of the parameters

		  parameter names

		mapping of RDD terms to the actual implementation of the conversion (Photoshop plug-ins, ffmpeg, etc.) depends on the implementation
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Next Steps

		  Editing period to produce Study of CD

		AhG

		Produce Study of DoC



		 Next meeting

		FCD
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Review of NB comments - AT

		 AT Hod has approved the preliminary DoC produced in Hong-Kong. (N6947)

		The Austrian NB welcomes the improvement in the Study of ISO/IEC 21000-15 MPEG-21 ER document (N6947). Therefore, the Austrian NB proposes to take this document as a basis for the MPEG-21 ER FCD (m11898).  
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Review of NB comments - AU

		 All AU – ES - KR comments have been reviewed and Accepted by BoG. They will be incorporated into the Study of CD. 

		The AU - ES NB HoD have reviewed our review and approves our approval.  
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Mandate

		 Review all National Body comments received

		Prepare Preliminary DoC

		Review with NB HoDs
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Mandate and Goals:

		Mandates



Disposition of Comments

Consideration of CE Results.



		Goals:



DoC

FCD

1-2 Page Overview
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Activities

		All comments reviews

		Study of CD adopted

		Disposition approved by NBs

		Austria, Australia, Spain, Korea, Japan & US

		Simple changes made in FCD draft

		Complex changes will be made in editing period

		No major technical changes

		Some extensions to schema

		Lots more explanation 
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IPMP Components BoG

Busan, Korea

Background picture: University of Colorado, LASP



Background picture: University of Colorado, LASP














