PPKE-ITK Műszaki Informatika egységes, osztatlan mesterképzés 
szakindítási  kérelem, 3. sz. melléklet

3. sz. melléklet
Angol nyelvű tantervi táblázat
Course descriptions 
	Course name: The world of the Bible
	Credits: 2

	Class type: lecture, hours per week: 2

	Type of the exam: test/project based

	Semester: 6

	Prerequisities (if exist): 

	Course description: 

	Genesis, Book of Exodus, New Testament: the Eight Beatitudes, parable of the Prodigal Son, Sermon on the Mount, the Good Samaritan

	Required reading: 

	Riches, John (2000). The Bible: A Very Short Introduction. Oxford: Oxford University Press. p. 9. ISBN 978-0-19-285343-1.

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. György Fodor, professor, PhD, Dr. hab.

	Additional lecturers, if exist (name, position, degree): Dr. György Fodor, professor, PhD, Dr. hab.


Course descriptions 
	Course name: Theory of digital computation
	Credits: 5

	Class type: lecture/practical, hours per week: 2/2

	Type of the exam: oral exam

	Semester: 4

	Prerequisities (if exist): Combinatorical methods; Discrete Mathematics

	Course description: 

	Introduction, mathematical basis, concept of formal language. Regular expressions and languages. Finite automata, equivalence between regular expressions and finite automata. Non-determenistic finite automata, equivalence between deterministic and non-deterministic finite automata. Context-free grammars and languages, equivalence between pushdown automata and context-free languages. Pumping lemma. Turing-machine, executing algorithms on Turing machines, linking and extensions of Turing-machines, equivalence between the non-deterministic and deterministic Turing-machine. Recursive functions, Turing-computability. Church-thesis, the universal Turing-machine, decidable languages, examples for non-decidable languages. Complexity of algorithms; P, NP and NP-complete languages. NP-complete problems. Parallel and random algorithms, interactive proof.

	Required reading: 

	Sipser, M.: Introduction to the theory of computation. PWS Publishing Co., 1997. ISBN/ISSN: 0-534-94728-X;
Lewis, H.R., Papadimitriou, C.H.: Elements of the theory of the computation. Prentice Hall, Inc., 1998. ISBN: 0-13-262478-8;
Course material can be downloaded from: www.ba1.itk.ppke.hu

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Miklós Ruszinkó, professor, DSc.

	Additional lecturers, if exist (name, position, degree): Dr. Miklós Ruszinkó, Antal Hiba, professor / researcher, DSc / MSc


Course descriptions 
	Course name: Cultural history of physics
	Credits: 2

	Class type: lecture, hours per week: 2

	Type of the exam: test/project based

	Semester: 3

	Prerequisities (if exist): 

	Course description: 

	The lectures present the birth and evolution of the ideas of contemporary science through the history of physics. Influences of arts and other disciplines on the development of physics are also discussed. The story starts along the Mediterranean Sea shores in 600 BC. We picture how Aristotle is collecting and synthetizing all the knowledge of the age, the very first "world view” and great scientific discoveries are emerging. This is the birth of the ancient achievements. We follow, demonstrate and try to understand the mindset of the great Greeks. 
We visit the medieval monasteries and the newly born Universities (UNIVERSITAS) where in the 11th and 13th centuries most of the fundamental ideas of modern sciences were developed. The interaction of physics and invention the printing press, the renaissance and physics are edifying even to these days. The history of the XVII – XIX centuries’ physics introduces to us the fundamental laws of classical physics we use every day. The "cathedral of physics” was thought to be complete and ready for all ages at the end of the 19th century. However, at the beginning of the 20th century more and more surprises appeared. Experimental facts that contradicted to the laws of classical physics. New categories and new laws were needed to understand the world. Discoveries leading to new physics, to the new world view will be referred.


	Required reading: 

	Godfrey-Smith, P. (2003). Theory and Reality: An Introduction to the Philosophy of Science. ISBN 0-226-30063-3.

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Árpádné Csurgay, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Árpádné Csurgay, associate professor, PhD


Course descriptions 
	Course name: Basics of neurobiology
	Credits: 6

	Class type: lecture/practical, hours per week: 3/2

	Type of the exam: oral exam

	Semester: 5

	Prerequisities (if exist): Initiation into molecular biology

	Course description: 

	Quo vadis-neurobiology? Organ systems, integrative functions. Structure and function of the nervous system. The cell. Harmony in structure and function. Function of the organelles. Fine structure of the cell. The neuron, the nervous tissue, the neuronal doctrine. Perikaryon, function of the dendritic tree and the axon. Type of nerve fibres, electrotonic properties of axons and dendrites.
Structure and function of neuroglial cells. Nerve endings I.: receptors and effectors. Nerve endings II.: communication among neurons. Chemical messengers I.: neurotransmitters. Chemical messengers: neuropeptides. Receptors. Synaptic vesicles, synaptic mechanisms. Regulation of ionchannels. Neuronal damage, neurodegenerative diseases. Early events in the development of CNS. Differentiation of the neuronal tube. Macroscopy of the brain and the spinal cord. Virtual dissection of the brain. Structure of spinal cord. Motor unit, proprioceptive reflex. Autonomic and nociceptive reflexes. Neuronal pathways of the spinal cord. Spinal cord injury. Macroscopic organisation of the brain stem. Macroscopic and microscopic organization of the cerebellum. Afferent and efferent connections of cerebellum. Functional organization and neuronal connections of the brainstem. Cranial nerves. Structure and development of the forebrain. Diencephalon. Cerebral cortex. Cellular and columnar organization of the neocortex. Learning and memory. Organization of the olphactory system. The visual system. Structure and function of the vestibular and auditory system. The autonomic nervous system. Summary, conclusions.


	Required reading: 

	Barr, M.L., Kiernan, J.A.: The Human Nervous System. J.B. Lippincott Company

	Recommended reading: 

	Kandel, E.R., Schwartz J.H., and Jessel, T.M.: Principles of Neural Science, Elsevier

	Lecturer (name, position, degree): Dr. Zsolt Liposits, professor, DSc.

	Additional lecturers, if exist (name, position, degree): Dr. Zsolt Liposits, Dr. Imre Kalló, professor / associate professor, DSc / PhD


Course descriptions 
	Course name: Basics of computer graphics
	Credits: 3

	Class type: lecture/practical, hours per week: 1/2

	Type of the exam: oral exam

	Semester: 7

	Prerequisities (if exist): Introduction to programming II; Image processing

	Course description: 

	Mathematical foundations of computer graphics: analytical geometry, collineations of the Euclidean and projective space, basic features of the graphics pipeline, creation of realistic images, elements of main graphics programs (image editors, modelling programs, etc.)

	Required reading: 

	Foley, J.,D., van Dam, A., Feiner, S.,K., Hughes, J.,F. : Computer Graphics, Principles and Practice Addison-Wesley, Reading, Mass., 1990

	Recommended reading: 

	http://www.opengl.org;
http://www.w3.org

	Lecturer (name, position, degree): Dr. Csaba Benedek, lecturer, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Dániel Szolgay, assistant professor, PhD


Course descriptions 
	Course name: Data mining
	Credits: 5

	Class type: lecture/practical/lab, hours per week: 3/1/1

	Type of the exam: oral exam

	Semester: 9

	Prerequisities (if exist): Database Systems II

	Course description: 

	Introduction of terms (concept, sample, attribute and its types). Data preparation – handling of missing and noise data. Knowledge representation formats – decision tables and trees, classification and association rules, clusters. Simple algorithms – 1R, Naive Bayes, covering algorithms (ID3, Prism), mining association rules, linear models, instance based learning (NN method). Evaluation methods – training and test data, cross-validation, leave-out-one, bootstrap, counting the cost, evaluating numeric predictions, MDL principle. Complex algorithms – C4.5, support vector, model tree, generalization of clusters. Attribute selection, data cleansing, combining multiple models. Bioinformatical applications.

	Required reading: 

	Data Mining, Practical Machine Learning Tools and Techniques with Java Implementations, by Ian Witten and Eibe Frank, 2000, Morgan Kaufmann Publishers.

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Gergely Lukács, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Gergely Lukács, associate professor, PhD


Course descriptions 
	Course name: Database systems I.
	Credits: 5

	Class type: lecture/lab, hours per week: 2/2

	Type of the exam: oral exam

	Semester: 5

	Prerequisities (if exist): Data Structures and Algorithms

	Course description: 

	Database architectures, conceptual data models: E/R diagrams, relational model. Dependencies: functional and multivalued. Decompositions: dependency-preserving, lossless. Normal forms: 1-4 NF, BCNF. Lossless, dependency-preserving decomposition into 3NF. Database language, data query language: relational algebra, SQL. Introduction to transaction handling. Recovery systems. Object-oriented extensions of the relational model, object-oriented design of databases. Logical data model, Datalog. Indtroduction to bounded data-modelling and its applications.

	Required reading: 

	Á. Bércesné Novák, J. Csima, Z. Fodróczi, GY. Y. Katona, A. Sali: Foundation and Practice of relational database Systems, 2004;
Silberschatz, Korth, Sudarshan: Database System Concepts, McGraw Hill, 2005;
P. Revesz: Introduction to Constraint Databases, Springer, 2000;
G. Wagner: Foundations of Knowledge Systems with applications to Databases and Agents, Kluwer Academic Publishers, 1998.

	Recommended reading: 

	Serge Abiteboul, Richard Hull, Victor Vianu: Foundations of Databases. Addison-Wesley 1995.

	Lecturer (name, position, degree): Dr. Ágnes Bércesné Novák, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Ágnes Bércesné Novák, Dr. Gergely Lukács, associate professor / associate professor, PhD / PhD


Course descriptions 
	Course name: Database systems II.
	Credits: 2

	Class type: lecture/lab, hours per week: 1/1

	Type of the exam: oral exam

	Semester: 6

	Prerequisities (if exist): Database Systems I.

	Course description: 

	Continuation of database design: higher normal forms, decomposition. Testing losslessness. Optimizing data query. Database management: Java, Oracle. PL/SQL: procedures, functions, triggers, cursors, indexes

	Required reading: 

	Course material available on the website.

	Recommended reading: 

	Serge Abiteboul, Richard Hull, Victor Vianu: Foundations of Databases. Addison-Wesley 1995.

	Lecturer (name, position, degree): Dr. Gergely Lukács, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Gergely Lukács, associate professor, PhD


Course descriptions 
	Course name: Data security and cryptology
	Credits: 5

	Class type: lecture/lab, hours per week: 3/1

	Type of the exam: oral exam

	Semester: 7

	Prerequisities (if exist): Introduction to programming II; Comprehensive exam in mathematics

	Course description: 

	Lecures will provide a comprehensive view of the following chapters of applied cryptography: Mathematical foundation. Pseudo-random bit sequences. Symmetric key cryptography. Public key cryptpgraphy. Hash encoders. Identification, person authentication. Digital signatures. Key management. The cryptographic services of Windows. 

	Required reading: 

	Menezes, Oorschot, Vanstone: Handbook of Applied Cryptography, CRC Press, 1996;
Henk van Tilborg, ed.: Encyclopedia of Cryptography and Security, Springer, 2005;
online course materials.

	Recommended reading: 

	Henk van Tilborg: Fundamentals of Cryptology: A Professional Reference and Interactive Tutorial, Kluwer Academic Publishers, 2002

	Lecturer (name, position, degree): Dr. Márton Csapodi, assistant professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Márton Csapodi, assistant professor, PhD


Course descriptions 
	Course name: Technologies for data-intensive applications
	Credits: 2

	Class type: practical, hours per week: 1

	Type of the exam: test/project based

	Semester: 9

	Prerequisities (if exist): Database Systems II.

	Course description: 

	

	Required reading: 

	S. Ceri, P. Fraternali, A. Bongio, M. Brambilla, S. Comai, M. Matera. "Designing Data-Intensive Web Applications". Morgan Kaufmann Publisher, Dec 2002, ISBN 1-55860-843-5. 

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Ágnes Bércesné Novák, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Ágnes Bércesné Novák, associate professor, PhD


Course descriptions 
	Course name: Data Structures and Algorithms
	Credits: 6

	Class type: lecture/lab, hours per week: 2/3

	Type of the exam: oral exam

	Semester: 3

	Prerequisities (if exist): Combinatorical Methods; Introduction to Information Technology

	Course description: 

	Basic concepts (Abstraction levels of data types, Basics of object-oriented approach). Data structures (Array, Stack, Queue, Priority Queue and heap, Lists, Hierarchical data structures and binary trees) Searching algorithms (Binary search trees, AVL trees, Red-black trees, 2-3 trees, B-trees, Hash tables) Sorting (The analysis of the operation complexity of algorithms - repetition, Theorem of comparison-based lower-bound sorting, Three slow sorting: bubble sort, insertion sort and selection sort, Heap sort, Quick sort, Merge sort and external sorts, Bin sort, radix sort).

	Required reading: 

	Tarjan, Robert E. (1983). Data structures and network algorithms. Philadelphia: Society for Industrial and Applied Mathematics. ISBN 978-0-89871-187-5.

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Judit Nyékyné Gaizler, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Judit Nyékyné Gaizler, associate professor, PhD


Course descriptions 
	Course name: Advanced Telecommunication Systems
	Credits: 4

	Class type: lecture/lab, hours per week: 2/1

	Type of the exam: oral exam+test/project based

	Semester: 8

	Prerequisities (if exist): Comprehensive Exam in Mathematics

	Course description: 

	1. Basics of the theory and application of wireless local (WLAN) and personal (WPAN) area networks.
 Examples for typical application. 
Channel relations of indoor and mobile radio communication. 
Layered structure and burst transfer. 
Consequences of CMOS implementation. 
Theory of WLAN and WPAN communication. 
Examination of the BPSK system. 

2. Questions of implementation and performance tests. Baseband equivalent and complex envelope. 
Transmitter and receiver architectures. Antennas. 
Solutions for decreasing consumption and complexity. System-level analysis of the complete transceiver: emission mask, selectivity, compression and transection points, dynamic range, intersymbol interference. 

3. Low data-rate personal area network and the IEEE802.15.4 standard. 
4. Overview and comparison of the IEEE 802 family of standards.. 
5. Application-oriented issues. Balance of connectivity.


	Required reading: 

	 Xiaodong Wang, H. Vincent Poor: Wireless Communication Systems: Advanced Techniques for Signal Reception, 2003; Prentice Hall PTR; 0130214353

	Recommended reading: 

	 

	Lecturer (name, position, degree): Dr. Géza Kolumbán, professor, DSc.

	Additional lecturers, if exist (name, position, degree): Dr. Géza Kolumbán, professor, DSc


Course descriptions 
	Course name: Application develpement for Android platform
	Credits: 3

	Class type: lecture/lab, hours per week: 1/2

	Type of the exam: test/project based

	Semester: 5

	Prerequisities (if exist): Introduction to Programming II

	Course description: 

	1. Overview of the android platform. Differences between the Java and Android platforms. 2. Development tools of the platform (ABD, Emulator, Eclipse IDE and project-structure) 2. Elements of the Android project, XML files, layouts. Lifecycle of software runtime components. 3. GUI  layouts and types and their demonstration. 4. Content and usage of resources. 5. More complex activities: ListActivity, MapActivity (connected to these: Google API). 6. Direct drawing on the screen (Graphics department). 7. Intraprocess tasks (Intent), interprocess communication (Broadcast). 8. Persistent data storage (Sqlite and the related Context Provider). 9. Sensor API (Programming interface to support sensors: GPS, gravity sensor, accelerometer, proximity sensor, light sensor, GSM cell data). 10. Multithreaded programs, services. Related communication with the user: Notification, StatusBar, Toast message.

	Required reading: 

	Course material available online:   https://wiki.itk.ppke.hu/twiki/bin/view

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Kálmán Tornai, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. András Oláh, associate professor, PhD


Course descriptions 
	Course name: Application develpement for IOS platform
	Credits: 3

	Class type: lecture/lab, hours per week: 1/2

	Type of the exam: test/project based

	Semester: 6

	Prerequisities (if exist): Introduction to programming II

	Course description: 

	1. Introduction to OS X, overview of iOS, MVC paradigm 2. Getting to know the Xcode and Interface Builder, program troubleshooting
3. Objective C basic concepts and constructions: protocols, memory management
4. Getting to know the  Foundation framework and Views
5. Lifecycle of the program and graphic interface
6. Frame of the program: Controllers
7. Displaying lists: Table View, Table Cell
8. Content display: Image View, Web View, Scroll View
9. Data management, touch recognition and persistence
10. Sensor management: accelerometer, GPS, proximity sensor
11. Media, blocks, thread management, map management


	Required reading: 

	Course material available online:   https://wiki.itk.ppke.hu/twiki/bin/view

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Kálmán Tornai, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Gergely Lukács, associate professor, PhD


Course descriptions 
	Course name: Intermediate programming for Android platform
	Credits: 2

	Class type: lab, hours per week: 2

	Type of the exam: test/project based

	Semester: 9

	Prerequisities (if exist): Application Development for Android platform

	Course description: 

	Smartphone-based platforms are among the most dynamically developing fields of IC technologies, which –with their increased computing and built-in sensoral capacity -facilitated the appearance of  new apps. Students have partly acquired the basic programming methods and techniques of Android smartphone platforms in the framework of the course „Application development for Android platform”, and created their first applications. 
The aim of the course is to cover some specific fields that support the efficiency of application development, and to familiarize students with the opportunities created by the newer versions of Android (4.1 and 4.2 Jelly Bean). Students choose a project at the beginning of the course, which they are to develop during the semester and present at the end of the course as part of a project conference. The publication of the most succesful applications on Google Play is supported.
Maven and/or ant build environments and their role, steps of Android build, introduction of Team City (build server and their role), Easy Mock, Mockito, Roboguice frameworks.
Optimizing View hierarchy, AppWidget, intorduction to the basics of OpenGL and hw acceleration
Google Play Services API (Maps v2, Google Cloud Messaging, Google+, Location, Google Play Game API, Facebook API) 
Google Play Services API II. 
Android program folders (libs) (Android annotations, SlidingMenu, ViewPagerIndicator) 
Service - Bind - Message, Interprocess communication (AIDL) 
NFC, Google Play Store and its operation from within,  process of  publishing applications


	Required reading: 

	1. Reto Meier Professional Android 4 Application Development, John Wiley & Sons, 2012;
2. Charlie Collins, Michael Galpin, Matthias Käppler: Android in practices, Manning, 2012;
3. Dave Smith, Jeff Friesen: Android Recipes - A problem-solution Approach, Apress, 2011.

	Recommended reading: 

	Satya Komatimeni, Dave MacLean: Pro Android 4, Apress, 2012.

	Lecturer (name, position, degree): Dr. András Oláh, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. András Oláh, associate professor, PhD


Course descriptions 
	Course name: Electrical networks - theory and computation
	Credits: 5

	Class type: lecture/lab, hours per week: 2/2

	Type of the exam: oral exam

	Semester: 3

	Prerequisities (if exist): Combinatorical Methods; Mathematical Analysis II; Dicrete Mathematics II

	Course description: 

	Introductory lecture. 
Network computation methods, graphs, reactig impedancies; Incidence-matrix; Telegen’s theorem. 
Forms of signals, harmonic signals and impulses, representation in the time- and frequency domain. 
Continuous and discrete Fourier-analysis, short-time tranform, window functions; Laplace-transform.
Computation of sinusoidal circuits, tuned circuits, amplifiers, oscillators, mixer circuits
Physical logic circuit; calculating delay times
Logical storage elements, flip-flop circuits, shift registers, types and organisation of memories.
Types and application of analog-to-digital and digital-to-analog converters.


	Required reading: 

	www.digitus.itk.ppke.hu/~kovacsf Electronics notes.

	Recommended reading: 

	L. O. Chua, C. A. Desoer, E. S. Kuh: „Linear and Nonlinear Circuits”, McGraw Hill, New York, 1987;
T. S. Parker, l. O. Chua: „Practical Numerical Algorithms for Chaotic Systems”, Springer-Verlag, New York, 1989.

	Lecturer (name, position, degree): Dr. Géza Kolumbán, professor, DSc.

	Additional lecturers, if exist (name, position, degree): Dr. Géza Kolumbán, professor, DSc


Course descriptions 
	Course name: The history of brain research
	Credits: 1

	Class type: lecture, hours per week: 1

	Type of the exam: test/project based

	Semester: 3

	Prerequisities (if exist): 

	Course description: 

	Development of neurons and nerve-centers in invertebrates.  The apperance of spinal chord in invertebrate species. Development of the two cerebral hemispheres in mammals (cc. 75-80 million years ago).
Ontogenesis of pre-humans from 20-25 million years ago, appearance of a direct pre-human ancestor cc. 4 million years ago (homo habilis).
Brain volume of homo erectus reaches 800 cm3; due to an incredibly fast development  the brain volume of homo sapiens 150 000 years ago is 1300-1400 cm3 (same as today).
Research of the anatomy and function of the brain from the 17th century to our days.
Development of the asymmetrical human brain, and its significance related to the development of human personality (speech, musicality, creativity, self-awareness). Molecular genetic techniques to examine the mechanisms controlling brain development : genetic proof that the incredibly fast qualitative and quantitative development of the human brain was/is/may always be a unique event,  unprecedented in other species.


	Required reading: 

	The Asymmetrical Brain. Edited by  K. Hugdahl and R.J. Davidson.    The MIT Press, 2003

	Recommended reading: 

	 

	Lecturer (name, position, degree): Dr. József Hámori, professor, Ordinary member of the HAS

	Additional lecturers, if exist (name, position, degree): Dr. József Hámori, professor, Ordinary member of the HAS


Course descriptions 
	Course name: Physics of information technology I.
	Credits: 7

	Class type: lecture/practical/lab, hours per week: 4/1/2

	Type of the exam: oral exam

	Semester: 4

	Prerequisities (if exist): Combinatorical Methods; Mathematical Analysis II; Dicrete Mathematics II

	Course description: 

	Mathematical modelling and simulation. Models of body: mass point, 
rigid body, elastic body. Force field models: electric field, magnetic field, gravitational field, electro-magnetic field. Coordinate-systems: space and time. The body – force –time –space model of classical physics. Laws of motion. Impulse, work, energy.
Variational principles in physics. Principles of mechanics: Hamilton’s principle, Maupertuis-principle. Equations of motion. Charged particle motion in electromagnetic fields. Examples: electron and ion ballistics, electron and ion optics. Charged particle motion in a particle-accelerator. The equation of motion at very high speed.
Non-linear vibrations. Oscillators. The phase space. The Poincaré-diagram. Attractors and the chaotic motion. Rigid body dynamics. Magnetic dipole motion in a magnetic field. Collisions.
Motion in elastic medium. Wave motions. Wavelength, speed, frequency, amplitude. Progressive and reflected wave. The principle of superposition. Standing waves. Interference. Group speed. Examples: the vibrating string. Basics of acoustics. 
Systems made up of hollows and transmission lines. Vibrating chrystals. 
To the Maxwell equations via inductive reasoning. Electric current - magnetic field. Electric charge - electric field. Direct connection between electric and magnetic fields. Electric field in conductors. Magnetic fields in the presence of matter. Forces and energy-relations in magnetic fields. Energy-tranformations. The Kirchhoff-equations, as equations for the conservation of charge and energy. The circuit paradigm. Examples: Micro-electromechanic tools and converters (MEMS).
The Maxwell-equations. Electrostatics. Stationary fields. Electromagnetic waves. Waves in tube transmission lines and glass resonators.Physics of electromagnetic radiation. Basics of the theory of antennas. Geometrical optics. Polaric light. Introduction to the functioning of shortwave, microwave devices and optic transmitters. Examples: transmission line systems, antennas, optic cables. Classic optical tools. Modelling and simulation of integrated microwave and optical circuits.


	Required reading: 

	Gersenstein: Physics of Information Technology, McGraw Hill, 2000;
Garcia N., Damask, A. C: Physics for Computer Science Students, John Wiley and Sons, New York, 1986;
CUPS Consortium of Upper Level Physics Software;
Hawkins B., Jones, R.: Classical Mechanics Simulations;
Ehrlich, R. et al.: Electricity and Magnetism Simulations.

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Árpád Csurgay, professor, Ordinary member of the HAS

	Additional lecturers, if exist (name, position, degree): Dr. Árpád Csurgay, Ádám Fekete, professor / researcher, Ordinary member of the HAS / MSc


Course descriptions 
	Course name: Physics of information technology II.
	Credits: 5

	Class type: lecture/practical, hours per week: 3/1

	Type of the exam: oral exam

	Semester: 7

	Prerequisities (if exist): Probability, Statisctics; Physics of Information Technology I; Electrical Networks - Theory and Computation

	Course description: 

	Fundamental limits of classical physics. Emergence of the modern physical world view from the discovery of the electron (1897) and photon to quantum mechanics (1926). Black body radiation (Planck), photoelectric effect, Compton-effect. Electromagnetic particles and waves. Matter waves. Wave mechanics. Schrödinger equation. Examples: Millikan experiment, X-ray radiation, Balck body radiations, measuring the specific charge of an electron, Rutheford experiment, the Compton experiment, a Bohr féle atommodell, a Frack-Hertz experiment, the Davisson-Germer experiment, the Stern-Gerlach experiment.
 Postulates of quantum mechanics. The measurement problem, expectation and deviation. Particle in a box. Tunnel effect. Ehrenfest theorem. The two-state quantum system. 
Introduction to atomic and molecular physics. Eigenvalules and the stationary state of matter. The spin. Stationary states of atoms and molecules. The periodic system of atoms. Physics of chemical bond. 
Examples: the hydrogen molecule, explanation of the covalent-bond, monoatomic and polyatomic molecules. Physics of macroscopic matter. Quantum statistics: fermions and bosons. Bose-Einstein and Fermi-Dirac statistics. The electron- and photon-gas. Gases, liquids and solid state matter. 
Physics of crystals. Free electron models. Metals. The Fermi level. Emission of electrons. Contact potential. Cold emission.
Band theory of semiconductors. Electrons and holes. The Bloch equation. Kronig Penney model. Effective mass. Intrinsic semiconductors. Doped semiconductors. Semiconductors in electromagnetic field. Electron and hole transport in semiconductors. Drift, diffusion, recombination and generation of electrons and holes. The Poisson-Schrödinger model. Metal-metal and metal-insulator-metal contacts, the p-n junction, bipolar transistor, field effect transistor, analog and digital integrated circuits. 
Quantum optics and quantum electronics. Interaction of atoms and the electromagnetic radiation. Absorption, spontaneous and stimulated emission. Stimulated coherence.  Thermal equilibrium of atoms and radiation: masers and lasers. Light emitting diodes and photo-sensors. Luminescence, fluorescence, phosphorescence. 
Examples: Quantum effects in semiconductors. Quantum interference. Resonant tunneling. Coulomb blockade. Entanglement. Nuclear magnetic resonance. The quantum-bit, the quantum computer. 
The circuit paradigm as bridge between physical science and information technology. Physical realizability criteria for information processing. 


	Required reading: 

	Garcia N., Damask A.C,: Physics for Computer Science Students, John Wiley and Sons, New York, 1986;
CUPS Consortium of Upper Level Physics Software;
Douglas Brandt, et.al. Modern Physics;
John Hiller et. al. Quantum Mechanics;
Graham Keeler, et. al. Solid State Physics;
Harvey Gould et.al. Thermal and Statistical Physics;
G. Andrew Antonelli, et. al. Waves and Optics John Wiley&Sons, 1995, 1996;
Atkins, P. W., Friedman, R. S.: Molecular Quantum Mechanics, Oxford University Press, Oxford, 1997;
Merzenbacher, E.: Quantum Mechanic, John Wiley and Sons, 1998;
Feynman, R..P.: Feynman Lectures on Computation, Addison Wesley, 1996.

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Árpád Csurgay, professor, Ordinary member of the HAS

	Additional lecturers, if exist (name, position, degree): Dr. Árpád Csurgay, Ádám Fekete, professor / researcher, Ordinary member of the HAS / MSc


Course descriptions 
	Course name: Banking informatics
	Credits: 4

	Class type: lecture/practical, hours per week: 2/2

	Type of the exam: oral exam

	Semester: 8

	Prerequisities (if exist): 

	Course description: 

	The aim of the course is to familiarize students with back-office IT activities at various financial organizations. The course covers the basics of bank operations, and the IT processes and systems storing and directing these; different process-development tools, methods. Lastly, students are provided with an overview of the higher -level end-use of technologies and architectures within the oragnization, by learning about the main characteristics of CRM systems and business controlling.



	Required reading: 

	Benton E. Gup &al: Commercial Bank Management (John Wiley & Sons, 1989)

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Kristóf Karacs, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Kristóf Karacs, associate professor, PhD


Course descriptions 
	Course name: Speech recognition and synthesis
	Credits: 5

	Class type: lecture/lab, hours per week: 3/1

	Type of the exam: oral exam

	Semester: 8

	Prerequisities (if exist): Introduction to programming II

	Course description: 

	• human speech production and recognition,
• spectral methods in speech processing, spectral measuring exercises,
• linear prediction of speech signal, LPC measuring exercises,PARCOR method, acoustic tube modelling,  prosodic features of speech,
• algorithms for measuring fundamental frequency, Fo measuring exercises,
• fundamentals of speech synthesis, measuring exercises,  emotional aspects of speech process,
• methods for higher quality speech synthesis, measuring exercises,
• isolated word recognition systems, dynamic time warping, measuring exercises,
• Hidden Markov Model based speech recognition, measuring exercises,
• Neural Network based speech recognition, multimodal speech processing,  speech signal compression methods, speaker recognition


	Required reading: 

	Éric Keller: Fundamentals of speech synthesis and speech recognition: basic concepts, state of the art, and future challenges.Wiley, 1994 dec.

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Gergely Feldhoffer, assistant professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. György Takács, Dr. Gergely Feldhoffer, lecturer / assistant professor, CSc / PhD


Course descriptions 
	Course name: Introduction to programming I.
	Credits: 4

	Class type: lecture/lab, hours per week: 1/3

	Type of the exam: test/project based

	Semester: 1

	Prerequisities (if exist): 

	Course description: 

	Specification of problems, simple algorithm design. Solving problems using common algorithm schemes (counting, searching etc). Applying read-ahead strategy, detecting end-of-data state, input control. Creating, compiling, using simple C++ programs. Basic elements of the C++ language. Array type, subprograms, simple text files, record types. 

	Required reading: 

	Deitel, H. M., Deitel, P. J.: C+ - How to Program.Prentice Hall, 2003;
The material of each lecture is available for download on the university website..

	Recommended reading: 

	The C++ Programming Language by Bjarne Stroustrup – Addison-Wesley Pub Co; 3rd edition (February 15, 2000); ISBN 0-201-70073-5.

	Lecturer (name, position, degree): Dr. Gergely Feldhoffer, assistant professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Gergely Feldhoffer, assistant professor, PhD


Course descriptions 
	Course name: Introduction to programming II.
	Credits: 4

	Class type: lecture/lab, hours per week: 1/3

	Type of the exam: test/project based

	Semester: 2

	Prerequisities (if exist): Introduction to Programming I.

	Course description: 

	Primitive arrays and pointers, reference types. Dynamic memory handling. Life and scope of variables. Linked list datatype. Member functions, overloading, operators, implementation hiding, constructors, destructors, classes and objects. Constants, enumeration types, constant member functions. Machine representation of types, pointer arithmetics. STL containters, iterators, generic algorithms - pointer to function. Error handling, processing defective input, execption handling.

	Required reading: 

	Deitel, H. M., Deitel, P. J.: C+ - How to Program.Prentice Hall, 2003;
The material of each lecture is available for download on the university website.

	Recommended reading: 

	The C++ Programming Language by Bjarne Stroustrup – Addison-Wesley Pub Co; 3rd edition (February 15, 2000); ISBN 0-201-70073-5

	Lecturer (name, position, degree): Dr. Gergely Feldhoffer, assistant professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Gergely Feldhoffer, assistant professor, PhD


Course descriptions 
	Course name: Initiation into molecular biology
	Credits: 4

	Class type: lecture, hours per week: 3

	Type of the exam: oral exam

	Semester: 3

	Prerequisities (if exist): Mathematical Analysis I; Linear Algebra 

	Course description: 

	1. Thermodynamics, reaction kinetics, first and second order reactions
2. Arrhenius plot, activation energy, reactions in solutions, Van`t Hoff equation   
3. Thermodynamics of solutions, chemical potential, Gibbs-Duhem equation
4. Reaction in aqueous solutions, hydrolysis, acid-base reactions, role of ATP
5. Osmosis, electrolytes, Donnan potential, Debye-Hückel theory
6.  Ligand binding to a receptor, Multiple equilibria, Cooperativity
7. Cells, tissue, membranes and organelles. The cytoskeleton, cell movement and division
8. Electro-chemistry, ions and tensions. Membrane potentials.
9. Action potential, Ca channel, Na channel in neurons, spread of the fast acction potential
10. Messengers in the cell. Exocytosis on axon terminals. Platelet activation. Intracellular communication. Transmitters and receptors.
11.DNS and genetic code. Gene mapping, mutations, DNS replication/ correction. Gene surgery
12. Transcryption and the control of gene expression. Translation, protein sythensis and protein targeting.


	Required reading: 

	From Genes to  Cells , Bolsover, Hyams, Jones, Shephard, White - Willey-Liss, 1997.

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Péter Závodszky, professor, Ordinary member of the HAS

	Additional lecturers, if exist (name, position, degree): Dr. Péter Gál, professor, DSc


Course descriptions 
	Course name: Introduction to Bioinformatics
	Credits: 5

	Class type: lecture/lab, hours per week: 2/2

	Type of the exam: oral exam

	Semester: 8

	Prerequisities (if exist): Database Systems II; Java Programming

	Course description: 

	The course provides a theoretical and practical introduction to bioinformatics, from computer professionals’ point of view. During the semester we examine how informatics can serve biology. We cover various algorithms that can be used for tasks like pair-wise and multiple sequence alignment, phylogenetic analysis, genome and protein sequencing, pharmaceutical research. We get familiar with the use of various bioinformatical databases and program packages. We will also cover the following topics: gen prediction (statistical and similarity-based approach), DNS sequencing by hybridization, protein sequencing with mass spectrometry, microarray data analysis, motif finding. Comparative genomics and evolutionary analysis

	Required reading: 

	Neil C. Jones & Pavel A. Pevzner, An Introduction to Bioinformatics Algorithms, MIT Press, 2004, ISBN 0-262-10106-8;
Arthur M. Lesk: Introduction to Bioinformatics, 2e, Oxford University Press, 2005, ISBN 0-19-927787-7

	Recommended reading: 

	1. Kohane, Kho, Butte: Microarrays for an Integrative Genomics, MIT Press, 2003, ISBN 0-262-61210-0;
2. Mount: Bioinformatics: Sequence and Genome Analysis, 2e, Cold Spring Harbor, 2004, ISBN 0-879-69712-1.

	Lecturer (name, position, degree): Dr. Sándor Pongor, professor, Member of the HAS

	Additional lecturers, if exist (name, position, degree): Dr. Sándor Pongor, professor, Member of the HAS


Course descriptions 
	Course name: "Fides et Ratio"
	Credits: 2

	Class type: lecture, hours per week: 2

	Type of the exam: test/project based

	Semester: 4

	Prerequisities (if exist): 

	Course description: 

	From a historical and speculative perspective the first part deals with the relationship between science and theology. The second part of the course examines the question of 
“science and creation,” including the Big Bang theory, the role of probability and chance in science, as well as their impact on theological questions. 
Two lectures will be given about “Faith and Reason” and about “The Relevance of the Goedel Theorems.”

	Required reading: 

	John Paul 11's encyclical of September 14, 1998, on "Faith and. Reason"
Craig, Edward. Philosophy: A Very Short Introduction. ISBN 978-0-19-285421-6

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Zoltán Rokay, professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. György Fodor, professor, PhD


Course descriptions 
	Course name: Introduction to physics
	Credits: 4

	Class type: lecture, hours per week: 4

	Type of the exam: oral exam

	Semester: 1

	Prerequisities (if exist): 

	Course description: 

	Revision of high school physics. Main emphasis on the field of electricity: electrostatics, circuits.

	Required reading: 

	https://wiki.itk.ppke.hu/twiki/bin/view/PPKE/BevFiz

	Recommended reading: 

	Any high school physics textbook.

	Lecturer (name, position, degree): Dr. Árpád Csurgay, professor, Ordinary member of the HAS

	Additional lecturers, if exist (name, position, degree): Dr. György Bérces, lecturer, PhD


Course descriptions 
	Course name: Introduction to functional neurobiology
	Credits: 6

	Class type: lecture/practical, hours per week: 3/2

	Type of the exam: oral exam

	Semester: 6

	Prerequisities (if exist): Basics of Neurobiology

	Course description: 

	Membrane characteristics of neurons. The action potential. The synaptic transmission. Synaptic plasticity. Techniques applied in electrophysiology.  Motor control by the spinal cord: reflexes and locomotion. Descending supraspinal motor control. Voluntary and involuntary movements. Role of the cerebellum in motor co-ordination.  Brain-machine interfaces. Receptors in the olphactory epithelium. Neuronal networks and function of the olphactory bulb.  Structure of retina. Visual information processing in the retina, thalamus, and the visual cortex (demonstration of electrophysiological recordings from the visual cortex).  The receptive field. Detection of movement, colour and contour. Function of the auditory cortex (demonstration of electrophysiological recordings from the auditory cortex). Thalamocortical neuronal networks. Information processing in thalamus. EEG. Neuronal connections of the hippocampus. Neuronal communication in the hippocampus. Role of the principal neurons and the inhibitory interneurons.  
Feedback and feed forward inhibition. Theta activity: mechanism and function. The binding problem: role of gamma oscillation. Molecular mechanism of memory. Learning at cellular and network levels. Behavioural aspects of learning and memory. Computational modelling of neuronal networks. Localization of cognitive processes in the brain. Functional brain mapping. Functional imaging methods (video-demonstration of functional imaging techniques; PET, fMRI). Symptoms of neurological diseases. Pathomechanism of epilepsy. Anxiety and depression. Neurosurgery. The hypothalamo-hypophyseo-peripheral gland system. The magno- and parvocellular system. Regulation of adaptation and metabolism. Neurobiology of reproduction. 


	Required reading: 

	Willem Hendrik Gispen.: Molecular and functional neurobiology. Elsevier Scientific Pub. Co., 1976

	Recommended reading: 

	Irwin B. Levitan,Leonard K. Kaczmarek: The Neuron: Cell and Molecular Biology, Oxford University Press, 2002;
Kandel, E.R., Schwartz J.H., and Jessel, T.M.: Principles of Neural Science, Elsevier;
Per E. Roland: Brain Activation, Wiley-Liss.

	Lecturer (name, position, degree): Dr. Tamás Freund, professor, Ordinary member of the HAS

	Additional lecturers, if exist (name, position, degree): Dr. Tamás Freund, Dr. Imre Kalló, professor / associate professor, Ordinary member of the HAS / PhD


Course descriptions 
	Course name: Introduction to Christianity
	Credits: 2

	Class type: lecture, hours per week: 2

	Type of the exam: test/project based

	Semester: 5

	Prerequisities (if exist): 

	Course description: 

	Foundations of Christian philosophy. Relationship of existence and the existing. Philosophical anthropology. Relationship of the immanent and the transcendent. Theodicean and cosmological foundations.  Sources and concept of revelation. Jesus of Nazaret, the completeness of revelation. The historical Jesus and the Christ of faith. The central message of Jesus: the Kingdom of God. Old Testament typology and the harmony of the gospels. Liturgy of the church year, with special attention to the celebration of Christmas, Easter and Pentecost. The history of salvation: the individual and community in history. "Goodness" and "righteousness" in moral life. Inner and outer law. The significance and educability of consciousness. Views of the church in history. The catholicity of the Church. Signs and ways of salvation. The church today. The "Gaudium et Spes" constitution of the Second Vatican Council.

	Required reading: 

	Ratzinger, Joseph (2004). Introduction To Christianity (Communio Books). San Francisco: Ignatius Press. ISBN 1-58617-029-5;
Padgett, Alan G.; Sally Bruyneel (2003). Introducing Christianity. Maryknoll, N.Y.: Orbis Books. ISBN 1-57075-395-4.

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Mihály Kránitz, professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. György Fodor, professor, PhD


Course descriptions 
	Course name: Introduction to MATLAB programming
	Credits: 2

	Class type: lab, hours per week: 2

	Type of the exam: test/project based

	Semester: 2

	Prerequisities (if exist): Linear Algebra I; Discrete Mathematics I; Introduction to Programming I

	Course description: 

	After successfully completing the course, students will be: 
-familiar with source control management in general and SVN in particular; 
-familiar with the basic usage of Matlab; 
- able to apply the learned programming techniques in Matlab; 
- able to solve undergraduate level engineering problems in Matlab. 

The course is taught through examples: the focus is on application and problem-solving. 
Topics: SVN, Matlab expressions, functions, vectors and matrixes, polinoms, equation systems, differential equations, Fourier analysis (on sound), processing GPS and sensor data, Simulink


	Required reading: 

	Getting started with Matlab, Version 6, The MathWorks, Inc.;
C-K. Cheung, G. E. Keough, Charles Landraitis, Robert H. Gross, Getting started with Mathematica, Wiley & Sons, 1998.

	Recommended reading: 

	R. Pratap, Getting started with Matlab, A Quick Introduction for Scientists and Engineers, Version 6, Oxford University Press, 2002;
Stephen Wolfram, The Mathematica Book, 4th ed., Wolfram Media/Cambridge University Press, 1999.

	Lecturer (name, position, degree): Dr. Dávid Csercsik, assistant professor, PhD

	Additional lecturers, if exist (name, position, degree): Zoltán András Tuza, researcher, MSc


Course descriptions 
	Course name: Introduction to measurement techniques and signal processing
	Credits: 4

	Class type: lecture/lab, hours per week: 1/3

	Type of the exam: test/project based

	Semester: 2

	Prerequisities (if exist): 

	Course description: 

	Introduction. The LABVIEW system. Measurement of voltage and current of frequency and time. The ELVIS system. Sampling, analysis of signal components. Modeling. Global Positioning Systems. Elements of electric networks, active and passive elements. The basic functioning of semiconductors; the construction and functioning of diodes and transistors. Fundamental equations of electric networks, Kirchhoff's laws. Logical systems, binary numbers and basic operations. The logical fundamental elements of electronics, basic functions. Complex logical problems,
the basics of the functioning of microcontrollers. Biological and medical basic measurements.

	Required reading: 

	Course material available at http://www.digitus.itk.ppke.hu/~takacsgy  

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. András Kiss, assistant professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. György Cserey, associate professor, PhD


Course descriptions 
	Course name: Introduction to information technology
	Credits: 2

	Class type: lab, hours per week: 2

	Type of the exam: test/project based

	Semester: 1

	Prerequisities (if exist): 

	Course description: 

	The structure of the computer, overview of the various components and their functions 
Basic structure of operation systems, examination of their functions
Presentation of the Unix operation system and its comparison to other systems
The structure of UNIX, its file system, processes, command system, user interface, shell, writing shell scripts
Getting to know the Linux networks, the network protocols,  UNIX network design
Usage of the programs MATLAB and Mathematica.


	Required reading: 

	Getting started with Matlab, Version 6, The MathWorks, Inc.;
C-K. Cheung, G. E. Keough, Charles Landraitis, Robert H. Gross, Getting started with Mathematica, Wiley & Sons, 1998.

	Recommended reading: 

	R. Pratap, Getting started with Matlab, A Quick Introduction for Scientists and Engineers, Version 6, Oxford University Press, 2002;
Stephen Wolfram, The Mathematica Book, 4th ed., Wolfram Media/Cambridge University Press, 1999.

	Lecturer (name, position, degree): Dr. Dávid Csercsik, assistant professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Dávid Csercsik, assistant professor, PhD


Course descriptions 
	Course name: Measurement of bioelectronic signals
	Credits: 3

	Class type: lecture, hours per week: 2

	Type of the exam: oral exam

	Semester: 7

	Prerequisities (if exist): Theory of neural networks and analog array computers; Digital Signal Processing

	Course description: 

	Biological signals in general. Types of signals, intensity, frequency, bandwidth, spectre, periodicity, stationarity, complexity, signal/noise relation; issues with experiments, exact measuring conditions, human and animal experiments. Sensing and pre-processing signals. Types of sensors, acoustic sensors, multi-sensors, simultanious measurements; main stages of pre-processing, amplification, pre-filtering with active filters, digitalization, digital filtering, pre-processing.
Processing signals. Real-time and off-line solutions, telemedicine-systems, adantages and disadvantages; lossless data-compression; home measurements and central signal processing; reliability of the method, validation, diagnostic value of the method, specificality and selectivity, statistic evaluations.
Recognition and identification of signals based on models in the time and frequency range. Problems of biophysical models, finite element-simulation; defining model parameters; application of the Monte-Carlo method, the gradient-method; auto-correlation, prediction and confidence, rythm irregularities, recording segmentation; issues with time-window. 
Presenting methods on a particular recording; utilizing entropies, Lomb-periodogram; analyses, physiological correlations; parameter distributions, regressions;
Laboratory: analysing the recording of fetal heartbeat using autocorrelation, short-term Fourier and Wavelet transformation, Matching Pursuit-method, Monte-Carlo method and different filters, partly with the help of short analysing and displaying programs developed during the course.


	Required reading: 

	Reproduced summary material with figures depicting the examined fetal heartbeat signals; 
4 articles from the magazins IEEE Trans. Biomed. Eng. and Computers in Biology and Medicine

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Ferenc Kovács, professor, DSc.

	Additional lecturers, if exist (name, position, degree): Dr. Miklós Gyöngy, associate professor, PhD


Course descriptions 
	Course name: Bioethics and environmental ethics I. 
	Credits: 2

	Class type: lecture, hours per week: 2

	Type of the exam: oral exam

	Semester: 5

	Prerequisities (if exist): 

	Course description: 

	Discussion of the basic values of (primarily human) life and the environment, and the basic ethical confrontations related to the utilization of scientific achievements. In addition, specialized ethical examinations are carried out with the assistance of the representatives of various professions, with special attention paid to current medical research and procedures, and environmental aspects.

	Required reading: 

	Pope John Paul II. (1995). Evangelium Vitae: The Gospel of Life. New York: Random House. ISBN 0-8129-2671-4;
Andre, Judith (2002), Bioethics as Practice, Chapel Hill and London: University of North Carolina Press, ISBN 0-8078-2733-9

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Gyula Bándi, professor, CSc, Dr. hab.

	Additional lecturers, if exist (name, position, degree): , , 


Course descriptions 
	Course name: Bioethics and environmental ethics II. 
	Credits: 2

	Class type: lecture, hours per week: 2

	Type of the exam: oral exam

	Semester: 6

	Prerequisities (if exist): 

	Course description: 

	1. Quality and integrity of human life
2. Hippocratic oath – the development of the human embryo
3. Genetic counseling, genetic research, ethical problems
4. Abortion and life-ethics
5. Contraception and the beginning of human life
6. Euthanasia
7. Human cloning and bioethics
8. Ethical problems of medical experiments
9. Bioethical problems of assisted human reproduction (artificial insemination)


	Required reading: 

	Deryck Beyleveld, Roger Brownsword: Human Dignity in Bioethics and Biolaw, Oxford University Press, 2001 - 288
Kilner, John et al. (1995). Bioethics and the Future of Medicine: A Christian Appraisal. Grand Rapids, Michigan: Wm. B. Eerdmans Publishing Company. ISBN 0-8028-4081-7.

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Gyula Bándi, professor, CSc, Dr. hab.

	Additional lecturers, if exist (name, position, degree): , , 


Course descriptions 
	Course name: Bio and drug delivery MEMS
	Credits: 3

	Class type: lecture, hours per week: 2

	Type of the exam: oral exam

	Semester: 7

	Prerequisities (if exist): Initiation into Molecular Biology

	Course description: 

	Introduction to BioMEMS, Soft microfabrication, Microfabrication (Si based), MEMS design and fabrication,microsensors, microactuators and integrated microcircuits.
Basics of Microfluidics, Clinical laboratory medicine.
BioMEMS applications in vitro: DNA and protein microarrays, Lab-on-a-chip and μTAS systems, microfluidic chips, in vivo applications: biosensors (passive and active electrodes, pressure sensors)
Immuno-isolation capsules, neuro-and retihinal prosthesis, stents, microneedle arrays, micropumps and other applications.
Issues of biocompatibility, possible surface treatment methods, MEMS packaging, 
Polymer-based drug delivery, MEMS based drug delivery.


	Required reading: 

	G. T. Kovacs: Micromachined transducers sourcebook, McGraw-Hill, 1998;
S. S. Saliterman: Fundamentals of BioMEMS and Medical Microdevices, SPIE, 2006;
Mohamed Gad-el-Hak: The MEMS Handbook, CRC Press, 2002.

	Recommended reading: 

	Marc J. Madou: Fundamentals of Microfabrication: The Science of Miniaturization, CRC Press, 2002

	Lecturer (name, position, degree): Dr. Kristóf Iván, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Krisóf Iván, associate professor, PhD


Course descriptions 
	Course name: C++ programming
	Credits: 2

	Class type: lab, hours per week: 2

	Type of the exam: test/project based

	Semester: 6

	Prerequisities (if exist): Java Programming

	Course description: 

	From writing to executing: 
- software development tools
- architecture and memory-management
- compiling and linking
- declaration / definition (*.cpp, *.h), #include
Object-oriented thinking, classes and objects
- data abstraction, objects, interfaces
- access rights: public, private, protected, friend
- member data, member functions
Basic C++:
- variables, data types
- controlling statements
- operators
- pointers and references
- dynamically allocated objects: new, delete
Functions:
- declaration, returning value
- calling, argument passing methods
- default arguments
Templates:
- template functions and classes
Simple window management:
- the wxWidgets tool


	Required reading: 

	Thinking In C++, Second Edition, Volume 1-2., Bruce Eckel, President, MindView Inc., 2000;
C++ In Action: Industrial Strength Programming Techniques, Bartosz Milewski, Addison Wesley Publishing Company, 2001.

	Recommended reading: 

	Visual C++ 6 Unleashed, Mickey Williams, David Bennett, Sams, 1999;
Teach Yourself - C++ in 21 Days, Second Edition, Jesse Liberty, Sams, 2001.

	Lecturer (name, position, degree): Dr. Gergely Feldhoffer, assistant professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Gergely Feldhoffer, assistant professor, PhD


Course descriptions 
	Course name: Emerging computations and cellular wave computers
	Credits: 5

	Class type: lecture/practical, hours per week: 2/2

	Type of the exam: oral exam

	Semester: 8

	Prerequisities (if exist): Theory of neural networks and analog array computers

	Course description: 

	Description of locally connected dynamic systems, cellular non-linear/neural networks (CNN).
Basic dynamics and templates for typical image-processing tasks. Designing binary input/output  CNN.
Dynamic analog input/output networks, unattached networks.
Propagation phenomena.
The CNN universal machine (CNN-UM) computer architecture and its physical implementations, visual microprocessors. Camera computers and their applications.
Retina models and bio-inspired sensing computers.


	Required reading: 

	Books: Chua, L.O., Roska, T.: Cellular Neural Networks and Visual Computing, Cambridge University Press, Cambridge, 2002;
Chua, L. O: CNN: a paradigm for complexity, World Scientific, Singapore, 1999;
Journal Special Issues: International J. of Circuit Theory and Applications, No.2,3, 2002;
Journal on Circuits, Systems, and Computers, No. 4,6, 2003;
International J. of Bifurcation and Chaos, No. 2, 2004;
IEEE Transactions on Circuits and Systems –I, No.5, 2004;
Conference Proceedings:
Proc. IEEE CNNA 2000, 2002, 2004, 2005; 
Proc. IEEE ISCAS 2002, 2003, 2004, 2005.

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. András Horváth, assistant professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. András Horváth, professor, DSc


Course descriptions 
	Course name: Diagnostic Ultrasound Imaging
	Credits: 3

	Class type: lecture, hours per week: 2

	Type of the exam: oral exam

	Semester: 8

	Prerequisities (if exist): Initiation into molecular biology

	Course description: 

	To understand the physical basis of diagnostic ultrasound imaging, how conventional (B-mode) and other modes of ultrasound images are formed, what the images represent, and how image quality can be improved using various techniques. In addition to presenting the current understanding of ultrasound image formation, areas of active research will be highlighted. Ultrasound – its place in medical diagnostics; Fundamental concepts in acoustics; B-mode imaging components; Beamforming in ultrasound; Modelling ultrasound image formation; Ultrasound velocimetry; Elastography; Ultrasound tomography; Emerging ultrasound applications.

	Required reading: 

	P N Burns: “Introduction to the physical principles of ultrasound imaging and Doppler”; Olympus (Panametrics NDT): “Ultrasonics transducers technical 
notes”; Szabo: Diagnostic ultrasound imaging: Inside out; website:
https://wiki.itk.ppke.hu/twiki/bin/view/PPKE/Ultrasound .

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Miklós Gyöngy, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Miklós Gyöngy, associate professor, PhD


Course descriptions 
	Course name: Design of digital circuits on programmable logic arrays
	Credits: 3

	Class type: lab, hours per week: 3

	Type of the exam: oral exam

	Semester: 8

	Prerequisities (if exist): VLSI Design Methods

	Course description: 

	The aim of the course is to present how to design digital circuits using VHDL language, and to develop complex applications.

Seminars
Week by week:
1. Introduction, basics of VHDL, structure of FPGA-s, introducing the development environment
2. Types
3. Expressions, operators, sequential commands
4. Structural description of circuits
5. Behavioural description of circuits
6. VHDL description of complex systems
7. Usage of release functions, generating regular structures
8-9. Optimizing VHDL descriptions
10. Modeling tasks


	Required reading: 

	http://www.xilinx.com/;
http://www.mentor.com/;
http://www.digilentinc.com/;
http://tams-www.informatik.uni-hamburg.de/vhdl/doc/cookbook/VHDL-Cookbook.pdf

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Péter Földesy, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Péter Földesy, associate professor, PhD


Course descriptions 
	Course name: Practical design of IC
	Credits: 2

	Class type: lab, hours per week: 2

	Type of the exam: test/project based

	Semester: 8

	Prerequisities (if exist): VLSI Design Methods

	Course description: 

	The course focuses on the creation of digital ASIC (application-specific IC), its design flow and the development of its complex applications.
Introductory lectures are given about the development of digital chips - mentioning the Xilinx Virtex and Spartan families as a comparison - , their limits, programming tools. 
Seminars offer in-depth  study of Verilog, SystemVerilog, cover the management of IP modules and testing (simulation and formal) using Mentor Graphics Modelsim SE. In the form of assignments the following topics are dealt with: Verilog developing systems, Modelism simulation, sythesis and implementation (floorplan, place-and-route) SoC design and programming, preparing for post-manufacturing testability: jtag testing, developing resource-intensive applications, FPGA prototypization. 
Weekly schedule of seminars
1. Verilog
2. Project management, trying out frames and tools
3 and 4. Overview  and modification of a readily available sample
5. and 6. Development of an own application
7. Overview of synthesis and place-and-route
8. Overview and modification of a readily available sample
9-12. Development of an own application


	Required reading: 

	http://www.cadence.com/; http://www.mentor.com/; http://www.design-reuse.com/; http://www.opencores.com/

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Péter Földesy, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Péter Földesy, associate professor, PhD


Course descriptions 
	Course name: Digital signal processing
	Credits: 5

	Class type: lecture/lab, hours per week: 2/2

	Type of the exam: oral exam

	Semester: 4

	Prerequisities (if exist): Introduction to measurement techniques and signal processing; Mathematical Analysis II; Probability, statistics

	Course description: 

	Signals, systems and signal processing, analog and digital processing, signal representations
A-D conversion, sampling and quantization, the smapling theorem, unifrom and logarithmic quantization
Signals and their representations: DFT and z transform and their properties
Linear time invariant transformations (LTI-s), the convolutional sum and its properties, description by differentia equations, frequency response and description in the z domain, BIBO stability
Spectral analysis of signals by FFT: computation of  DFT, RADIX type algorithms
Design of digital filters: linear phase filters, design by windowing techniques, 
Adaptive signal processing: Wiener filtering, convergence speed optimization
Application of adaptive signal processing in communication technologies: adaptive channel equalization, adaptive predictive coding, principal component analysis.


	Required reading: 

	J.G. Proakis, D.G. Manolakis: „Digital Signal Processing”, Prentice Hall, 1996, ISBN 0-13394338-9;
S. Haykin „Adaptive filter ,Prentice Hall, 1996 , H.P. Hsu: „Signals and systems”, McGraw Hill, 1995.

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. András Oláh, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. András Oláh, associate professor, PhD


Course descriptions 
	Course name: Digital system and computer architectures
	Credits: 7

	Class type: lecture/practical/lab, hours per week: 4/1/1

	Type of the exam: oral exam

	Semester: 4

	Prerequisities (if exist): Electrical Networks - Theory and Computation

	Course description: 

	• Information Reperesentation,
• Main parts of an ALU,
• Arithmetic operations/units,
• Instruction set processing,
• Addressing modes,
• RISC and CISC processors,
• Control Units( microcoded and FPGA based)
• I/O Units
• Memories,
• Basics of the High Level Synthesis


	Required reading: 

	L.H.Pollard:Computer Deesign and Architecture, Prentice-Hall Int, Englewood Cliffs N.J.;
R. Camposano, W. Wolf: High-level VLSI Synthesis, Kluwer Academic Pub. Boston, 1990.

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Péter Szolgay, professor, DSc.

	Additional lecturers, if exist (name, position, degree): Dr. Péter Szolgay, professor, DSc


Course descriptions 
	Course name: Comprehensive exam in theory of digital computation
	Credits: 

	Class type: , hours per week: 

	Type of the exam: 

	Semester: 

	Prerequisities (if exist): Digital system and computer architectures; Basics of Software Technology

	Course description: 

	Comprehensive exam based on the material of the following courses: Digital system and computer architectures, Basics of software technology

	Required reading: 

	

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Péter Szolgay, professor, DSc.

	Additional lecturers, if exist (name, position, degree): , , 


Course descriptions 
	Course name: Dynamical models in biology
	Credits: 5

	Class type: lecture/practical/lab, hours per week: 2/1/1

	Type of the exam: oral exam+test/project based

	Semester: 9

	Prerequisities (if exist): Computer-controlled Systems; Comprehensive Exam in Mathematics 

	Course description: 

	The aim of the course is to familiarize students with the most important quantitative models of biology, the techniques necessary for their mathematical management; and to gain experience in executing related MATLAB simulations.

Topics
1. Population dynamics within one species: matrix models for age distribution, Leslie matrix
2. Population dynamics within one species: matrix models for age distribution, Euler-Lotka equation— non-negative matrices
3. Population dynamics of multiple coexisting species: competitive and cooperative models of the Lotka-Volterra type
4. Population dynamics of multiple coexisting species: predator-prey models of the Lotka-Volterra type
5. susceptible – infected -  removed (SIR) epidemic transmission models ---phase portrait analysis of  regular differential equations, stability and bifurcations 
6. The spread of epidemics as random process on graph – simulations
7- The spread of epidemics with planar diffusion
8. Fisher’s model of the spread of advantageous genes – travelling waves in reaction-diffusion equations
9. Nerve conduction in the nervous system: the Hodgkin-Huxley basic model and its simplified variations, such as:
10.  - the two-dimensional FitzHugh-Nagumo model – relaxation oscillations
11. – the 3-dimensional Hindmarsh-Rose model – chaos, simulation
12. Turing’s theory of biological pattern formation I.
13. Turing’s theory of biological pattern formation II. – Turing-bifurcation in reaction-diffusion equations
14. Various models for tumor growth 



	Required reading: 

	N.F.Britton, Essential Mathematical Biology, Springer, New York, 2003; additional texts on the webpage (https://wiki.itk.ppke.hu/twiki/bin/view/PPKE/DinMod).

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Barnabás Garay, professor, DSc.

	Additional lecturers, if exist (name, position, degree): Dr. Barnabás Garay, professor, DSc


Course descriptions 
	Course name: Parameter estimation of dynamical systems
	Credits: 5

	Class type: lecture/lab, hours per week: 2/2

	Type of the exam: oral exam

	Semester: 6

	Prerequisities (if exist): Computer-controlled Systems 

	Course description: 

	Introduction, revision of basic tools from probability theory and statistics.
The principle of parameter estimation: the prediction error.
Algorithms based on the least-squares method.
Theoretical properties of estimation methods: maximum likelihood estimates, unbiased property, Cramér-Rao inequality, Fisher information matrix.
Bayes estimation.
Instrumental variable method.
Parameter estimation of nonlinear models.
Recursive parameter estimation.
Practical implementation of parameter estimation: preparing the measured data, prefiltering, experiment design.
System diagnosis based on parameter estimation.


	Required reading: 

	Ljung, L.: System Identification. Theory for the User. Prentice Hall, New Yersey, (1992);
Ljung, L., Söderström, T.: Theory and Practice for Recursive Identification.  The MIT Press, Massachusetts, (1993).

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Gábor Szederkényi, professor, DSc.

	Additional lecturers, if exist (name, position, degree): Dr. Gábor Szederkényi, professor, DSc


Course descriptions 
	Course name: Thesis work
	Credits: 30

	Class type: practical, hours per week: 30

	Type of the exam: test/project based

	Semester: 10

	Prerequisities (if exist): Project work

	Course description: 

	Completing the thesis work. Note, that the course manager has only administrative tasks in the coordination of the students, the scientific work is completed by the individual advisor of each student. 

	Required reading: 

	

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. György Cserey, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): , , 


Course descriptions 
	Course name: Discrete mathematics I. 
	Credits: 2

	Class type: lecture/practical, hours per week: 1/1

	Type of the exam: oral exam

	Semester: 1

	Prerequisities (if exist): 

	Course description: 

	 Set-algebra, Algebraic structures: groups, fields. Complex numbers. Determinants. Vector-algebra. Matrix-algebra. Linear spaces, basis, coordinates, dimension. Examination of linear equation systems.  Change of basis. Linear mappings and transformations. Eigenvalues, eigenvectors, diagonalization. Euclidean spaces. Special transformations. Quadratic forms and conic sections. Fundamental theorem of algebra.

	Required reading: 

	Norman L. Biggs (2002-12-19). Discrete Mathematics. Oxford University Press. ISBN 978-0-19-850717-8.

	Recommended reading: 

	Paul. R Halmos: Finite-Dimensional vector Spaces, Springer Verlag, 1974.

	Lecturer (name, position, degree): Dr. Ágnes Bércesné Novák, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Bernadett Ács, researcher, MSc


Course descriptions 
	Course name: Discrete mathematics II. 
	Credits: 3

	Class type: lecture/practical, hours per week: 1/1

	Type of the exam: oral exam

	Semester: 2

	Prerequisities (if exist): Discrete Mathematics I

	Course description: 

	Set theory. Mathematical logic: propositional and first order logic, normal forms (CNF, DNF, prenex, Skolem) resolution in propositional and in first order logic, sound deduction schemas.
Introduction to non- classical logic: multivalued, fuzzy, temporal. Combinatorics: permutation, variation with and without repetition. Binomial theorem, properties of binomial coefficients. Recursion. Problem solving with recursion. Classical tasks. Relations, binary relations and their properties. Eqvivalence relations, ordering. introduction to number theory.. Ordered sets.  Lattices. Boolean lattices. Tarski’s fix-point theorem. Cardinals. 
Complexity of algorithms, graphs and trees, representation with matrixes and lists. Prüfer-code, connectivity, breadth-first and depth-first search, walks of binary trees, Euler-line and Hamiltonian circuit, the König-Hall theorem and the "Hungarian method", Menger's theorem, network processes, minimum-weight spanning trees, chromatic number, shortest paths, planar graphs.


	Required reading: 

	Rosen: Discerete Mathematics and its Applications, McGraw Hill, 2004;
Ian Anderson: A First Course in Discrete Mathematics, Springer, 2000;
Stephen Wolfram: Mathematica, Addison Westley, 2004.

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Ágnes Bércesné Novák, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Bernadett Ács, researcher, MSc


Course descriptions 
	Course name: Developement of Eclipse modules
	Credits: 2

	Class type: lab, hours per week: 2

	Type of the exam: oral exam

	Semester: 6

	Prerequisities (if exist): Java Programming

	Course description: 

	The Eclipse platform is the basis for the most succesful Java IDE and therefore very stable and broadly used. It uses native UI components to provide as much as possible a native look and feel and with its strong modularity approach allows to design component based systems. Main topics include (but are not limited to) the following: SWT, JFace, Eclipse command framework, Eclipse RCP, Eclipse extension points, OSGi, Eclipse Modeling Framework (EMF)

	Required reading: 

	Eclipse: Building Commercial-Quality Plug-Ins; Eric Clayberg, Dan Rubel - Eclipse: Rich Client Platform: Designing, Coding, and Packaging Java Applications; Jeff McAffer, Jean-Michel Lemieux - EMF: Eclipse Modeling Framework; Dave Steinberg, Frank Budinsky, Marcelo Paternostro, Ed Merks - OSGi and Equinox: Creating Highly Modular Java Systems; Jeff McAffer, Paul VanderLei, Simon Archer.

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Márton Csapodi, assistant professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Gábor Prószéky, professor, DSc


Course descriptions 
	Course name: E-commerce
	Credits: 3

	Class type: lecture, hours per week: 2

	Type of the exam: oral exam

	Semester: 9

	Prerequisities (if exist): Introduction to Programming II

	Course description: 

	Summary of the course: 
• Short history of electronic business, its basic types, successes and fiascos. Difference between eBusiness and eCommerce.
• Movement of value, money and information. Evolution and models of supply and distribution chains.
• Business-to-Business models. Business processes among enterprises. The “Digital enterprise”.
• The role of eBusiness in supply chains, levels of cooperation, trends. Extended enterprise and virtual enterprise.
• The role of the integrated Enterprise Resource Planning (ERP) systems, Management Information Systems (MIS), Decision Support Systems (DSS) and Knowledge Management Systems.
• Classification of eMarkets, their role and main functions. Models and components of eMarket systems.
• Main characteristics of electronic sales to customers, differences between B2B and B2C business processes and requirement. Business models of web-based marketplaces.
• Electronics catalogues. Selling of touristic and travel services. Digital products.
• Electronic financial processes, models and solutions, actors, their relationship. Digital payments services and standards.
• Electronic marketing strategies and models. Customer Relationship Management (CRM) systems.
• The role of content management in eBusiness.
- eBusiness and the globalisation. Business processes and standards for identification of product and services. Standards: EAN, EPS, ebXML

	Required reading: 

	Peter Brunn, Martin Jensen, Jakob Skovgaard, “E-Marketplaces: Crafting A Winning Strategy”, European Management Journal Vol. 20, No. 3, pp. 286–298, 2002; John M. Gallaugher: „E-Commerce and the Undulating Distribution Channel”,  Communications Of The Acm, July 2002/Vol. 45, No. 7 pp. 89-95

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Gábor Szederkényi, professor, DSc.

	Additional lecturers, if exist (name, position, degree): István Vető, lecturer, MSc


Course descriptions 
	Course name: Introduction to the basics of engineering
	Credits: 4

	Class type: lecture/lab, hours per week: 0/0/4

	Type of the exam: test/project based

	Semester: 5

	Prerequisities (if exist): Introduction to measurement techniques and signal processing

	Course description: 

	 Introduction. Wireline transmission, Radio transmission, Coding, multiplexing, switching, PSTN networks, core networks. GSM Networks, Broadcasting networks, IPTV Private networks, indoor networks. ADSL Services. Bluetooth, ZigBee, WiFi, WiMAX. VOIP, IPTV, Wireless Home Gateway, Terminals, regulation of electronic communications.

	Required reading: 

	Brookshear, J. Glenn, et al. Computer science: an overview. Vol. 8. Addison-Wesley, 2003;
Rizzoni, Giorgio, and Tom T. Hartley. Principles and applications of electrical engineering. Vol. 3. McGraw Hill, 2000;
Sarma, Mulukutla S. Introduction to electrical engineering. Oxford University Press, 2001.

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. András Oláh, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. György Cserey, associate professor, PhD


Course descriptions 
	Course name: Formal methods and definition techniques in telematics
	Credits: 5

	Class type: lecture/practical/lab, hours per week: 2/1/1

	Type of the exam: oral exam

	Semester: 8

	Prerequisities (if exist): Infocommunication Systems; Basics of Software Technology

	Course description: 

	The course consists of two main parts:
Part I focuses on  introducing the formal methods and languages used in telecommunication; highlighting interesting ideas and concepts appearing in other fields as well, such as: Petri-nets, finite automata and their extensions (e.g. SDL), process algebras (e.g. LOTOS), validation techniques (state space generating and manipulation) and languages (e.g. Promela).
Part II: detailed presentation of a selected network protocol, and collecting practical experience in the field of describing and validating protocols using the formal methods (SDL) introduced.


	Required reading: 

	Ferenc Belina, Dieter Hogrefe, Amardeo Sarma, SDL with Applications from Protocol Specification, Prentice Hall International, 1991;
Rolv Braek, Oystein Haugen, Engineering Real Time Systems, Prentice Hall International, 1993;
Anders Olsen, Ove Fcrgemand, Birger Mrller-Pedersen, Rick Reed, J.R.W. Smith, Systems Engineering Using SDL-92, Elsevier, 1994.

	Recommended reading: 

	ITU-T Recommendation Z.100, CCITT Specification and Description Language (SDL),03/93, International Telecommunication Union, 1995;
Jan Ellsberger, Dieter Hogrefe, Amardeo Sarma, SDL – Formal Object-oriented Language for Communicating Systems, Prentice Hall Europe, 1997;
G.J.Holzmann, Design and Validation of Computer Protocols, Prentice Hall, 1991;
R. Milner, Communication and Concurrency, Prentice Hall, 1989.

	Lecturer (name, position, degree): Dr. Péter Szolgay, professor, DSc.

	Additional lecturers, if exist (name, position, degree): Dr. Péter Szolgay, professor, DSc.


Course descriptions 
	Course name: FPGA design
	Credits: 5

	Class type: lecture/lab, hours per week: 2/2

	Type of the exam: oral exam

	Semester: 8

	Prerequisities (if exist): Digital system and computer architectures

	Course description: 

	Summary of the course:

1.Classification of programmable VLSI devices, mask programmable vs. electrically programmable, physical realizations of electrically programmable devices.
2. FPGA routing resources and configurable logic block architecture. Complex programmable logic devices. (Xilinx, Altera)
3. FPGA development systems.
4. Church thesis, hardware/software co-design.
5. Hardware description languages especially VHDL and SystemC.
6. SystemC fundamentals: declarations, data types.
7. SystemC modules, ports, processes, channels, interfaces, events.
8. Minimization of two-level logic functions. Limitations of the classical methods.
9. Minimization of multi-level logic functions.
10.  Logic system partitioning problem.
11. Timing and clocks in SystemC. 12-13. Non-trivial applications and design examples.
14. Connection with synchronous analog programmable devices.


	Required reading: 

	F.P.Prosser, D.E. Winkel, The Art of Digital Design, Prentice –Hall Int. Ed. Englewood Cliffs, New Jersey, 1987;
A.J.van de Goor, Computer Architecture and Design, AddisonüWesley Publishing Comp. Wokingham, 1994;
Lattice Users manual;
XILINX users manual

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Zoltán Nagy, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Zoltán Nagy, associate professor, PhD


Course descriptions 
	Course name: Functional analysis
	Credits: 5

	Class type: lecture/practical, hours per week: 2/2

	Type of the exam: oral exam

	Semester: 6

	Prerequisities (if exist): Comprehensive Exam in Mathematics

	Course description: 

	Banach space, Hilbert space. Completeness. Characterisation of compact sets. Measurable space, measure.
Lebesque measure and integration. Lebesque space with the quadratic norm. L2 space. Generalized Lp, 
special case:: l_p spaces. L_2,  as Hilbert space. Orthogonal polynomial-systems: Legendre-, Laguerre-, Hermite-polynomials. Haar functions. Generalized  Fourier  series. Parseval equation. Chebyshec- and Hermite-polynomials. Haar-functions. Abstract linear operators. Operator norm. Spectrum. Dual space. Weak convergence. Operator adjoint. Contraction, banach fixed-point theorem. Generalized functions, distributions.


	Required reading: 

	K. Saxe: Beginning Functional Analysis.Kolmogorov, Fomin: Elements of the theory of functions and functional analysis. Dover Publications.

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Zsuzsanna Vágó, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Zsuzsanna Vágó, associate professor, PhD


Course descriptions 
	Course name: General purpose programming of hierarchical array processors having SIMD architecture
	Credits: 3

	Class type: lecture/lab, hours per week: 1/1

	Type of the exam: test/project based

	Semester: 9

	Prerequisities (if exist): Methods and languages of programming; Digital System and Computer Architectures

	Course description: 

	1 Introduction
2-3 Computing architectures: The physical layer
4-5 Computing architectures: The virtual layer
6-7 Porting algorithms to Many-Core architectures
8-9 The easy task for Many-Cores: 2D image processing
10-12 Advanced problems
13-14 Hard problems



	Required reading: 

	UDA C Programming Guide  http://docs.nvidia.com/cuda/cuda-c-programming-guide/index.html; The open standard for parallel programming of heterogeneous systems, https://www.khronos.org/opencl/

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. György Gábor Cserey, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Gergely Feldhoffer, assistant professor, PhD


Course descriptions 
	Course name: Intermediate C++ programming
	Credits: 2

	Class type: lab, hours per week: 2

	Type of the exam: test/project based

	Semester: 7

	Prerequisities (if exist): C++ Programming

	Course description: 

	Template usage from STL to metaprogramming, details of inheritance. Version control systems and software design in C ++. Gropu work, documentation, work plan.

	Required reading: 

	The C++ Programming Language by Bjarne Stroustrup – Addison-Wesley Pub Co; 3rd edition (February 15, 2000); ISBN 0-201-70073-5

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Gergely Feldhoffer, assistant professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Gergely Feldhoffer, assistant professor, PhD


Course descriptions 
	Course name: Intermediate Rails
	Credits: 2

	Class type: lab, hours per week: 2

	Type of the exam: oral exam

	Semester: 9

	Prerequisities (if exist): Rails for Business

	Course description: 

	This course will lead to the world of real projects and startups. Working in three person groups, we will work on an idea, chosen by us. The product will shape in every week. In the lessons we will do code review. Browser testing will help us to maintain the finished code and keep the product bug free. The one week long iterations will help us to experience the agile methodology. Using lean startup ideas, we should have a little, yet functional product at the end of the semester that can be later further developed.

	Required reading: 

	Rework by Jason Fried and David Heinemeier Hansson http://37signals.com/rework/; The Cucumber Book: Behaviour-Driven Development for Testers and Developers by Matt Wynne and Aslak Hellesoy http://pragprog.com/book/hwcuc/the-cucumber-book .

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Judit Nyékyné Gaizler, associate professor, phD

	Additional lecturers, if exist (name, position, degree): Attila Juhász, lecturer, MSc


Course descriptions 
	Course name: Modelling neurons and neural networks
	Credits: 3

	Class type: lecture, hours per week: 2

	Type of the exam: test/project based

	Semester: 7

	Prerequisities (if exist): Basics of Neurobiology

	Course description: 

	I. Detailed models of single neurons
1. Biophysical foundations of neuronal activity
2. Signal propagation in passive dendrites: the cable equation
3. Signal propagation in the axon: the Hodgkin-Huxley model
4. Multicompartmental modeling, neural simulators
5. The diversity of ion channels and their role in neuronal function
6. Processing and integration of excitatory and inhibitory synaptic inputs
II. Modeling network dynamics using simplified model neurons
1. Rhythmic network activity and synchronization
2. Attractor dynamics as the basis of short-term and long-term memory
3. Computations in feedforward and recurrent networks
III. Modeling synaptic plasticity and learning
1. Biophysical mechanisms of neuronal plasticity
2. Dynamics of the synaptic matrix in neuronal networks
IV. Abstract models of neural dynamics, representation, and learning, and their application to cognitive processes


	Required reading: 

	Koch, C.: Biophysics of Computation: Information Processing in Single Neurons. Oxford University Press, 1999; Koch, C. and Segev, I., editors: Methods in Neuronal 
Modeling: From Ions to Networks. A Bradford Book, The MIT Press, 1998; Gerstner, W. and Kistler, W.M.:Spiking Neuron Models: Single Neurons, Populations, Plasticity. Cambridge University Press, 2002; Dayan, P. and Abbott, L.F.: Theoretical Neuroscience. The MIT Press, 2001.

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Imre Kalló, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Szabolcs Káli, lecturer, PhD


Course descriptions 
	Course name: Comprehensive exam in infocommunication
	Credits: 

	Class type: , hours per week: 

	Type of the exam: 

	Semester: 

	Prerequisities (if exist): Information and Coding Systems; Infocommunication Systems

	Course description: 

	Comprehensive exam based on the material of the following courses: Infocommunication systems; Information and coding theory.

	Required reading: 

	

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Péter Szolgay, professor, DSc.

	Additional lecturers, if exist (name, position, degree): , , 


Course descriptions 
	Course name: Infocommunication Systems
	Credits: 3

	Class type: lecture, hours per week: 3

	Type of the exam: oral exam

	Semester: 5

	Prerequisities (if exist): Stochastic Processes

	Course description: 

	Characteristics of twisted pair cables, coaxial cables, optical fibre cables. Description and basic solutions for radio transmission. Multiplexing, PDH, SDH hierarchy. Circuit switching, packet switching, cell-switching. PSTN, ISDN networks. GSM networks. Cable TV networks, private networks. Subscriber services, network services. The control of electronic communication. End effectors. Case study: ADSL

	Required reading: 

	www.digitus.itk.ppke.hu/~takacsgy under the course titled "Kommunikációs rendszerek alapjai";
http://www.hte.hu/onlinekonyv.html;
http://www.hte.hu/onlinebook.html

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. András Oláh, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. András Oláh, associate professor, PhD


Course descriptions 
	Course name: Information and coding theory
	Credits: 6

	Class type: lecture/practical, hours per week: 4/1

	Type of the exam: oral exam

	Semester: 5

	Prerequisities (if exist): Digital Signal Processing; Stochastic Processes

	Course description: 

	Source coding: prefix codes, the Kraft-inequality, entropy, Shannon's theorem, Kullback-Leibler inequality, suboptimal codes, Shannon-Fano coding, block coding, arithmetic
coding, conditional entropy, mutual information, fixed length coding, AEP, achievable signal rate, stationary sources, Markovian sources. Quantization: vector-quantization, Lloyd-Max conditions, the rate-distortion function, differential entropy. Channel coding: discrete memoryless channels, the channel code, Bayes decisions,  fidelity, channel capacity, the conversion of the channel coding theorem, Fano's inequality, the joint source-channel coding theorem, cascades of channels. 


Error correcting codes: communication over band limited channels, some properties of BSC, block codes and their performance (Singleton and Hamming bounds), linear binary Hamming codes, Galois fields and Reed-Solomon codes, the PGZ detection algorithm, BER analysis, cyclic codes and their shift register implementations, minimal polynoms and BCH codes, Convolutional coding, state graph , transfer graph and transfer functions, the Viterbui algorithm, Trellis coded modulation, CDMA systems, Walsh-Hadamard codes


	Required reading: 

	T. M. Cover: Elements of Information Theory, John Wiley, 1991;
S. Haykin: Communication Systems, John Wiley, 2001;
J.G. Proakis: Digital communications,McGraw Hill, 1996;
S. Lin, D. Costello: Error control coding, McGraw Hill, 1999.

	Recommended reading: 

	 

	Lecturer (name, position, degree): Dr. András Oláh, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. András Oláh, associate professor, PhD


Course descriptions 
	Course name: Information management systems living laboratory
	Credits: 4

	Class type: lecture/lab, hours per week: 1/3

	Type of the exam: test/project based

	Semester: 9

	Prerequisities (if exist): Methods and Languages of Programming

	Course description: 

	The aim of the course is to learn and practice how to work in teams while working on the development of socially and environmentally relevant information management systems, building on the technical knowledge acquired in university education.
Students who complete the course learn and try the methods and tools of teamwork and of application development with user participation, while working on Web applications of social and environmental significance.

• Living lab 
o methods (e.g. case study, context mapping, co-creation) 
o techniques
o tools
• Agile software development
o values, theories, methods, processes, tools, infrastructure
• Social networks, Web systems
o APIs (OpenSocial, Facebook API) 
o Google API, Android
o data security
o business models
• Environmental Information Systems


	Required reading: 

	Due to the specific nature of related fields, there is no textbook available for the course. Lecture handouts and the copy of selected articles will be made available, in addition to the doocumentation of Open source projects.

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Gergely Lukács, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Gergely Lukács, associate professor, PhD


Course descriptions 
	Course name: Integration of computer systems
	Credits: 5

	Class type: lecture/lab, hours per week: 2/2

	Type of the exam: oral exam

	Semester: 8

	Prerequisities (if exist): Java Programming

	Course description: 

	This course enables students to understand the importance and role of systems integration, integrated application systems, and apply the appropriate system architectures and standards of integration.
- The importance of systems integration in modern application development. Models and elements of the integrated system
- Horizontal and vertical integration. Levels of integration.
- Basic types of integration. Application integration. Process integration. Data integration.
- Heterogeneity. Categories and management of heterogeneity
- The concept of middleware, its role and significance.
- Categories and types of middleware.
- Factors that hinder integration. Technical difficulties of integration. Data-synchronization problems.
- The object-based integration: COBRA
- Standards of RPC-based integration. Standards of message-based integration.
- Process-modeling languages: BPMN, BPEL. Types of process-integration
- Web services. Characteristics of WebServices. Services and models built on WebServices.
- Direction of development: “Indiscernibly” connecting systems. On Demand Business. SOA—Service Oriented Architecture
- Types of process integration. Methods of process integration.
New opportunities of integration: Semantic Web Services.


	Required reading: 

	Bernard Manouvrier, Laurent Ménard: Application Integration: EAI, B2B, BPM and SOA John Wiley & Sons, Inc., ISBN: 978-1-84821-088-22008; Wing Lam: Enterprise Architecture and Integration:Methods, Implementation, and Technologies Hershey New York, Information Science Reference (an imprint of IGI Global)ISBN 978-1-59140-887-1,2007.

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Márton Csapodi, assistant professor, PhD

	Additional lecturers, if exist (name, position, degree): István Vető, lecturer, MSc


Course descriptions 
	Course name: Integrated structural bioinformatics
	Credits: 4

	Class type: lecture, hours per week: 3

	Type of the exam: oral exam

	Semester: 9

	Prerequisities (if exist): Introduction to Bioinformatics

	Course description: 

	Representation of the spatial structure of macro-molecules, the PDB database. Quality control of protein structures. Assignment of secondary structural elements. Domain division. 3D structural comparison: algorithms and databases. Function prediction based on spatial structure. Identification of important amino acids. Structure predictions. Structural bioinformatics of membrane proteins. Representation of inner dynamics. Protein structures in evolutionary investigations.

	Required reading: 

	Bourne és Weissig (ed.): Structural Bioinformatics (Wiley-Blackwell, 2003) (or a most recent edition); course material available on the university wiki.

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Zoltán Gáspári, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Zoltán Gáspári, associate professor, PhD


Course descriptions 
	Course name: Integrated busniess software systems
	Credits: 4

	Class type: lecture/practical, hours per week: 1/2

	Type of the exam: oral exam

	Semester: 8

	Prerequisities (if exist): Basics of Software Technology

	Course description: 

	Principles of modern, business software architectures:
- there are  independenty operating „boxed” systems built on heterogeneous techological basis, or uniquely developed expert systems, support systems;
- the complete re-engineering of systems, and their replacement with a single solution is not realistic, not justified;
-  the effective use of  resources requires the cooperation of systems, and the creation of central services;
- bindings of heterogeneous systems should be built on open standards, with managable, scalable structure;
- complex workflows typically requiring the cooperation of several expert systems need to be supported by the system on a high level.

Building on the principles above, during this course students get to learn the main methodologies and standards of the functional integration of business software systems and of the description of processes; the popular design tools, some basic services and their place in the integrated system; standards supporting the safe cooperation of heterogeneous systems; opportunities available in evaluating and managing security; conditions of the high availability of systems. The course builds on knowledge aquired during the course "Integration of computer systems" and is well connected to the material presented during the course "Data security and cryptology”, as it emphasizes opportunities existing in identification, authentication and confidential communication.
By the end of the semester students are familiarized with and practiced, as well as gained direct experience through projects  about the software technologies listed below:
- identification systems (Kerberos, Active Directory, Identity Management, Single-Sign-On, SAML, PKI)
- document-management (control, standards, services and support technologies)
- authentication and authenticated storage of electronic documents
- support technologies for process-description and process control
- major webservice standards, security of webservices
- cloud computing "software as a service" (SaaS), fields of application, security issues.


	Required reading: 

	Materials available online: https://wiki.itk.ppke.hu/twiki/bin/view/PPKE/Integralt_uzleti_szoftver-rendszerek

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Márton Csapodi, assistant professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Márton Csapodi, assistant professor, PhD


Course descriptions 
	Course name: Media-communication through the Internet
	Credits: 4

	Class type: lecture/lab, hours per week: 2/1

	Type of the exam: oral exam+test/project based

	Semester: 8

	Prerequisities (if exist): Infocommunication Systems 

	Course description: 

	Characterization of media material. The sensitivity of human sensory organs. Recording music. Basics of video manipulation techinques. Basics of compression of music and video data. Compression and synthesis of voice. Signal processing and compression of human speech. Video codecs. Preparing multimedia files. Manipulation of video signals. Storing files and file formats. Evaluation and tools of media communication via internet. The layered structure of media communication via Internet. The transmission of media streams via Internet. Routing and packet handling. Real time applications based on RT reference Model: RTC, RTCP and RTSP protocols.

	Required reading: 

	M. Yajnik, J. Kurose, D. Towley, "Packet loss correlation in the Mbone multicast network”, IEEE Global Internet Conf., pp.94-99, London, Nov. 1996;
K. Jonas, P. Kanzow, M. Kretschmer: “Audio Streaming on the Internet. Experiences with Real-Time Streaming of Audio Streams”, Proceedings of IEEE ISIE’97 Vol. I, 1971 side SS71;
K. Jonas: “Forget the Net!”, Proceedings of IEEE DMS’97 (4th Pacific Workshop on Distributed Multimedia Systems), Vancouver, Canada, July 23-25, 1997, side 103;
C. K. Miller: Multicast Networking and Applications, Addision Wesley, 1999;
D. Kosiur: IP multicasting, John Wiley.

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Géza Kolumbán, professor, DSc.

	Additional lecturers, if exist (name, position, degree): Dr. György Takács, lecturer, CSc


Course descriptions 
	Course name: IP laboratory sessions
	Credits: 3

	Class type: lab, hours per week: 3

	Type of the exam: test/project based

	Semester: 7

	Prerequisities (if exist): Computer Networks

	Course description: 

	Configuration of switches.
Special protocols used in switches: VTP, CDP, STP, ...
Routers, routing protocols: RIP, OSPF, BGP
WLAN tools
Debugging
Possible attacks, defense.
Firewall setup
Analysing tools: tcpdump, ethreal, traceroute, tcptraceroute, dig,...
Network monitoring tools: nagios, munin
 Web servers, SSL, Certificates
 Mail servers, SMTP, POP3, IMAP, SASL authentication
Remote login, the SSH pprotocol family: ssh, scp, sftp, Single Sign On
 DNS server configuration, straight and reverse zones, delegation, bind, tinydns
 DHCP
 SNMP
 Ipv6 tools


	Required reading: 

	Richard Froom, Balaji Sivasubramanian, Erum Frahim: Building Cisco Multilayer Switched Networks;
Ben Laurie and Peter Laurie: Apache: The Definitive Guide;
Daniel J. Barrett, Richard E. Silverman:    SSH, The Secure Shell: The Definitive Guide;
Internet RFC-k (http://www.ietf.org)

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Gábor Szederkényi, professor, DSc.

	Additional lecturers, if exist (name, position, degree): Miklós Pásztor, lecturer, MSc


Course descriptions 
	Course name: IT technologies and architectures in large companies
	Credits: 2

	Class type: practical, hours per week: 1

	Type of the exam: test/project based

	Semester: 7

	Prerequisities (if exist): Methods and Languages of Programming

	Course description: 

	 

	Required reading: 

	Stephen D. Tansey: Business, Information Technology and Society, Routledge: London, 2003;
Namchul Shin: Creating Business Value with Information Technology: Challenges and Solutions Publisher: Idea Group Publishing | ISBN: 1591400384.


	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Csaba Rekeczky, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Ágnes Bércesné Novák, associate professor, PhD


Course descriptions 
	Course name: Java Enterprise Edition
	Credits: 2

	Class type: lab, hours per week: 2

	Type of the exam: test/project based

	Semester: 7

	Prerequisities (if exist): Java Programming

	Course description: 

	1. Java EE course overview, requirements
Application model, distributed multi-layer applications, Java EE components, Clients, Conatiners, Web services, business logic components, Persistence

2. The Web layer
Web applications,  Java Servlet Technology,  JavaServer Pages , JavaServer Pages Standard and Custom Tag Libraries

3. The Web layer
JavaServer Faces Technology, development of Unique UI components, localization of Web applications, creation of multilingual applications

4. Web services
Developing Web services with the help of JAX-WS API (server side)

5. Web services
Developing Web services with the help of JAX-WS API (client side)

6. Developing a sample application
Developing Web services (server-side service and web-based client) in practice

7. Enterprise Beans
Session Bean examples in practice

8. Enterprise Beans
 Message-Driven Bean examples in practice

9. Persistence
Introducing the Java Persistence API

10. Persistence
Introducing the Java Persistence Query language

11. Developing a sample application
Introducing the sample application, designing the architecture and the necessary components, implementation

12. Developing a sample application
Implementing the sample application


	Required reading: 

	David Flanagan, Jim Farley, William Crawford: Java Enterprise in a Nutshell. A Practical Guide. O'Reilly Media 2002, ISBN-10: 0596001525

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Kristóf Karacs, associate professor, phD

	Additional lecturers, if exist (name, position, degree): Dr. Kristóf Karacs, associate professor, PhD


Course descriptions 
	Course name: Java programming
	Credits: 3

	Class type: lab, hours per week: 3

	Type of the exam: test/project based

	Semester: 4

	Prerequisities (if exist): Methods and Languages of Programming

	Course description: 

	Introduction, Tools of procedural programming in Java; Object-oriented programming in Java; Frequently used data structures; Packages; Exception handling; Paralellism; Nested classes; Handling input and output; Network management (socket, TCP/IP, UDP), Remote Method Invocation (RMI); Heterogeneous distributed systems (CORBA); Database manageent (JDBC 2.0); Self-analysis and the Java Beans technology; designing graphic user interfaces.

	Required reading: 

	The Official Java website: http://java.sun.com/

	Recommended reading: 

	Horstmann, C.; Cornell, G.: Core Java(TM) 2, Volume I--Fundamentals (7th Edition) (Core Java 2) Prentice Hall, 2004;
Horstmann, C.; Cornell, G.: Core Java(TM) 2, Volume II--Advanced Features (7th Edition); Prentice Hall, 2004;
Arnold, K.; Gosling, J.; Holmes, D.:The Java(TM) Programming Language (3rd Edition); Addison Wesley, 2000.

	Lecturer (name, position, degree): Dr. Kálmán Tornai, assistant professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Kálmán Tornai, assistant professor, PhD


Course descriptions 
	Course name: Introduction to Intellectual Property Law
	Credits: 5

	Class type: lecture, hours per week: 4

	Type of the exam: oral exam

	Semester: 3

	Prerequisities (if exist): 

	Course description: 

	Introduction to Law for engineers
Civil law and types of intellectual property
Inventions – patents – utility model
Protection of the topography of microelectronic semi-conductor products
Design registration
Trade mark, geographical indicators
Copright law, legal protection of software
Competition law, confidentiality, know-how.


	Required reading: 

	J. Phillips, A. Firth: Introduction to Intellectual Property Law. Butterworths, London-Dublin-Edinburgh, 1990;
W.R. Cornish: Intellectual Property: Patents, Copyrights, Trademarks & Allied Rights. 5th Ed. Sweet & Maxwell, London, 2003

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Gyula Bándi, professor, CSc, Dr. hab.

	Additional lecturers, if exist (name, position, degree): , , 


Course descriptions 
	Course name: Image processing
	Credits: 5

	Class type: lecture/practical/lab, hours per week: 2/1/1

	Type of the exam: oral exam

	Semester: 6

	Prerequisities (if exist): Stochastic Processes; Java Programming; Comprehensive Exam in Mathematics

	Course description: 

	Cameras and optics: basics of image formation, affine transformations, lenses, known components of human vision.
- Pixel-matrix, hypermatrix representation
- histogram, histogram operations, noisefiltering
- linear filters, direct convolution, deconvolution
- Edges, points of interest, corners
- Morphology, labeling, clastering
- Integral image, Haar-filters, Viola-Jones algorithm
- Shape analysis: image moment, Hu and Zernike moments, feature-alignment
- Spectral methods: Fourier representation, DFT, DCT, spatial and frequency band filtering
- Interpolation
- Hough transformation and Hough parameters
-Textures
- Light and color space
- Physical implemetation of manual operators on topographic processors
- Outlook: stereo vision, superresolution, compressed sensing


	Required reading: 

	Richard Szeliski, “Computer Vision. Algorithms and Applications.” Springer, London, 2011 (free version: http://szeliski.org/Book/drafts/SzeliskiBook_20100903_draft.pdf); M. Seul, L. O’Gorman and M. J. Sammon, “Practical Algorithms for Image Analysis”, Cambridge University Press, Cambridge, 2012 

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Dániel Szolgay, assistant professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. András Horváth, Dr. Kristóf Karacs, assistant professor / associate professor, PhD / PhD


Course descriptions 
	Course name: Combinatorical methods
	Credits: 3

	Class type: lecture, hours per week: 2

	Type of the exam: oral exam

	Semester: 8

	Prerequisities (if exist): Linear Algebra II; Discrete Mathematics II

	Course description: 

	Interval systems; Graph colouring, sequential algorithms; Some classes of perfect graphs; Maximum and stable pairing in graphs; List coloring; Maximum-weight cuts in graphs; Greedy algorithm; Symmetrical block systems, finite geometries; External problems; Forwarding index; Factorization, decomposition; Partially ordered sets.

	Required reading: 

	J. A. Bondy, U. S. R. Murty: Graph Theory. (Springer); M. C. Golumbic: Algorithmic Graph Theory and Perfect 
Graphs. (Acad. Press); J. H. van Lint, R. M. Wilson: A Course in Combinatorics. 
(Cambridge Univ. Press); R. Diestel: Graph Theory. (Springer).

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Barnabás Garay, professor, DSc.

	Additional lecturers, if exist (name, position, degree): Dr. Zsolt Tuza, professor, DSc


Course descriptions 
	Course name: Introduction to economics, macroeconomy
	Credits: 5

	Class type: lecture, hours per week: 4

	Type of the exam: oral exam

	Semester: 1

	Prerequisities (if exist): 

	Course description: 

	Subject and concepts of economics. Market and the operation of the market. The price mechanism. Price formation in imperfect markets. National issue. Unemployment. The inflation. System of financial institutions. International economic relations. Economic policy. Income disparities and social policy. Modern economic systems. Development of economic theory up to the 20th century. Economic theory in the 20th century.

	Required reading: 

	Heijdra, B. J.; Ploeg, F. van der (2002), Foundations of Modern Macroeconomics, Oxford University Press, ISBN 0-19-877617-9;
Mankiw, N. Gregory (2014), Principles of Economics, Cengage Learning, ISBN 9781305156043.


	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. István Körösi, associate professor, CSc

	Additional lecturers, if exist (name, position, degree): Dr. István Körösi, associate professor, CSc


Course descriptions 
	Course name: Linear Algebra I. 
	Credits: 5

	Class type: lecture/practical, hours per week: 2/2

	Type of the exam: oral exam

	Semester: 1

	Prerequisities (if exist): 

	Course description: 

	Vector algebra. Matrix algebra. 3D vector spaces. Homogeneous linear mappings. Eigenvalue, eigenvector. Mathematical and physical applications. Structures: vector space, group, field. Complex numbers.

	Required reading: 

	Paul. R Halmos: Finite-Dimensional vector Spaces, Springer Verlag, 1974.

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Ágnes Bércesné Novák, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Ágnes Bércesné Novák, associate professor, PhD


Course descriptions 
	Course name: Linear Algebra II. 
	Credits: 5

	Class type: lecture/practical, hours per week: 2/2

	Type of the exam: oral exam

	Semester: 2

	Prerequisities (if exist): Linear Algebra I

	Course description: 

	Determinants. Linear space, basis, dimension, coordinates. Basis transformation. Examination of linear systems of equations. Diagonalisation. Euclidean space. Vector space with complex elements. Special transformations. Fundamental theorem of algebra. Quadratic forms.

	Required reading: 

	Bretscher, Otto (June 28, 2004), Linear Algebra with Applications (3rd ed.), Prentice Hall, ISBN 978-0-13-145334-0;
Farin, Gerald; Hansford, Dianne (December 15, 2004), Practical Linear Algebra: A Geometry Toolbox, AK Peters, ISBN 978-1-56881-234-2;
Friedberg, Stephen H.; Insel, Arnold J.; Spence, Lawrence E. (November 11, 2002), Linear Algebra (4th ed.), Prentice Hall, ISBN 978-0-13-008451-4.


	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Ágnes Bércesné Novák, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Ágnes Bércesné Novák, associate professor, PhD


Course descriptions 
	Course name: Logistics
	Credits: 3

	Class type: lecture, hours per week: 2

	Type of the exam: oral exam

	Semester: 9

	Prerequisities (if exist): 

	Course description: 

	Definition, role and subfields of logistics. Basics and development of logistic systems. Logisctic controlling.  Transportation systems. Information and management systems in logitics. Supply chain management. Supplies in logistics. Estimating demands. Just-in-time supply of materials. Distribution logistics. Methods for organizing transportation, types of transport. Transport and network planning. Management tasks of logistic systems. 

	Required reading: 

	Jünemann, R., Beyer, A.: Steuerung von Materialfluss- und Logistiksystemen, Springer 1998;
Robert B. Handfield, Ernest L. Nichols: Introduction to Supply Chain Management, Prentice Hall, 1998;
Michael H. Hugos: Essentials of Supply Chain Management, Wiley 2002;
Martin Christopher Logistics and Supply Chain Management: Strategies for Reducing Cost and Improving Service, Financial Times Prentice Hall, 1998.

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Gábor Szederkényi, professor, DSc.

	Additional lecturers, if exist (name, position, degree): Dr. László Cser, professor, DSc


Course descriptions 
	Course name: Comprehensive exam in mathematics
	Credits: 

	Class type: , hours per week: 

	Type of the exam: oral exam

	Semester: 

	Prerequisities (if exist): Discrete Mathematics II; Linear Algebra II; Mathematical Analysis II

	Course description: 

	Comprehensive exam in mathematics based on the material of the following courses: Discrete mathematics I-II.; Linear algebra I-II., Mathematical analysis I-II.

	Required reading: 

	

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Barnabás Garay, professor, DSc.

	Additional lecturers, if exist (name, position, degree): , , 


Course descriptions 
	Course name: Mathematical Analysis I
	Credits: 6

	Class type: lecture/practical, hours per week: 3/2

	Type of the exam: oral exam

	Semester: 1

	Prerequisities (if exist): 

	Course description: 

	Axioms of real numbers.  Cantor’s continuity axiom. Upper and lower bounds. Infimum and supremum of a bounded set. Inequalities: triangle-inequality, connection between arithmetic and geometric means, Bernoulli -inequality. Dedekind’ theorem. Mathematical induction. 
Infinite sequence. Bounded sequence. Limit of a sequence. Convergent, divergent, monotonic sequences. Theorem of Bolzano and Weierstrass. Cauchy’s condition of convergence. Subsequences. Contact point of a sequence. Comparison of limits. The Squeeze theorem.  Inequalities. Zero sequence. Recursive sequence. The number e. 
Infinite series. Partial sums. Cauchy’s condition of convergence. Comparison test. Absolutely and conditionally convergent series. Geometric series. Ratio and root tests. Alternating series test.
Real functions. Continuity of a function at a number. Geometric interpretation. Limit of a function. Some well-known limits. Limits and continuity. Bolzano’s theorem  Extension of the exponential function. Discontinuities of a function. Uniform continuity. Compound function. One-to-one functions. Inverse functions. Properties of a continuous function defined over a closed bounded set.
Derivative of a function. Interpretation of the derivative. Relation between differentiability and continuity. Rules of differentiation.  Chain rule. Formula for the derivative of an inverse function. Rolle’s theorem. Mean value theorem. Increasing and decreasing function. Test for monotonic functions. Local maximum and minimum values. Extreme value theorem. 
Linear approximation of a function. Equation of the tangent line. Higher order derivatives. Taylor’s formula. Lagrange’s form of the reminder term. Convex and concave functions. Point of inflexion. L’Hospital’s rule. Antiderivative. 
Integrable function. Riemann sum. Definite integral of a function. Properties of the definite integral. Fundamental theorem of calculus. Mean value theorem for integrals. Integration by parts. The substitution rule. Newton-Leibniz’s formula. Application of integration: Arc length formula. Volume of a solid revolution. 
Improper integrals. Comparison theorem. Integral of a power function. Cauchy’s condition of integrability. Gamma function.
Sequences and series of functions. Uniform convergence.  Properties of the limit function. Power series. Interval of convergence, radius of convergence. Representation of a functions as a power series. Differentiation and integration of power series. Taylor and MacLaurin series. Binomial series.
Differential equation. General solution. Initial value problem. Separable equation. Homogeneous and nonhomogeneous linear differential equation  


	Required reading: 

	R. Courant-F. John: Introduction to Calculus and Analysis I. Springer;
R. Courant-F. John: Introduction to Calculus and Analysis II. Springer.

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Zsuzsanna Vágó, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Dávid Csercsik, assistant professor, PhD


Course descriptions 
	Course name: Mathematical Analysis II
	Credits: 7

	Class type: lecture/practical, hours per week: 3/3

	Type of the exam: oral exam

	Semester: 2

	Prerequisities (if exist): Mathematical Analysis I 

	Course description: 

	Points and point sets in the plane. Sequences of points. Convergence. Neighborhood of a point. The boundary of a set. Closed and open sets. Polar coordinates. 
Functions of two independent variables. Geometric representation. Continuity. Limit of a function of several variables. Uniform- and Lipschitz- continuity. Theorems of Weierstrass.  The partial derivatives of a function. Continuity and existence of partial derivatives. Change of the order of differentiation. Differentiability. Directional derivatives. The tangent plane. The total differential of a function. Compound functions. The chain rule. The second derivative: Hesse matrix.  The implicit function theorem. Maxima and minima. Necessary and sufficient conditions of extreme values. Maxima and minima with subsidiary condition. Method of undetermined multipliers. System of functions. Transformation and mappings. Differentiation formulae for the inverse function. Cylindrical and spherical coordinates. Mean value theorem. Taylor’s theorem for several independent variables. 
Jordan measure in two dimension. Double integral. Fundamental rules.  Integrals over rectangle. Change of order of integration.  Reduction of double integral for more general regions. Transformation of integrals in the plane. Transformation to polar coordinates. Improper integrals of functions over bounded sets. Integrals over unbounded regions. Path in R3. Path integral of a vector field. Surface areas and surface integrals.
Periodic functions. Trigonometric polynomials. Complex notation of trigonometric polynomials. Fourier coefficients. Fourier expansion of a function. The main theorem on the convergence. Order of magnitude of the Fourier coefficients Parseval’s relation.
The Fourier integral. Rate of convergence in Fourier’s integral theorem. Basic properties of Fourier transforms. Parseval’s identity for Fourier transforms. Fourier transform of the derivative of a function. Inverse Fourier transform. Connection between time- and frequency domain descriptions. The Laplace transformation. Fundamental rules. Dirac’s delta function. Laplace transform of the convolution of two functions. 
The general linear differential equation of the first order and of higher order. Principle of superposition. Linearly independent functions, Wronski determinant.  General solution of homogeneous differential equations. The characteristic polynomial. The nonhomogeneous differential equation. Method of variation of parameters. Systems of differential equations and differential equations of higher order. 
Partial differential equations of second order, with constant coefficients. Canonical form of second order PDEs. Hyperbolic equation: the one dimensional wave equation.  D'Alambert’s solution of. Parabolic equation: the heat equation in one dimension. Solution using Fourier’s method. Elliptic equation, Laplace equation. 
Limits and infinite series with complex terms. Power series with complex coefficients. Complex functions, canonical form. Extension of  elementary functions to complex arguments. Continuity. The postulate of differentiability. Cauchy-Riemann equations. Analytic functions. Harmonic functions. The integration of analytic functions. The logarithm, the exponential function.  Zeros, poles and residues of an analytic function. The theorem of residues.


	Required reading: 

	R. Courant-F. John: Introduction to Calculus and Analysis I. Springer;
R. Courant-F. John: Introduction to Calculus and Analysis II. Springer.

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Zsuzsanna Vágó, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Dávid Csercsik, assistant professor, PhD


Course descriptions 
	Course name: Mathematical analysis III.
	Credits: 5

	Class type: lecture/practical, hours per week: 2/2

	Type of the exam: oral exam

	Semester: 5

	Prerequisities (if exist): Comprehensive Exam in Mathematics

	Course description: 

	Metric spaces. Continuous mappings. The principle of contraction mappings and its applications: solution of linear equation, successive approximation, solution of differential equation, Picard’s theorem.  Real functions in metric spaces. Lower and upper semicontinuous functions. Total variation of a function. Normed linear spaces. Linear functionals. The conjugate space. Reflexive and irreflexive spaces. Weak convergence and strong convergence. Weak convergence of linear functionals. Banach spaces. Linear operators. Boundedness and continuity. Banach Hahn theorem. Norm of an operator. The second conjugate space. Adjoint operator.
Lebesgue measure in R. Measurable sets. Measurable functions. The Lebesgue integral. Fundamental properties of Lebesgue integral. Comparison of Lebesgue and Riemann integrals  Various types of convergence. 
Square integrable functions. The space L2. Inner product. Norm. The completeness of the space L2. Orthogonal sets of functions. Orthogonalization. Fourier series over orthogonal sets. The Riesz-Fisher theorem. Isomorphism of spaces  L2 and  l2. Special orthogonal sets of functions.  Abstract Hilbert space. Linear and bilinear functionals in Hilbert space. Completely continuous self adjoint operator in a Hilbert space. The space  Lp, p ≥1. The space L∞.
Vector fields. The gradient. The divergence. The curl. Manifolds and boundaries. Path integrals. Surface integrals. The divergence theorem and Stokes’ theorem. Physical interpretation of the divergence  and Stokes’ theorems. 
Elementary k-forms. The vector space of k-forms. Differential k-forms and the exterior derivative. Special case in R3. Differential forms and vector fields. Manifolds: parametrized and implicit manifolds. Tangent spaces and orientations. Integration on manifolds. Stokes’ theorem.  
Calculus of variation. Motivation. Physical examples. Necessary condition of an optimum. Euler equation. 
Partial differential equation. Solution of a quasi-linear equation. Characteristic curves. Solution of a PDE by the method of finite difference. 


	Required reading: 

	Thomas A. Garrity: All the mathematics you missed..., Cambridge University Press, 2002;
R.F. Curtain, A.J. Pritchard: Functional Analysis in Modern Applied Mathematics, chapter 10;
M.Renardy, R.C.Rogers: An introduction to Partial Differential Equations, Springer-Verlag, 1993. Chapter 1;
R. Courant-F. John: Introduction to Calculus and Analysis I-II. Springer.

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Zsuzsanna Vágó, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Zsuzsanna Vágó, associate professor, PhD


Course descriptions 
	Course name: Basics of management and microeconomy
	Credits: 5

	Class type: lecture, hours per week: 4

	Type of the exam: oral exam

	Semester: 2

	Prerequisities (if exist): Introduction to Economics

	Course description: 

	1. Introduction to management techniques: What is the concept of a company? Definitions of major economic schools. Economic arguments for the foundation of a venture and the selection of type.
2. Strategic management: Strategic, tactic and operative levels of planning. Analysis of the current state. Determination of the market position of a company with the use of various well-known models.
3. Marketing management: Marketing as means to meet company objectives. 4P system of the marketing of a target market.
4. Investment assessment techniques: Investments are the fundaments of company growth. An investment plan, assessment methods of investments. Concept of current value.
5. Financing: Forms and economic rationality of financing company investments.
6-9. Introduction to controlling. Content and interpretation of documents of accounting in company decision-making. Balance sheet. Profit and loss statement, Cash Flow.
10. Financial management: System of financial indices. Investigation of the rentability of company operation.
11. Liquidity management: Financing company operation. Liquidity management, four-stage liquidity plan.
12. Distribution of profits among the owner, the creditor and the state.
13. Control of company operation, production management, logistics.
14. Human resources management: Human resources in the service of company objectives selection and retraining of manpower; questions of work force reduction.
15. Change management: crisis management, re-organization techniques


	Required reading: 

	Varian, Hal R. Intermediate Microeconomics: A Modern Approach. W. W. Norton & Company, 8th Edition: 2009;
Mankiw, N. Gregory. Principles of Microeconomics. South-Western Pub, 2nd Edition: 2000.

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. András Schlett, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. András Schlett, associate professor, PhD


Course descriptions 
	Course name: Project work
	Credits: 8

	Class type: lab, hours per week: 8

	Type of the exam: 

	Semester: 9

	Prerequisities (if exist): Self-guided project work II

	Course description: 

	Completing a project work. Note, that the course manager has only administrative tasks in the coordination of the students, the scientific work is completed by the individual advisor of each student. 

	Required reading: 

	

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Gábor Szederkényi, professor, DSc.

	Additional lecturers, if exist (name, position, degree): , , 


Course descriptions 
	Course name: Measurement labs
	Credits: 2

	Class type: lecture/lab, hours per week: 2

	Type of the exam: test/project based

	Semester: 5

	Prerequisities (if exist): Introduction to measurement techniques and signal processing

	Course description: 

	Topics of measurement seminars: Labview 1-2, Elvis 1-2 GPS measurement, diode measurement, transistor measurement, microcontroller programming, medical measurements.


	Required reading: 

	Placko, Dominique, ed. Fundamentals of instrumentation and measurement. John Wiley & Sons, 2013.

	Recommended reading: 

	Prutchi, David, and Michael Norris. Design and development of medical electronic instrumentation: a practical perspective of the design, construction, and test of medical devices. John Wiley & Sons, 2005.

	Lecturer (name, position, degree): Dr. György Cserey, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. György Cserey, associate professor, PhD


Course descriptions 
	Course name: Computer-driven measurement systems
	Credits: 4

	Class type: lecture/lab, hours per week: 2/1

	Type of the exam: test/project based

	Semester: 6

	Prerequisities (if exist): Electrical networks - theory and computation; Introduction to the basics of engineering

	Course description: 

	Theory and practice of virtual instruments. Comparison of traditional hardware-based and virtual instruments. Theory of complex envelopes. Transformation to baseline:  samples to determine the baseline equivalent. 
Implementing the theory of complex envelopes: block diagram transformation, minimalising runtime, design of virtual instruments, implementing software-based tools. 
Structure of  hardware tools: the TRF6900A EVM  and the USRP-2. Hardware integration to LabVIEW. Using kilo-processor systems  on video cards  in signal processing (GP-GPU). A/D and D/A transformers, DAQ card, decimalisation and interpolation. Analysis of integrated designing, process controller and test systems, stages of system design. Analysis of the controlled process.
Ensuring traceability. Hardware- and process-side planning. Software-side planning. Security and safety-of-life regulations. Layered structure of integrated systems, integrating unique workplaces and measurements into the system. Layered structure of software-controlled IT systems.  VISA model of controllable instruments. Integration of instruments via GPIB bus.


	Required reading: 

	Notes of the lecturer available at: 
http://users.itk.ppke.hu/~kolumban/software_defined/index.html

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Géza Kolumbán, professor, DSc.

	Additional lecturers, if exist (name, position, degree): Dr. Géza Kolumbán, professor, DSc


Course descriptions 
	Course name: Artificial intelligence
	Credits: 5

	Class type: lecture/practical/lab, hours per week: 2/1/1

	Type of the exam: oral exam

	Semester: 8

	Prerequisities (if exist): Probability, Statisctics; Introduction to Programming II

	Course description: 

	Introduction: (Embedded) intelligent system and its environment. Intellingent agents. Formalization of problem solving. Informed and uninformed search. Knowledge, representation, conclusion - universal issues. Logical knowledge-representation. Propositional calculus. Predicative calculus. Situation calculus. Building knowledge-representations. Representation of uncertain knowledge. Modeling uncertainity with fuzzy logic. Planning. Learning agent. Learning. Conclusion.

	Required reading: 

	Russell, Stuart J.; Norvig, Peter (2003), Artificial Intelligence: A Modern Approach (2nd ed.), New Jersey: Prentice Hall, ISBN 0-13-790395-2;
Winston, Patrick Henry (1984). Artificial Intelligence. Reading, Massachusetts: Addison-Wesley. ISBN 0-201-08259-4.


	Recommended reading: 

	Materials available on the webpage of the  course.

	Lecturer (name, position, degree): Dr. Kristóf Karacs, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Kristóf Karacs, associate professor, PhD


Course descriptions 
	Course name: Microelectronics
	Credits: 6

	Class type: lecture/practical, hours per week: 3/2

	Type of the exam: oral exam

	Semester: 6

	Prerequisities (if exist): Electrical Networks - Theory and Computation

	Course description: 

	Basic issues of modern microelectronics, complexity, speed, dissipation, reliability. Methods for increasing the capacity of CMOS logics; dynamic and self-timing systems. Methods for decreasing data entry losses and times, implementing meta-stable states of flip-flop. Different uses of modern EEPROM tools. Construction-related issues of highly complex memories, organisation, time-overlaps, internal intelligence. Utilizing the methods of network theory and signal processing in computer technology. Highly complex circuits of digital signal processing. Implementation of analogous microwave techniques in microelectronics. 
Telecommunication and the typical VLSI circuits of computer networks. Issues of planning micro-circuits, stages of planning, the VHDL language. 
The Cadence design system and its services.
Measuring VLSI circuits and the measuring equipment used. 


	Required reading: 

	N. H. E. Weste, K. Eshragian: „Principles of CMOS VLSI Design”, Second Edition, Addison-Wesley, 1993.

	Recommended reading: 

	S. M. Sze: "VLSI Technology, McGraw Hill, 1983;
J. P. Uyamura: "Circuit Design for CMOS VLSI”, Kluwer Publishing, 1992;
H. Iwai: "CMOS Technology – Year 2010 and beyond”, IEEE J. Solid-State Circuits, 34,3. (1999 March.)

	Lecturer (name, position, degree): Dr. Ferenc Kovács, professor, DSc.

	Additional lecturers, if exist (name, position, degree): Dr. András Kiss, assistant professor, PhD


Course descriptions 
	Course name: Mobile networks
	Credits: 4

	Class type: lecture, hours per week: 2

	Type of the exam: oral exam

	Semester: 5

	Prerequisities (if exist): Comprehensive Exam in Mathematics; Stochastic Processes

	Course description: 

	Introduction to wireless communication
Comparison of wired and wireless communication
Modulation techniques
Issues of medium access (Introducing the ALOHA, FDMA, TDMA, CDMA, PRMA protocols)
WPAN, WLAN networks, technological overview
Mobile IP
Ad hoc networks
Description and operation of mobile ad hoc networks (MANET)
Examination of routing protocols (GRID, LAR)
The RFID and Bluetooth technology
Brief discussion of sensor networks
Applications of ad hoc and sensor networks


	Required reading: 

	William Stallings: Wireless Communications and Networks;
Stefano Basagni: Mobile Ad Hoc Networking;
Articles: Magazine articles and comprehensive studies of high importance to the field.

	Recommended reading: 

	S. R. Murthy, B.S. Manoj: Ad Hoc Wireless Networks: Architectures and Protocols; Edgar H. Calaway: Wireless Sensor Networks.

	Lecturer (name, position, degree): Dr. András Oláh, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. András Oláh, associate professor, PhD


Course descriptions 
	Course name: Multidisciplinary perspectives I.
	Credits: 1

	Class type: lecture, hours per week: 1

	Type of the exam: test/project based

	Semester: 1

	Prerequisities (if exist): 

	Course description: 

	 Problems of everyday life are complete wholes, whereas scientific life is divided into disciplines. The world is not made up of isolated compartments, issues emerging in the world form organic unities. However, the different disciplines’ interpretatations of reality and their recommendations do influence, and in some cases conflict with each other. Within the framework of this course, well-known Hungarian scientists and experts are invited to give lectures on how to approach and possibly solve a given significant scientific/technological issue.

	Required reading: 

	Gurses AP1, Xiao Y.:A systematic review of the literature on multidisciplinary rounds to design information technology.J Am Med Inform Assoc. 2006 May-Jun;13(3):267-76. Epub 2006 Feb 24.

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Árpádné Csurgay, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Árpádné Csurgay, associate professor, PhD


Course descriptions 
	Course name: Multidisciplinary perspectives II.
	Credits: 1

	Class type: lecture, hours per week: 1

	Type of the exam: test/project based

	Semester: 3

	Prerequisities (if exist): 

	Course description: 

	 Nowadays it almost counts as a commonplace to emphasize the dangers of excessive specialisation. Scientists sensitive to ”the whole” regularly call attention to the importance of synthesizing works, but problems resulting from specialisation still remain unsolved. Evidently the holistic approach to problems cannot be as detailed as a disciplinary study. On the other hand, an approach that concentrates on the whole may shed light on features that would remain indiscernible within disciplinary limits. Within the framework of this course students having studied abroad are given an opportunity to share what they have studied and worked on in a foreign country. We would like all students to get a glimpse of what lies beyond the door that has opened for those who had earned to represent our university and gain additional knowledge.

	Required reading: 

	Maria Teresa Pazienza (ed.): Information Extraction: A Multidisciplinary Approach to an Emerging Information Technology http://acl.ldc.upenn.edu/J/J98/J98-4011.pdf

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Árpádné Csurgay, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Árpádné Csurgay, associate professor, PhD


Course descriptions 
	Course name: Multimedia programming
	Credits: 2

	Class type: lab, hours per week: 2

	Type of the exam: test/project based

	Semester: 6

	Prerequisities (if exist): Introduction to Programming II

	Course description: 

	Course description week by week:
1-3. Setting up the industrial system, introduction of the basic services, theoretical foundation
4-6. Programming graphic content: camera management, animation, dynamic lights, shadows, agents
7-.: Groupwork, workshops: shader programming, load balancing. Tessallation, introduction of different multimedia motors, sound management, script languages of application logic, affine and projective geometry, GUI embedding, use of quaternions.



	Required reading: 

	Deitel, H. M., Deitel, P. J.: C++ - How to Program.Prentice Hall, 2003

	Recommended reading: 

	Meyer, Bertrand: Design by Contract, in Advances in Object-Oriented Software Engineering, Prentice Hall, 1991;
Gamma, Erich; Richard Helm, Ralph Johnson, and JohnVlissides. Design Patterns: Elements of Reusable Object-Oriented Software. Addison-Wesley, 1995;
Kernighan, Brian W.; Dennis M. Ritchie:The C Programming Language, Prentice Hall. 1978

	Lecturer (name, position, degree): Dr. Gergely Feldhoffer, assistant professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Gergely Feldhoffer, assistant professor, PhD


Course descriptions 
	Course name: Multimodal fusion and navigation
	Credits: 5

	Class type: lecture/practical/lab, hours per week: 2/1/1

	Type of the exam: oral exam

	Semester: 8

	Prerequisities (if exist): Emerging computations and cellular wave computers

	Course description: 

	The course primarily focuses on the examination of multi-object tracking based on the parallel processing of multiple image streams. It provides a comprehensive overview of adaptive algorithmic solutions combining sensor- and system-level calculations in bidirectional processing. It also covers the partitioning of data streams into topographic and non-topographic parts, and related effective processing hardware architectures. Several attention-driven calculating strategies are analysed, relying on navigational examples of unmanned vehicles.

	Required reading: 

	Yakoov Bar-Shalom, X. Rong Li, and Thiagalingam Kirubarajan, ”Estimation with Applications to Tracking and navigation”, John Wiley and Sons Inc., 2001;
Csaba Rekeczky, ”Attention Driven Multisensor Fusion and Navigation”, Course material (to be prepared), 2006.

	Recommended reading: 

	 

	Lecturer (name, position, degree): Dr. András Horváth, assistant professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. András Horváth, assistant professor, PhD


Course descriptions 
	Course name: Spatio-temporal signals, models and computers -Non-linear dynamical systems?
	Credits: 5

	Class type: lecture/practical, hours per week: 2/2/0

	Type of the exam: oral exam

	Semester: 8

	Prerequisities (if exist): Comprehensive Exam in Mathematics

	Course description: 

	The aim of the subject is twofold: to understand the basic geometric-qualitative concepts of dynamical system theory as well as to gain competencies in computer simulations of differential equations, mappings and cellular automata..   
1. Well-posed problems, existence and uniqueness theorem for ordinary differential equations, continuous dependence on parameters. 
2. Discrete-time and continuous-time dynamical systems, discretization, explicit and implicit Euler method, error estimate for general one-step methods over finite time intervals. Higher-level discretization procedures. 
3. Stability and asymptotic stability for equilibria and periodic orbits, the saddle structure near hyperbolic equilibria and periodic orbits, the method of linearization
4. Asymptotic behaviour: stability and attraction, Liapunov functions, attractor
5. Structural stability, bifurcations – in relation to both the approaching and discretized solution
6. Non-linear resonant circuits with limit cycle: Poincaré map, van der Pol oscillator
7. Non-linear systems with complex dynamics: Chua circle, coupling and synchronization.
8.Chaos, combinatorial and topological properties  of chaotic systems , cobweb diagrams
9. Detecting steady state and  periodic solutions , Newton-iteration,  the method of harmonic balance
10. Two applications: chaos control, fractal antennas
11. Cellular automata I.: Conway’s game of life, examples for self-reproduction, modelling logical gates
12. Cellular automata II.: Wolfram’s rule, universality of rule No.110. 
13. Elements of time-series analysis I.:  Linear task, linear methods, reconstruction of the linear dynamics 
14. Elements of time-series analysis II.: Non-linear task, non-linear methods, Embedding attractor theorem of Takens.


	Required reading: 

	M.W. Hirsch, S. Smale, R.L. Devaney: Differential equations, Dynamical Systems, and an Introduction to Chaos, Academic Press, New York, 2004 
(Older editions by authors W. Hirsch and S. Smale, without the parts about chaos);
D. Kaplan, L. Glass, Understanding nonlinear dynamics, Springer, Berlin, 1995.

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Barnabás Garay, professor, DSc.

	Additional lecturers, if exist (name, position, degree): Dr. Barnabás Garay, professor, DSc


Course descriptions 
	Course name: Quantitative description and control of non-linear molecular processes
	Credits: 3

	Class type: lecture, hours per week: 2

	Type of the exam: oral exam

	Semester: 8

	Prerequisities (if exist): Computer-controlled Systems

	Course description: 

	 Introduction: dynamical phenomena and feedbacks and their quantitative description in molecular biological systems; role of dynamics and regulation in cells
Non-linear system classes used for dynamical description and their properties
Basic non-linear sytsem features in the state space (stability, local observability, controllability)
Linearization with feedback (zero dynamics, relative degree, SISO-MIMO linearization)
Biochemical reaction networks 1: assumptions, representations, range and descriptive ability of the model class, examples from biology
Biochemical reaction networks 2: structure and the classical and biologically relevant relations of qualitative dynamics
Biochemical reaction networks 3: search and design of possible biochemical network structures based on prescribed qualitative properties
Dynamical foundations of enzyme kinetics in systems-theoretical terms: control structure of enzymes, enzymatic control mechanisms (competitive and non-competitive product- and substrate-inhibitions, cooperativity), Michaelis-Menten and Hill-kinetics, quasy-steady state assumption and its effects
Quantitative modeling of transcriptional, translational and proteomical  processes, gene-regulation networks and their dynamics
Dynamical building components and characteristic subnetworks in the cell: positive and negative feedback, saturation, oscillation
G-protein-coupled receptors and their kinetic models; calcium-dinamics and its modeling, relation to electro-physiological models
Molecule-level model of the glucose-insuline system (blood sugar regulation), analysis and application of regulation mechanisms
Analysis and design of energetically optimal metabolic routes


	Required reading: 

	A. Isidori, Nonlinear Control Systems (vol. 1), 3rd edition, Springer, 1995; D. Del Vecchio and R. M. Murray, Biomolecular Feedback Systems, California Institute of Technology, 2012.

	Recommended reading: 

	U. Alon, An Introduction to Systems Biology: Design Principles of Biological Circuits, CRC Press, 2006; W. Liu, Introduction to Modeling Biological Cellular Control Systems, Springer, 2012; P. Érdi and J. Tóth, Mathematical Models of Chemical Reactions. Theory and Applications of Deterministic and Stochastic Models. Manchester University Press, Princeton University Press, 1989

	Lecturer (name, position, degree): Dr. Dávid Csercsik, assistant professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Gábor Szederkényi, professor, DSc


Course descriptions 
	Course name: Neural networks
	Credits: 5

	Class type: lecture/practical, hours per week: 2/2

	Type of the exam: oral exam

	Semester: 5

	Prerequisities (if exist): Probability, Statistics; Electrical Networks - Theory and Computation

	Course description: 

	Neuron models, neural networks (feed-forward and feedback structures), information theory capacity and associative mapping, representation and learning with feed-forward networks, CNN and its dynamics, PCA and data compression with neural networks.

	Required reading: 

	S. Haykin: Neural networks – a comprehensive foundation, McGraw Gill, 1999;
C. Lau: Neural networks, IEEE Press, 1992.

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. András Oláh, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. András Oláh, associate professor, PhD


Course descriptions 
	Course name: Neural interfaces and prothesises
	Credits: 5

	Class type: lecture/lab, hours per week: 3/1

	Type of the exam: oral exam

	Semester: 9

	Prerequisities (if exist): Basics of Neurobiology

	Course description: 

	In the last decade there has been an enormous progress in the field of neural prosthetics utilizing the electric stimulation of neural elements; today it is a routine clinical procedure to implant so called "cochlear implants" into the inner ear. In this course students are familiarized with the most current electronic and magnetic stimulation techniques, interfaces and prosthetic applications.

	Required reading: 

	Handouts and recordings of the lectures available online.

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. György Karmos, associate professor, CSc

	Additional lecturers, if exist (name, position, degree): Dr. István Ulbert, associate professor, PhD


Course descriptions 
	Course name: Medical imaging systems
	Credits: 3

	Class type: lecture, hours per week: 2

	Type of the exam: test/project based

	Semester: 9

	Prerequisities (if exist): Basics of Neurobiology

	Course description: 

	Module 1.
1. In vivo applications of radioisotopes/radiopharmacons
2. Imaging tools of nulcear medicine
3. Radiation protection tools and their use in isotope laboratories
4. Characteristics of simple gamma camera examinations (planar, dynamic): phantom measurement
5. Characteristics of simple gamma camera examinations (planar, dynamic): human measurements
6. Ascpets of the evaluation of phantom measurements and simple gamma camera examinations
7. Consultation (optional)

Module 2.
1. Significance of hybrid tehcnology (SPECT/CT, PET/CT) in medical diagnostics
2. Characteristics of tomographic imaging (PET, SPECT)
3. Execution of SPECT, PET/CT examinations, collection features (I) 
4. Execution of SPECT, PET/CT examinations, collection features (II) 
5. Radioisotopes in pharmaceutical research
6. Processing tomographic imaging, evaluation and parameterization options
7. Consultation (optional)


	Required reading: 

	PPT Lecture slides.

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Miklós Gyöngy, professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Miklós Gyöngy, associate professor, PhD


Course descriptions 
	Course name: Numerical methods (I.?)
	Credits: 4

	Class type: lecture/lab, hours per week: 2/1

	Type of the exam: oral exam

	Semester: 7

	Prerequisities (if exist): Mathematical Analysis II; Discrete Mathematics II; Linear Algebra II

	Course description: 

	Solving System of Linear Equations: Gaussian elimination, Jacobi and Gauss-Seidel iteration. Computing eigenvalues:  power method, Jacobi’s method, LU algorithm. Polynomial interpolation: Lagrange interpolation, Hermite interpolation, least squares method. Numerical integration: Newton-Cotes formulae, composite formulae. Solution equations by iteration: Simple iteration, Newton method.
Some least squares problems: fitting lines. rectangles, squares in the plane.
Savitzky-Golay filter.
Fourier coefficients,  Discrete Fourier transform (DFT), properties of the transform, the inverse of DFT . The Hadamard product, relation between the convolution product and the DFT. Trigonometric interpolation
Some applications of  DFT, multiplication of polynomials, data smoothing, sound analysis, solving  fourth-order boundary value problem of differential equation with DFT
Algorithm and operating requirements of Fast Fourier transformation (FFT).


	Required reading: 

	 Gander, W., Hrebicek, J.: Solving Problems in Scientific Computing Using Maple and MATLAB. Springer, 1995.

	Recommended reading: 

	 

	Lecturer (name, position, degree): Dr. Gábor Szederkényi, professor, DSc

	Additional lecturers, if exist (name, position, degree): Dr. Lajos Gergó, associate professor, PhD


Course descriptions 
	Course name: Numerical analysis - Numerical methods II?
	Credits: 4

	Class type: lecture/practical, hours per week: 2/1

	Type of the exam: oral exam

	Semester: 8

	Prerequisities (if exist): Numerical Methods I; Comprehensive Exam in Mathematics

	Course description: 

	 1. Discrete Fourier transformation (DFT), its properties and inverse. Convolution product, theorem about the relation to convolution. A few examples of the joint application of convolution and DFT
2. Interpolation. Chebyshev interpolation, Hermite interpolation.
3. Expansion based on Chebyshev-polinomials, Clenshaw algorithm
4. Best uniform approximation, Theorem of alternating points, Remez algorithm
5. Spline functions, spline interpolation task, boundary conditions, third-degree spline interpolation
6. B-spline functions, solving the interpolation exercise in B-spline basis
7. Numerical solution of ordinary differential equations. Euler-method, basic concepts: consistence, stability, convergence, convergence of the Euler-method
8. Higher-level techniques, Taylor-polinomial methods
9.  Improved Euler-method. Runge-Kutta methods.
10. Embedded methods, experience-based error estimates, strategies to determine step interval for the Runge-Kutta methods
11. Linear, multi-step methods, midpoint rule, trapezoidal rule. Asymptomic stability.


	Required reading: 

	 Gander, W., Hrebicek, J.: Solving Problems in Scientific Computing Using Maple and MATLAB. Springer, 1995.

	Recommended reading: 

	 

	Lecturer (name, position, degree): Dr. Gábor Szederkényi, professor, DSc

	Additional lecturers, if exist (name, position, degree): Dr. Lajos Gergó, associate professor, PhD


Course descriptions 
	Course name: Basics of language technology
	Credits: 6

	Class type: lecture/lab, hours per week: 3/2

	Type of the exam: oral exam

	Semester: 6

	Prerequisities (if exist): Theory of Digital Computation

	Course description: 

	Characters, coding standards. ABCs and order. Representing the form and content of the text. Main languages. Text content representation. TEI. Coding dictionaries and corpora. 
Research issues related to the computer representation of natural languages. Utilizing formal languages for the research of natural languages. Qualitative examiniation of language models: accuracy and coverage, over-and undergeneration. Techniques for modeling natural languages. Encyclopedias. Corpus linguistics. Disambiguation.
Finite automaton, finite state transducer. RTN, ATN. Morphology. Linguistic foundations. FSA. Bi-level morphology. Special morphological problems of the Hungarian language. Unification-based morphological model: investigating the possbility of unification and feature structure. Development of morphological systems. Minimum grammar, adding by analogy. Application of morphological analysing programs: spell-check, (conjugation) thesaurus, searching by finding the root of the word. Grammars of natural languages. Important linguistic phenomena. Application of corpus linguistics in syntactic research. Treebank. Syntactic analysis algorithms: symbolic (finite: RTN/ATN, context-free) and probability algorithms (disambiguation of analysis). Feature structures and unification: sample-based and unification process of syntactic analysis (built on formal grammar or lexicon). Transition between the two. Knowledge representation: formal semantics, taxonomies, onthology - NLP-encyclopedia. Word-sense disambiguation: the word-sense model. 
Issues of translation. Relationship of different languages. Linguistic phenomena from the point of view of translation. Supporting human translation: intelligent dictionaries, tools assisting understanding. Terminology databases, administrative tools. 
Parallel corpora. Synchronization of texts. Translation memories. Similarity search. Machine translation. Dictionaries for machine translation. Representation of dictionaries. Translating procedures: syntactic/lexical, interlingual, transfer. Statistic and rule-based algorithms. Further issues of processing natural languages: modeling pragmatics and discourse. Meeting points of speech processing and language technology.  


	Required reading: 

	Dale, R., H. Moisl, H. Somers (eds.) Handbook of Natural Language Processing. Marel Dekker (2000);
Jurafsky, D. & J. H. Martin. Speech and Language Processing. Prentice Hall (2000);
Wilks, Y.A., B.M. Slator & L.M.Guthrie. Electric Words (Dictionaries, Computers and Meanings). MIT Press (1996).

	Recommended reading: 

	Allen, J. F.:Natural Language Understanding, The Benjamin/Cummings Publishing Company, Menlo Park, California (1988);
Hutchins, W. J., H. L. Somers, An Introduction to Machine Translation, Academic Press, San Diego (1992).

	Lecturer (name, position, degree): Dr. Gábor Prószéky, professor, DSc.

	Additional lecturers, if exist (name, position, degree): Dr. Gábor Prószéky, professor, DSc


Course descriptions 
	Course name: Self-guided project work I.
	Credits: 4

	Class type: lab, hours per week: 4

	Type of the exam: 

	Semester: 7

	Prerequisities (if exist): Digital system and computer architectures; Theory of Digital Computation

	Course description: 

	Completing a project work. Note, that the course manager has only administrative tasks in the coordination of the students, the scientific work is completed by the individual advisor of each student. 

	Required reading: 

	

	Recommended reading: 

	 

	Lecturer (name, position, degree): Dr. Péter Szolgay, professor, DSc.

	Additional lecturers, if exist (name, position, degree): , , 


Course descriptions 
	Course name: Self-guided project work II.
	Credits: 4

	Class type: lab, hours per week: 4

	Type of the exam: 

	Semester: 8

	Prerequisities (if exist): Self-guided project work I.

	Course description: 

	Completing a project work. Note, that the course manager has only administrative tasks in the coordination of the students, the scientific work is completed by the individual advisor of each student. 

	Required reading: 

	

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Barnabás Garay, professor, DSc.

	Additional lecturers, if exist (name, position, degree): , , 


Course descriptions 
	Course name: Basics of operating systems
	Credits: 6

	Class type: lecture/lab, hours per week: 3/2

	Type of the exam: oral exam

	Semester: 7

	Prerequisities (if exist): Digitális rendszerek és számítógép architektúrák; Introduction to Information Technology

	Course description: 

	Introduction. History of operating systems. Operating systems today. About operating systems in general: tasks, interfaces, functions, structure, operation. Processes and threads. Process systems. Cooperation of processes, synchronization and communication. Deadlock. Multiprogrammed operating systems. Queuing and state model. CPU scheduling. Storage management. Virtual storage management. File management. Periphery management. Managerial interface. Security and protection. User skills. Factors to consider when choosing an operating system. The UNIX operating system. The structure of UNIX. Scheduling. Signal management. Interprocedural communication. 
File management. 
Basics of distributed systems.
In seminars students deal with samples representing the principles taught in the lectures, and case studies primarily representing Windows and Linux solutions and teaching practical user skills.


	Required reading: 

	Silberschatz, Peterson: Operating System Concepts (any edition).

	Recommended reading: 

	Tanenbaum & Woodhull, Operating Systems: Design and Implementation, (c) 2006 Prentice-Hall.

	Lecturer (name, position, degree): Dr. András Kiss, assistant professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. András Kiss, assistant professor, PhD


Course descriptions 
	Course name: Optimalization methods
	Credits: 4

	Class type: lecture/practical, hours per week: 2/1

	Type of the exam: oral exam

	Semester: 9

	Prerequisities (if exist): Mathematical Analysis II; Discrete Mathematics II; Linear Algebra II

	Course description: 

	The aim of the course is to familiarize students with modeling and problem-solving techniques in the field of optimization. During the semester students get to learn about  the basic optimization problems (production design, set covering, transportation problem, assignment problem, etc.), and about algebraic and combinatorical methods (e.g.  linear programming or the Hungarian method) used to solve such problems. Towards the end of the semester some solution techniques for industrial engineering optimization problems are presented. While lectures primarily focus on the modeling method and the theoretical background of optimizing algorithms, the aim of seminars is to teach students how to use some of the softwares capable of solving such problems. 

	Required reading: 

	István Maros, Computational Techniques of the Simplex Method, Kluwer Academic Publishers, Boston, 2003; Laurence A. Wolsey, Integer Programming, Wiley-Interscience, 1998; Michel Minoux, Mathematical Programming: Theory and Algorithms, John Wiley & Sons Ltd., 1986; Max S. Peters, Klaus Timmerhaus, and Ronald E. West, Plant design and Economics for Chemical engineers, McGraw-Hill: 
Fifth Edition, 2002.

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Barnabás Garay, professor, DSc.

	Additional lecturers, if exist (name, position, degree): Dr. Barnabás Garay, professor, DSc


Course descriptions 
	Course name: Computer architectures for parallel computing
	Credits: 3

	Class type: lecture, hours per week: 2

	Type of the exam: oral exam

	Semester: 7

	Prerequisities (if exist): Digital System and Computer Architectures

	Course description: 

	Computing models
Basics of computer architectures, physical limits. 
Neuman architecture, Harvard architecture, integration of sensors. 
Digital signal processors - fixed point implementations; floating point architectures
Fast buses and processing, SCSI processors, 
FPGA-based processor implementations, 
Parallel processor architectures, instruction types of parallel processing. 
Instruction Level Parallel processors, Pipeline processors, 
Design case study - Design of an emulated digital CNN chip
Data-parallel processors
Structure of a cell processor
Systolic architectures
Vector architectures
MIMD architectures


	Required reading: 

	F.P.Prosser, D.E. Winkel, The Art of Digital Design, Prentice -Hall Int. Ed. Englewood Cliffs, New Jersey, 1987; D.Sima ,P. Kacsuk, Advanced Computer Architectures, Adison Wesly, 1997;  I.East, Computer Architecture and Organization, Pitman Publishing C., London 1990; A.J.van de Goor, Computer Architecture and Design, Addison Wesley Publishing Comp. Wokingham, 1994;  Lattice Users manual; XILINX users manual.

	Recommended reading: 

	T.Roska, G.Bártfai, P.Szolgay, T.Szirányi, A.Radványi, T.Kozek, Zs.Ugray and A.Zarándy, "A Hardware Accelerator Board for Cellular Neural Networks: CNN-HAC", Proc. of the IEEE CNNA-90 pp.160-168. 1990.

	Lecturer (name, position, degree): Dr. Péter Szolgay, professor, DSc.

	Additional lecturers, if exist (name, position, degree): Dr. Péter Szolgay, professor, DSc


Course descriptions 
	Course name: Patterns in Java
	Credits: 5

	Class type: lecture/practical, hours per week: 2/2

	Type of the exam: oral exam

	Semester: 8

	Prerequisities (if exist): Java Programming

	Course description: 

	The students will learn to identify the components of fundamental software patterns, their advantages and disadvantages, the types of problems they are used for, and how to implement them in Java.  The students will also be able to read, understand, and create UML diagrams that describe specific software patterns. A quick overview of Java for C++ programmers
 Introduction to Software Patterns.
 Overview of UML
 The Software Life Cycle
 Fundamental Design Patterns
 Creational Patterns
 Partitioning Patterns
 Structural Patterns
 Behavioral Patterns
 Concurrency Patterns

	Required reading: 

	Cooper, James W. The Design Patterns Java Companion available for downloading at 
 http://www.patterndepot.com/put/8/JavaPatterns.htm;
Erkel, Bruce.   Thinking in Patterns.  Available for downloading at
http://www.nir.hu/download/bruceeckel/ or
http://mindview.net/Books/DownloadSites;
Gamma, Erich;  Helm, Richard; Vlissides, John; Johnson, Ralph. Design Patterns. 
Addison Wesley, 1995;
Grand, Mark. Patterns in Java, John Wiley & Sons, 2002.

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Kristóf Karacs, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): István Vető, lecturer, MSc


Course descriptions 
	Course name: Programming in .NET framework
	Credits: 2

	Class type: lab, hours per week: 2

	Type of the exam: test/project based

	Semester: 8

	Prerequisities (if exist): Java Programming

	Course description: 

	The aim of the course is to familiarise students with the .NET Framework and the C# programming language. During the semester students acquire basic knowledge in the fields of object-oriented programming, data handling and graphical user interface development, and max create simple applications in the .NET environment.

Topics:
1. The structure and behaviour of the .NET framwork
2) C#: basics.
3) C#: object-oriented applications.
4) C#: system libraries, language integrated queries.
5) Forms: graphical user interfaces, event-handling.
6) Forms: single layer applications.
7) Forms: graphics basics and mouse events.
8) Forms: two layer applications.
9) Forms: database management and access (ADO.NET).
9) WPF: basics.
10) WPF: animations, 2D and 3D graphics.
11) WPF: styles and templates, data binding.
12) WPF: the MVVM architecture.
13) WPF: Entity-based data management (ADO.NET Entity Framework).


	Required reading: 

	Course material available on the website of the course.

	Recommended reading: 

	 

	Lecturer (name, position, degree): Dr. Dávid Csercsik, assistant professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Judit Nyékyné Gaizler, associate professor, PhD


Course descriptions 
	Course name: Programming methodology
	Credits: 5

	Class type: lecture/practical, hours per week: 2/2

	Type of the exam: oral exam

	Semester: 9

	Prerequisities (if exist): Methods and Languages of Programming

	Course description: 

	Problem and program.
Methods and tools for specification.
Program description tools and methods.
Significance and levels of abstraction.
Abstract data types.
Programming theorems and their application.
Program transformations.
Design patterns of object-oriented programming; creational, structural and behavioural patterns.


	Required reading: 

	Brian W. Kernighan, The Practice of Programming, Pearson (1999);
Weinberg, Gerald M., The Psychology of Computer Programming, New York: Van Nostrand Reinhold.


	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Gergely Feldhoffer, assistant professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Gergely Feldhoffer, assistant professor, PhD


Course descriptions 
	Course name: Methods and languages of programming
	Credits: 4

	Class type: lecture, hours per week: 3

	Type of the exam: oral exam

	Semester: 6

	Prerequisities (if exist): Data Structures and Algorithms

	Course description: 

	Lectures: Introduction, Lexical elements, Built-in data types, pointers, references, composite types, variables, expressions; Statements, iterators; Subprograms, parameter passing, scope, block structure; Data encapsulation, support of user defined abstract data-types, Generic; Reliability-exception handling, correctness, OOP (Inheritance – single, multiple, implementation of one or more interfaces, static and dynamic binding, abstract classes, etc.) Concurrency, Base concepts of the design of program libraries; Basic concepts of functional prorgamming

Laboratory work: programming using the Java programming language (Basics, Exception handling, I/O, String handling, OOP, Interfaces, Reflection, java.util, Generic, Threads, GUI, Network handling)


	Required reading: 

	Sebesta, R.W.: Concepts of Programming Languages sixth ed. Addison-Wesley, 2004;
Meyer, B.: Object-Oriented Software Construction 2nd ed. Prentice Hall, 1997.

	Recommended reading: 

	Sethi, R.: Programming languages 2nd ed. Addison-Wesley, 1996;
Wilson, L.B. and Clark, R.G.: Comparative Programming Languages; Addison-Wesley, 2001.

	Lecturer (name, position, degree): Dr. Judit Nyékyné Gaizler, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Kálmán Tornai, assistant professor, PhD


Course descriptions 
	Course name: Programmable optical devices
	Credits: 5

	Class type: lecture/practical/lab, hours per week: 2/1/1

	Type of the exam: oral exam

	Semester: 9

	Prerequisities (if exist): Theory of neural networks and analog array computers

	Course description: 

	Fundamentals of optics. Passive and active optical elements. Light sources (0D, 1D, 2D), incoherent and coherent sources, coherence. Mapping and beamforming instruments. Sensors (0D, 1D, 2D) Light modulators and deflectors (for different dimensions). Micro-optical elements, Optical MEMS (scalability and miniaturizability). Photonic crystals; optical information porcessing, linear systems (Fourier optics). Non-linear optical information processing. Optical memories. Hybrid optical and opto-electronical (photonic) systems and design methods. Visual systems.
Hierarchy of the theories and models of optics: different approaches to the description of physical reality (optical reality in time and space) - (Onion-model). Geometric optics. Different levels of ray optics and their role in the practical design process: ideal thin lenses, mirrors, etc. Editing. Formulas. Simple and complex elements, systems. Ideal thick optical elements. Realistic optical elements, ray tracing. Local phenomena (deflection, reflexion, polarization). Wave optics, physical optics (Local? global, quasi-local). Interference: coherent addition, diffraction (diffraction models, Huygens—Fresnel, Kirchoff, Sommerfeld, Rayleigh, paraxial and strict theories: scalar, vector (in z direction, are components E and B negligible?) Light as electromagnetic wave - Maxwell equations, Helmholtz equation. Propagation and mapping of Gauss beams, Gaussian beam approximation. Wave propagation. Holography. Quantum optics. 
Design methods through some specific examples.
Specific implementation forms of optical comupters. Elemental and complex optical operations. Coherent and incoherent processing. Analog and digital optical processors. Optical correlators, architectures. Optical CNN (POAC). Optical safety technology: grid-coded Fourier filtered systems (grating-coded OSS). Digital holographic microscope.


	Required reading: 

	E. Hecht: Optics, 4th ed., Addison-Wesley, NY, 2001; J.W. Goodman, Introduction to Fourier Optics, 2nd Ed. (McGraw-Hill, New York, 1996);  Ábrahám Gy. (ed.): Optika, Panem Kft., Budapest, 1998: 554-573; Alastair D. McAulay: Optical Computer Architectures: The Application of Optical Concepts to Next Generation Computers ISBN: 0-471-63242-2, Hardcover 560 pages February 1991; Anthony VanderLugt: Optical Signal Processing ISBN: 0-471-74532-4 Paperback 604 pages July 2005; 
http://www.cs.manchester.ac.uk/Study_subweb/Ugrad/coursenotes/CS3251/;
Feitelson, D. G., Optical Computing: A Survey for Computer Scientists., (ISBN 0-262- 061-120), MIT Press 1988; Avinash Kak & Malcolm Slaney (1988), Principles of Computerized Tomographic Imaging, IEEE Press ISBN 0-87942-198-3.; David Voelz: Computational Fourier Optics (A MATLAB Tutorial), SPIE PRESS ISBN 978-0-8194-8204-4; Jason D. Schmidt: Numerical Simulation of Optical Wave Propagation With examples in MATLAB, 2010 Society of Photo-Optical Instrumentation Engineers (SPIE) ISBN 978-0-8194-8326-3.

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Miklós Gyöngy, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Szabolcs Tőkés, associate professor, PhD


Course descriptions 
	Course name: Rails for business
	Credits: 3

	Class type: lab, hours per week: 2

	Type of the exam: test/project based

	Semester: 7

	Prerequisities (if exist): Web Programming

	Course description: 

	Web architecture, introduction to Ruby
Installing Rails (for Windows and Linux). Usage of the Gem package manager.
• Installing Ruby (Gem) Rails
• Installing the Sqlite database engine
• Usage of the Radrails development environment
Structure of a Rails application
• Rails library structure
• What is an MVC design pattern
Acquiring Code-generation and other useful commands
• script/generate - generating codes
• script/plugin - installing plugins
• rake db:migrate - database operations
• script/server- running Rails, starting/closing the server
Database-related tasks:
• creating the structure of the database with a migration file
• working with data
• defining the relationship between elements of data
• checking data upon entering with validators 
Usage of View/Controller
• designing user interface, template and layout management
• creating a quick admin interface with scaffold
• creating inetractive interfaces with Ajax (only a few examples, as a full course could be taught on the details)
Testing
• Testing our data with Unit tests
"Behind the scenes"
• Usage of the Interactive Rails console and log files
Installing and using plug-ins

	Required reading: 

	http://railstutorial.com/book

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Judit Nyékyné Gaizler, associate professor, phD

	Additional lecturers, if exist (name, position, degree): Attila Juhász, lecturer, MSc


Course descriptions 
	Course name: Robotics
	Credits: 5

	Class type: lecture/practical/lab, hours per week: 2/1/1

	Type of the exam: oral exam

	Semester: 7

	Prerequisities (if exist): Computer-controlled  Systems

	Course description: 

	1. Introduction – basic definitions.
2. Behaviour based robotics – reactive and deliberative systems.
3. Behaviour coordination – coordination of complex behaviours. 
4. Mobile robotics – odometry and dead reckoning. 
5. Mobile robotics – localization. 
6. Mobile robotics – navigation and path planning.
7. Robot learning – learning and adaptation. 
8. Swarm intelligence – motivations from biology. 
9. Robot manipulators – Industrial robotics. 
10. Robot manipulators – direct and inverse kinematics. 
11. Robot manipulators – differential kinematics. 
12. Robot manipulators – basics of dynamic modelling and control.
13. Visual assistance - Visual manipulators. 


	Required reading: 

	Notes available online;
- R. Arkin:  Behavior Based Robotics, The MIT Press 1998;
- Richard M. Murray, Zexiang Li, and S. Shankar Sastry. A Mathematical Introduction to Robotic Manipulation. CRC Press, 1994;
- H. Choset et al.: Principles of Robot Motion : Theory, Algorithms, and Implementations, The MIT Press (March 4, 2005).

	Recommended reading: 

	E. Bonabeau, M. Dorigo, G. Theraulaz: Swarm Intelligence: From Natural to Artificial   Systems, Oxford University Press 1999.

	Lecturer (name, position, degree): Dr. György Cserey, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. György Cserey, associate professor, PhD


Course descriptions 
	Course name: Script languages
	Credits: 2

	Class type: l, hours per week: 2

	Type of the exam: test/project based

	Semester: 6

	Prerequisities (if exist): Java Programming; Introduction to Programming II

	Course description: 

	The aim of the class is to develop basic skills to be able to efficiently use scripting languages. In the semester two scripting languages are used, Python and Lua. Topics: Basic properties of script languages. Main areas of usage. Data structure in script languages. Introduction to the use of regular expressions. Practical programming tasks in the Perl, PHP and JavaScript languages. CGI programming. Use of databases.

	Required reading: 

	Perl documentation page. http://www.perldoc.com;
Wall, L., Christiansen, T., Schwartz R. L.: Programming Perl. O’Reilly, 1998; 
Official website of PHP: http://www.php.net/;
Core JavaScript Reference 1.5: http://devedge.netscape.com/library/manuals/2000/javascript/1.5/reference

	Recommended reading: 

	Wall, L., Christiansen, T., Schwartz R. L.: Learning Perl. O’Reilly, 1997;
Python Documentation: http://www.python.org/documentation;
Wall, L., Christiansen, T., Schwartz R. L.: Learning Perl. O’Reilly, 1997;
Python Documentation: http://www.python.org/documentation

	Lecturer (name, position, degree): Dr. András Horváth, assistant professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. András Horváth, assistant professor, PhD


Course descriptions 
	Course name: Statistical methods in language processing
	Credits: 2

	Class type: lecture/lab, hours per week: 1/1

	Type of the exam: oral exam+test/project based

	Semester: 8

	Prerequisities (if exist): Basics of Language Technology

	Course description: 

	Introduction. 
Types of language resources: raw material and instruments
Text manipulation techniques. Regular expressions. Text processing tools. 
Analysis of printed and electronic dictionaries, extraction. Taxonomy. Building and design of dictionaries. Digitalisation of printed dictionaries. Dictionary analysis as a means to collect information. Methodology of dictionary analysis. 
Usage of corpus in lexographic applications. Comparing corpus-based and traditional dictionaries. 
Building and annotating a corpus, POS tagging. Definition. Corpus processing, their standards and management. 
Issues  of coprus design. POS-tagging. 
Analysing corpora, learning methods. Methods of corpus analysis. The Brown and Lancaster-Oslo-Bergen (LOB) corpus. The London-Lund corpus. Bank of English. British National Corpus (BNC). International Corpus of English (ICE). Gutenberg-corpus. Hungarian Historical Dictionary Corpus. The Hungarian National Corpus. Inductive learning from a coprus.
Structurally analysed corpora (Treebank).
Morphologically analysed, disambiguated, and syntactically analysed corpora. Properties of the treebanks, storing methods and searchability. 
Semantic tools and raw materials. Thesauruses. SemCor. Semantic networks and frames.
Implementation, search. Examples for lexical networks (FrameNet, XWordNet, SUMO, etc.)
WordNet, word-sense disambiguation. WordNet: grammatical categories, technical implementation. Creating wordnets for other languages. Methods of word-sense disambiguation (WSD). Named entity recognition (NER). Finding and analysing unknown proper nouns in corpora. Geographical names. First names, last names. Collective names. Names of institutions. Dates, names of money. Terminology: tools and methods. Terminology and its toolkit. Methods of term extraction, storage and retrieval. 
Parallel corpora, text synchronization. Concept and types of parallel corpora. Text synchronization: symbolic, statistic and hybrid methods.
Structural similarity, translation memories. Definitions of similarity. The concept of translation memory. Technical solutions.



	Required reading: 

	Huang, J. (eds.): Pattern Recognition in Speech and Language Processing. CRC Press,. Inc., Boca Raton, FL (2002) 

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Gábor Prószéky, professor, DSc.

	Additional lecturers, if exist (name, position, degree): Dr. Gábor Prószéky, professor, DSc


Course descriptions 
	Course name: Comprehensive exam in computer science
	Credits: 

	Class type: , hours per week: 

	Type of the exam: 

	Semester: 

	Prerequisities (if exist): Methods and languages of programming; Theory of Digital Computation; Neural Networks

	Course description: 

	Comprehensive exam based on the material of the following courses: Methods and languages of programming; Theory of neural networks and analog array computers; Theory of digital computation.

	Required reading: 

	

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Péter Szolgay, , 

	Additional lecturers, if exist (name, position, degree): , , 


Course descriptions 
	Course name: Electronic units of computing/communicating and sensing systems
	Credits: 3

	Class type: lecture, hours per week: 2

	Type of the exam: oral exam

	Semester: 8

	Prerequisities (if exist): Theory of neural networks and analog array computers; Digital Signal Processing

	Course description: 

	The course gives an overview of the main software-hardware devices of the computing, communicating, and sensing embedded systems. The critical design and implementation issues are discussed via an existing demonstrator system. After the course, students will be able to understand the scientific and technical principles of these devices, and the acquired practical knowledge will make them ready to learn their usage easily. Further goal is to motivate talented students and orient them towards the international research activity of this field.
Topics:
The CNN-UM as a sensory computer device. Introduction of different mixed-signal and digital implementations.
Image sensor devices (CMOS, CCD), their physical background, implementation, and application options.
Digital signal processor (DSP) architecture I 
(TMS family, the TMS 320C6x, arithmetic and logic units, memory, etc.)
Digital signal processor (DSP) architecture II 
(Instruction set, operation modes, interrupts, memory and periphery access, exceptions, etc.)
Software development on DSP I
(EVB, JTAG, Code Composer Studio, etc.).
Software development on DSP II
(cross-compiler and its usage, smart loader, debugger, sample development, etc.).
Communication processors (general properties, parameters, introduction of the AXIS processor, software environment.)
Peripherals, components (memories, PLDs, industrial digital ports, etc)
FPGA (definitions, basic components, design methods, devices, etc.).
The Bi-i system I -(Architecture, components and their interconnections, design considerations, alternatives, etc.)
The Bi-i system II -(Basic and application software components, operation methods, exception handling, diagnostics, host communication through TCP/IP, autonomous operation)
Applications of the Bi-i system - Sample application development on the Bi-i system


	Required reading: 

	Lecture slides

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Ákos Zarándy, professor, DSc.

	Additional lecturers, if exist (name, position, degree): Dr. Ákos Zarándy, professor, DSc


Course descriptions 
	Course name: Computer networks
	Credits: 6

	Class type: lecture/lab, hours per week: 2/3

	Type of the exam: oral exam

	Semester: 3

	Prerequisities (if exist): 

	Course description: 

	The course provides an introduction to the main standards, implementations, troubleshooting and analysing tools of  computer network protocols.
Topics include:
SO/OSI layers, TCP/IP layers, RFCs, data link layer, ethernet, fastethernet,  VLANs, switching,. IP, subnet, CIDR, ARP, ICMP, PPP, PPPoE,DHCP, NAT. Routing in different layers.
 spanning tree protocol, autonomous systems,
RIP, OSPF, BGP. UDP, IP fragmentation, MTU. DNS, DNS  servers, records. Broadcast and multicast. IP multicast, ethernet multicast, IGMP. TCP. TCP flow control, data traffic, sliding window machanism, slow start, congestion avoidance. Nagle algorithm, Random Early Detection,
Explicit Congestion Notification. FTP, SMTP


	Required reading: 

	Stevens: Internetworking with TCP/IP ISBN: 0-201-63346-9; Kurose, Ross: Computer Networking ISBN: 0-13-607967-9.

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Péter Szolgay, professor, DSc.

	Additional lecturers, if exist (name, position, degree): Miklós Pásztor, lecturer, MSc


Course descriptions 
	Course name: Computer Assisted Proof and Interval Analysis
	Credits: 5

	Class type: lecture/practical, hours per week: 3/1

	Type of the exam: oral exam

	Semester: 9

	Prerequisities (if exist): Functional Analysis

	Course description: 

	Introduction: reliable (interval) calculations in mathematical analysis, primarily for solving non-linear problems and for examinig the chaotic behaviour of dynamical systems.
Topics:
Introductory examples: 1. "chaos game": Sierpinski triangle, as the iterated function system of affine transformations, self-similarity and fractal dimension, coding
Introductory examples: 2. affine Smale horseshoe: coding/conjugation with the left shift operator on two-element symbols
Basic concepts of interval analysis: interval algebra, interval sequences and their convergences, interval functions
INTLAB
Optimal calculation in a reliable way: interval splitting branch-and-bound algorithm
Solving non-linear equations: the Newton method and the Krawczyk variation of the interval Newton method (applying it for the iterative solution of linear systems of equations)
Fundamentals of computer-assisted proof of chaos: Miranda-Moore test for solving non-linear systems of equations, Brouwer fixed-point theorem
Basic properties of chaos and its definition by Devaney, structural stability: structural stability of the Smale horseshoe
Chaotic behaviour of 1-dimensional transformation: transition graph and lemma of the periodic points, coding with L-R/0-1 sequences
Computer-assisted proof of chaos for 2-dimensional transformations: transtion graph and lemma of the periodic points; coding with L-R/0-1 sequences
Usual indicators and quantifications of chaos: Liapunov exponent, the non-integer box dimension (of an attractor), properties predictable with the help of the ”recurrence plot”
Qualitative numerical dynamics: discretisation of ordinary differential equations, steady state, periodic solutions, stable/unstable varieties, attractors
Creating fractal images with iterated function systems: Barnsley's fern, Hutchinson operator and the related contraction fixed point theorem
Self-similarity and its application in image compression: approximation with the affine iterated function systems


	Required reading: 

	R. E. Moore, R.B. Kearfott, M.J. Cloud: Introduction to Interval Analysis, Society for Industrial and Applied Mathematics, Philadelphia, PA, 2009 
(in older editions there is no mention of INTLAB, and R.E. Moore is the only author);
M.W. Hirsch, S. Smale, R.L. Devaney: Differential equations, Dynamical Systems, and an Introduction to Chaos, Academic Press, New York, 2004 
(Earlier editions by authors  M.W. Hirsch and S. Smale, without the parts about chaos.)

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Barnabás Garay, professor, DSc.

	Additional lecturers, if exist (name, position, degree): Dr. Barnabás Garay, professor, DSc


Course descriptions 
	Course name: Computer controlled systems
	Credits: 5

	Class type: lecture/practical, hours per week: 2/2

	Type of the exam: oral exam

	Semester: 6

	Prerequisities (if exist): Probability, Statistics 

	Course description: 

	Introduction, basic notions of signals and systems, motivation examples.
System classes, basic system properties.
Input-output and state-space description of continuous time linear time-invariant (CT-LTI) systems.
Input-output (BIBO) stability of CT-LTI systems, stability criteria in the frequency domain.
Asymptotic stability of CT-LTI systems. Application of the Lyapunov-method for CT-LTI systems.
Observability and controllability of CT-LTI systems. 
Joint controllability and observability, minimal realizations, general decomposition theorem.
Controller design for CT-LTI systems: PI and PID controllers, pole-placement control in the state-space.
Linear Quadratic Regulator (LQR) for CT-LTI systems.
Observer design for CT-LTI systems: Luenberger-observer and Linear Quadratic Estimator (LQE).
Sampling, discrete time linear time-invariant (DT-LTI) system models.
Observability, controllability and stability of DT-LTI systems.
Discrete time stochastic linear time-invariant system models. 
Kalman-filter.


	Required reading: 

	Katalin Hangos, József Bokor, Gábor Szederkényi. Computer Controlled Systems, Veszprémi Egyetemi Kiadó, Veszprém, 2002.

	Recommended reading: 

	Thomas Kailath. Linear Systems, Prentice Hall, 1980;
Ferenc Szidarovszky, A. Terry Bahill. Linear Systems Theory (second edition), CRC Press, 1998;
Sigurd Skogestad, Ian Postlethwaite. Multivariable Feedback Control: Analysis and Design, Wiley, 1996.

	Lecturer (name, position, degree): Dr. Gábor Szederkényi, professor, DSc.

	Additional lecturers, if exist (name, position, degree): Dr. Gábor Szederkényi, professor, DSc


Course descriptions 
	Course name: Personal navigation
	Credits: 4

	Class type: lecture/practical, hours per week: 2/1

	Type of the exam: oral exam

	Semester: 9

	Prerequisities (if exist): Artificial Intelligence

	Course description: 

	Aim of the course: to familiarise students with the mathematical, statistical and computer-assisted learning techniques necessary for creating personal navigation devices; with an eye to the social aspects of usage that influence the design process, and to possible hardwares and their programming.

I. Objectives and social aspects

II.
Bionic Eyeglass
Implementation platforms
System design

III.
Object and object primitive detection
Clustering and classification methods
Noise filtering and feature extraction methods
Object tracking methods
Scene classification
Visual semantics and knowledge representation
Application of learning methods

	Required reading: 

	C.E. White, D. Bernstein, A.L. Kornhauser: Some map-matching algorithms for personal navigation assistants, Transportation Research Part C, 8 (2000), pp. 91–108

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Kristóf Karacs, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Kristóf Karacs, associate professor, PhD


Course descriptions 
	Course name: Design and manufacturing circuit boards
	Credits: 3

	Class type: lecture/lab, hours per week: 1/2

	Type of the exam: test/project based

	Semester: 8

	Prerequisities (if exist): Digital system and Computer Architectures

	Course description: 

	1. (CAD) Model of the design process 
2. Simulation of analog circuits
3. Simulation of digital circuits
4. Strategies for the optimal arrangement of circuits
5. Connection design procedures
6. Wire delay
7. Designer interference and its support 
8. Specific designing assignment and creation of the manufacturing documentation


	Required reading: 

	Csurgay, The Potential of Computers in the Reseaerch of  New  Electronic Components and Circuits, TKI Annual 1975 Vol. II. pp. 41-48, Budapest, 1977; Menthor Graphics Users Manual, 2006; ORCAD Users Manual, 2002

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Zoltán Nagy, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Zoltán Nagy, associate professor, PhD


Course descriptions 
	Course name: Software design and qualification
	Credits: 4

	Class type: lecture/lab, hours per week: 2/2

	Type of the exam: oral exam

	Semester: 7

	Prerequisities (if exist): Java Programming

	Course description: 

	The aim of the course is to present in detail the methods and tools applicable in software design and implementation, building on the material of the course "Software technology".  It covers the fields of software configuration management, re-engineering  and the methods of software evolution, and familiarises students with the methods of  software process analysis and improvement. During laboratory sessions students get to learn about and use an advanced CASE tool. 
The course covers the following software design and development topics:
- Overview of structured systems development methods.
- 4GL development tools and methods.
- Design and development  methods of object-oriented systems
- Agile software development methods
- Design and implementation of real-time systems
- Design and development of critical systems
- High-level development tools for business applications
- Activity and methods of software evolution: software re-engineering, software change
- Methods of maintenance and configuration management
- Methods of the analysis, evaluation and further development of the software process : quality standards of the software product and software process
- Software process development (the Capability Maturity Model and its application)
- The Bootstrap method. The SPICE (ISO 15504) model and reference.


	Required reading: 

	Steve McConnel: Code Complete, Second Edition Microsoft Press, ISBN 0735619670 2004; Stephen T. Albin: The Art of Software Architecture Wiley 2003 ISBN: 0-471-22886-9

	Recommended reading: 

	

	Lecturer (name, position, degree): István Vető, lecturer, MSc

	Additional lecturers, if exist (name, position, degree): István Vető, lecturer, MSc


Course descriptions 
	Course name: Basics of software technology
	Credits: 5

	Class type: lecture/lab, hours per week: 2/2

	Type of the exam: oral exam

	Semester: 6

	Prerequisities (if exist): Data Structures and Algorithms; Digital System and Computer Architectures

	Course description: 

	This course aims to give students a basic knowledge about the nature of software technology, the methodology of its design and elaboration, different software development processes, the specialities and how to plan a software development project, and basics questions of software quality and standards; as well as about the critical problems of big systems.
Topics include: 
Overview of software development processes, and software life cycle
Project management, organisation of teamwork and planning the software
Importance and methods of planning and analysing requirements
Theory of systems modeling, applicable model types
Object-oriented modeling, the UML modeling language
CASE tools
Methods of software development
Approaches to developing software systems
Development methods
Importance of testing, tools and methods
Handling changes in requirements
Software maintenance
The concept of software quality, methods and standards of quality assurance
Handling changes.


	Required reading: 

	Ian Sommerville: Software engineering, Boston: Pearson. ISBN 0-13-705346-0.

	Recommended reading: 

	Stephen R. Schach: Object-Oriented and Classical Software Engineering, 5th Edition, McGraw Hill ISBN 0072395591, 2002 (First chapter available for download in pdf format: http://www.mhhe.com/engcs/compsci/schach5/samplech.mhtml);
The Cathedral and the Bazar http://www.tuxedo.org/%7Eesr/writings/cathedral-bazaar/cathedral-bazaar/;
Frederick P. Brooks, Jr: The Mithycal Man-Months: Essays on Software Engineering, 2nd Edition (1995), Addison-Wesley: ISBN: 0 201 835959;
W.E. Howden: Good Enough versus High Assurance Software Testing and Analysis Methods http://www.csun.edu/~twang/380/testing.pdf;
Jon R. Katzenbach & Douglas K. Smith: The Discipline of Teams Harvard Business Review. March-April 1993, 71(2):111-120, http://www.bmrc.berkeley.edu/courseware/cs169/spring01/readings/Discipline_of_Teams.htm

	Lecturer (name, position, degree): Dr. Péter Szolgay, professor, DSc.

	Additional lecturers, if exist (name, position, degree): István Vető, lecturer, MSc


Course descriptions 
	Course name: Stochastic processes
	Credits: 4

	Class type: lecture/practical, hours per week: 2/1

	Type of the exam: oral exam

	Semester: 4

	Prerequisities (if exist): Probability, Statisctics

	Course description: 

	Markov chains with finite and countably infinite state space, properties, stability, application to the analysis of queueing systems. Stationary processes, spectral methods, filtering, ergodicity. Continuous-time Markov chains, Poisson-process, its construction and properties, queueing systems in continuous time (M/M/1, M/G/1, G/M/1). Other processes (Brownian motion).

	Required reading: 

	Sheldon M. Ross: Introduction to probability models, Harcourt/Academic Press, 2000.

	Recommended reading: 

	Peter J. Brockwell, Richard A. Davis: Introduction to time series and forecasting, Springer, 2002.

	Lecturer (name, position, degree): Dr. Miklós Rásonyi, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. András Horváth, assistant professor, PhD


Course descriptions 
	Course name: Selected Topics in Bioinformatics
	Credits: 2

	Class type: lecture, hours per week: 2

	Type of the exam: oral exam

	Semester: 9

	Prerequisities (if exist): Introduction to Bioinformatics

	Course description: 

	Fundamentals of cell biology, stem cells
DNS, genes, genotype, phenotype
Gene regulation in procaryotes and eucaryotes
Mendel's laws
Chromosomes and chromosome-aberrations
Monogenic and polygenic inheritance, epigenetics
Genome, genomics, genome research, 
Proteomics, metabolomics
Fundamentals of molecular genetics
High performance genomic technologies: microarray
Real-time gene-amplification procedures, SNP technologies
Main applications of clinical genomics 1. Oncology, infectology
Main applications of clinical genomics 2. Allergies and other auto-immune diseases
Basics of pharmacogenomics and predictive medicine
Potential opportunities of bioinformatical evaluation (database analysis, correlation approximations, adjacency analysis)
Genomics and biobanks; ethical and legal considerations.


	Required reading: 

	Malcolm Campbell and Laurie J. Heyer. Discovering Genomics, Proteomics & Bioinformatics. (2002) Published jointly by Cold Spring Harbor Laboratory Press and Benjamin Cummings;
Nussbaum, McInnes, Willard, Boerkoel: Thompson and Thompson Genetics in Medicine, Saunders 2004;
Griffiths, Gelbart, Lewontin, Miller: Modern Genetic Analysis Integrating Genes and Genomes. Freeman and Co., New York, 2002;
Gelbart, Lewontin, Wessler, Suzuki, Miller, Griffiths: Introduction to Genetic Analysis. Freeman, New York, 2004.

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Sándor Pongor, professor, Member of the HAS

	Additional lecturers, if exist (name, position, degree): Dr. Sándor Pongor, professor, Member of the HAS


Course descriptions 
	Course name: Probability, statistics
	Credits: 6

	Class type: lecture/practical, hours per week: 3/2

	Type of the exam: oral exam

	Semester: 3

	Prerequisities (if exist): Combinatorical methods; Discrete Mathematics II; Mathematical Analysis II

	Course description: 

	Probability space, discrete and absolutely continuous random variables, expectation, covariance, special distributions, independence, multidimensional random variables, regression, law of large numbers, central limit theorem, elements of estimation and hypothesis testing.

	Required reading: 

	Course material:  http://digitus.itk.ppke.hu/~rasonyi;
Sheldon M. Ross: Introduction to probability and statistics for engineers and scientists, Harcourt/Academic Press, 2000.

	Recommended reading: 

	

	Lecturer (name, position, degree): Dr. Miklós Rásonyi, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. András Horváth, assistant professor, PhD


Course descriptions 
	Course name: VLSU design practice
	Credits: 3

	Class type: practical/lab, hours per week: 2/1

	Type of the exam: oral exam

	Semester: 7

	Prerequisities (if exist): Microelectronics

	Course description: 

	This course gives an insight of the current challenges and solutions of the large scale integrated circuit design technologies and CAD software. During practice, the students design a chip including digital, analog circuits and photosensors, which chip is to be sent to manufacturing at the end of the semester. 

- Technological issues, CAD tools, project management techniques
- Digital IC design, IP blocks, SoC solutions and their design challenges-solutions
- Digital, Analog and mixed-signal design flows, examples
- Labor practice with UMC 0.18 um technology and Cadence CAD system


	Required reading: 

	Predominantly English technical literature, in most cases available online- CAD tools and typical workflows: http://www.cadence.com/; http://www.mentor.com/;
IP blocks: http://www.design-reuse.com/ , http://www.opencores.com/.

	Recommended reading: 

	Lecture notes;  Related presentations available at: http://www.demosondemand.com/dod/ site ;
- "CMOS VLSI Design: A Circuits and Systems Perspective" (3rd Edition), Neil H.E. Weste, David Harris, 2004.

	Lecturer (name, position, degree): Dr. Péter Földesy, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Péter Földesy, associate professor, PhD


Course descriptions 
	Course name: VLSI design methods
	Credits: 5

	Class type: lecture/practical, hours per week: 2/2

	Type of the exam: test/project based

	Semester: 7

	Prerequisities (if exist): Microelectronics

	Course description: 

	• Technological issues, CAD tools, project management techniques
• Digital IC design, IP blocks, SoC solutions and their design challenges-solutions
• Digital, Analog and mixed-signal design flows, examples
• Laboratory practice with UMC 0.18 um technology and Cadence CAD system


	Required reading: 

	Predominantly English technical literature, in most cases available online- CAD tools and typical workflows: http://www.cadence.com/; http://www.mentor.com/;
IP blocks: http://www.design-reuse.com/ , http://www.opencores.com/.

	Recommended reading: 

	Lecture notes; Related presentations available at: http://www.demosondemand.com/dod/ site; „CMOS VLSI Design: A Circuits and Systems Perspective” (3rd Edition), Neil H.E. Weste, David Harris, 2004.

	Lecturer (name, position, degree): Dr. Péter Földesy, associate professor, PhD

	Additional lecturers, if exist (name, position, degree): Dr. Péter Földesy, associate professor, PhD


Course descriptions 
	Course name: Web programming
	Credits: 2

	Class type: lab, hours per week: 2

	Type of the exam: test/project based

	Semester: 3

	Prerequisities (if exist): Introduction to Programming II

	Course description: 

	Static and dynamic Web pages. 
HTML, XML, XHTML. 
Cascading Style Sheets. Validators.
CGI scripts. Javascript. 
Perl. PHP. Database management. 
Management of audio-visual material. 
Image editing and manipulation.


	Required reading: 

	Musciano, Kennedy: HTML & XHTML, The Definitive Guide;
Wall, Christiansen, Orwant: Programming Perl;
Meyer: Cascading Style Sheets, The Definitive Guide;
Lerdorf: Programming PHP.

	Recommended reading: 

	

	Lecturer (name, position, degree): Miklós Pásztor, lecturer, MSc

	Additional lecturers, if exist (name, position, degree): Ákos Gyimesi, lecturer, MSc


Course descriptions 
	Course name: Music and visual arts
	Credits: 1

	Class type: lecture, hours per week: 1

	Type of the exam: test/project based

	Semester: 4

	Prerequisities (if exist): 

	Course description: 

	 Schematic summary of the history of European visual arts and music, from the early medieval times to the middle of the 20th century. Overview of styles and trends in visual art and music through the analysis of the most outstanding works of art.

	Required reading: 

	 Shiner, Larry. (2003). "The Invention of Art: A Cultural History". Chicago: University of Chicago Press. ISBN 978-0-226-75342-3;
Kilmer, Crocker, Brown, Sounds from Silence, 1976, Bit Enki, Berkeley, Calif., LCC 76-16729.


	Recommended reading: 

	

	Lecturer (name, position, degree): , , 

	Additional lecturers, if exist (name, position, degree): , professor, DSc


Course descriptions 
	Course name: 
	Credits: 

	Class type: , hours per week: 

	Type of the exam: 

	Semester: 

	Prerequisities (if exist): 

	Course description: 

	

	Required reading: 

	

	Recommended reading: 

	

	Lecturer (name, position, degree): , associate professor, 

	Additional lecturers, if exist (name, position, degree): , , 


