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Privacy and Sovereignty: Data fight or flight?

Introduction 
Sovereignty is usually an idea connected with the political context: control by nation states over their own borders; self-determination and independence – of political, economic and social systems. Those concepts do not immediately spring to mind when you think of privacy and data protection. And yet there is a connection.
Both privacy and sovereignty centre on the concept of control. Both require sufficient levels of freedom before they can operate and have meaning. Both flourish in environments where there is reciprocal respect, trust and transparency. Each depends on the individual (or the individual nation state) being in control of their actions.
Perhaps today, both concepts of privacy and sovereignty are a little outmoded. We are, after all, in the new world of bits, bytes, pxt and txt; of interfacing interconnectivity; of data dumps and mine sweepers; blogs, wikis, phishing and spam. We have become communicators on a scale our grandparents could not have conceived. Everyone from Paris Hilton to Rodney Hide shares daily life events with the entire – perhaps uninterested world – via personal internet homepages. Government and business require more of us and in turn we relinquish our personal details often and in many arenas. So, what of privacy?
Where are we at?

The UK Information Commissioner recently released a report arguing that we now live in a surveillance society.
 But he said that the surveillance society:
… is better thought of as the outcome of modern organizational practices, businesses, government and the military than as a covert conspiracy. …the main message is that surveillance grows as a part of just being modern.

E-government and the electronic citizen
Government is a key part of the picture, as government agencies demand increasing amounts of personal data from citizens – in part to improve service delivery. At the same time, strategic policy development requires coordinating efforts across government. And improvements in computing technology mean that large datasets can be compared with ease. One of the effects of this is that within New Zealand there has been a huge growth in information matching programmes between government departments. 

One of the original purposes for the Privacy Act was to make sure government information matching programmes are monitored. That need is more acute now than when the Privacy Act was passed in 1993. At that stage there were just three information matching programmes. The inherent risks involved, and the perception of “big brother” taking over was something legislators were aware of even then – and yet with the benefit of hindsight the scale was minor. Data matching was seen as one of the greatest threats to individual privacy: decisions could be made automatically about a person without their knowledge and databases established which could be used against the citizen without any hindrance.

Information matching has the particular role of identifying discrepancies which may lead to detecting fraud or overpayment in government programmes.  In particular, the Privacy Act covers programmes where adverse action may be taken against individuals. The transparency of the department’s programme and systems is an important aspect of accountability of government. 

The data matching provisions in the Privacy Act are as a safeguard against the “invisible invader”. Our experience of monitoring the systems has grown along with the number of authorised programmes. Our most recent data matching figures record that there are 76 authorised matches, of which 46 are currently active. About half (22 matches) of those active matches use online data transfers. As you might expect, almost all of the newly authorised matches use online data transfers.

These figures represent a phenomenal growth in both the number and range of data matching being conducted by government. And yet I suspect few New Zealanders are aware of that escalation. The growth has a couple of features to note. Apart from the simple increase in the number matches, and the range of agencies involved in matching work, there are matches which involve data being sent offshore. And businesses carry out data matches too. The size and scale of the private sector matching activity is unknown, because there is no monitoring of those programmes or record of their number. 
So data matching has ‘gone global’; and we have all become “electronic citizens”. But what limits are there on this interconnectivity and what significance do national borders have when it comes to the transfer of personal information? Can we realistically talk about controlling the flows of New Zealanders’ personal information, or has the world become one large soup-bowl of personal data? 

Information flight: examples
There are numerous instances of cross-border data flows. I will outline a few from the public sector first:
NZ passport data

Some of you will know that a mirror image of all New Zealanders’ passport data is stored in Australia to facilitate the advanced passenger processing system. While the passports database itself is maintained by DIA, access by New Zealand Immigration to passports information is through Sydney. I was more than a little surprised when I found that the entire database of New Zealand passport information is also held by another country.
QuietAgent.com

A further example of a similar practice is the StaffCV product used by various government departments as part of their online recruitment process. Job applicants are asked to login or register. The StaffCV servers are provided, maintained and hosted by Rackspace in the United States. Rackspace is a Microsoft backed organisation and is an internet hosting provider. There is does not appear to be an easily accessible statement telling job applicants who submit their personal details online that those details will be held in a database offshore. (An explanation is given, but applicants have to hunt for it.)
Of course the public sector is not alone in sending New Zealanders’ data overseas. There are various private sector examples that come to mind. The examples that follow are mostly from the banking and financial services sector. (More generally, though, any business with branches overseas might store its customer databases offshore. The other day I discovered my home alarm is monitored from Australia!)
Veda Advantage

Credit reporting company Veda Advantage, (formerly Baycorp Advantage) has been developing plans to store its financial and credit information about pretty much all of us, on its databases in Australia. Those plans have hit some road bumps because of jurisdictional issues: whose law would apply to the information – our Credit Information Privacy Code – or the Australian law? On the one hand, the information is about New Zealanders, but on the other hand, it would be stored in Australia.
Banks and credit card companies
And because most the banks in New Zealand are now Australian owned, there is the likelihood that New Zealanders’ banking information is held across the Tasman. 
Recently I had to call a credit card company on its 0800 number to change some contact details for a card. I was bemused to find that the person I was speaking to was in fact located in India. After striking language difficulties, he quickly transferred the call back to a New Zealand-based operator. This of course suggests an overseas call centre has access to all the personal information on me held by the credit card company.
SWIFT banking network

At a global level, there has been concern raised about the international banking network, SWIFT (Society for Worldwide Interbank Financial Transactions). 
The Canadian Privacy Commissioner, amongst others, conducted an inquiry into the SWIFT banking network and its implications for the privacy of Canadians. We are nearing the end of a similar exploratory endeavour. The Canadian inquiry report, released on 2 April 2007,
 noted that multi-national organisations must comply with the laws of the jurisdictions in which they operate, and that “an organisation that has legitimately moved personal information outside the country for business reasons may be required at times to disclose it to the legitimate authorities of that country.”
However, the scale of the SWIFT network is vast. As the Canadian report outlines:

SWIFT supplies messaging services and software to over 7,900 financial institutions in more than 200 countries. The messages are usually used for cross-border payments, securities clearing and settlement, and treasury and trade services. Some messages contain personal information, such as name, address, account number, amount of transfer. All are stored on databases that are mirrored in both Europe and the United States.

Atlanta passenger information

Many of you will be aware that airline passenger information, including ticketing and bookings, is transmitted electronically via a network of travel agencies worldwide to Atlanta for any international air traveller.  The U.S. Department of Homeland Security sought access to that global database for security and anti-terrorism purposes.
EDS

In 1994 the Government privatised the government computing service (GCS). The privatisation raised a number of issues concerning the sensitivity of the information being processed. They included, for example, criminal history information on the ‘Wanganui computer’ and taxation information. 

In response to those issues, my predecessor issued the GCS Information Privacy Code 1994. Part of the purpose of the Code was to ensure that GCS was prohibited from transferring out of New Zealand any ‘identified information’ except with the written authority of the ‘designated agency’. Those designated agencies included some core government departments. 

GCS became owned by EDS (New Zealand) Ltd, which itself is a United States-owned company. The 1994 code was, in due course, replaced by the EDS Information Privacy Code 1997. That 1997 code has since been allowed to expire, on the basis of an undertaking from EDS (New Zealand) Ltd that ‘identified information’ will not be transferred out of New Zealand without written authority from the designated agency and other key safeguards – including notifying my office.
 I recently enquired of EDS if there had been any transmission of information overseas. Their response was that no information had been sent out of New Zealand. 
An unknown factor in many of these examples is that where personal details are sent to or stored in the United States, they are potentially accessible via the U.S. Patriot Act. Under that law, information can be accessed from an agency and the agency is prohibited from saying whether information has, in fact, been accessed. 

Technological environment

The technology that supports these – and other developments – is vast and varied. It is trite to say the speed of those technological developments is rapid. The UK Royal Academy of Engineering clusters the technology into three broad groupings:

· Connection technologies – technologies that affect how organisations move data around, as well as how they deliver information and services to customers. [DOORS]
· Disconnection technologies – technologies that provide access control to services and resources, to maintain the security of data. [LOCKS]
· Processing technologies – technologies that affect how data are handled internally within organisations, e.g. a search engine. (Virtual identity)

How these technologies knit together is a whole other ball game. So what sort of technological present and future are we likely to face? The Royal Academy of Engineering identifies three possible scenarios.
 The first is the ominous ‘Big Brother’, where surveillance is a defining feature. But there is a key difference:
‘Big Brother’ will end up being more powerful than Orwell envisaged (in the sense that we will have far less individual privacy), though it may not be government that will be empowered. In a world of matchbox-sized camcorders and camera-phones, of always-on broadband and RFID, ordinary people (not a government agency, supermarket or the police) will be the nemesis of privacy. The Internet has the potential to democratise and decentralise Big Brother, as it democratises and decentralises many other phenomena; Big Brother may be ‘us’, not ‘them’.

In this vision of the future, individuals have access to the technological means of surveillance, but perhaps little privacy. Significantly, it is not government that has the central monitoring role. The increasing outsourcing of (previously) core government functions to the private sector give credibility to this scenario. 

An alternate idealised scenario put forward is that of ‘Little Sister’, where technology is used in a coordinated manner and personal data is routinely encrypted and managed securely. The ‘Little Sisters’ watch only a fragment of a person’s identity, but can be coordinated to reveal a full picture.

However, depressingly, the report identifies our current situation as being more similar to a ‘Big Mess’ scenario, where information security is lacking and organisations find it hard to bring together all the information they need.
  In the Big Mess scenario, the benefits from e-government, e-health and e-business are hard to get.

Regulating: what are the challenges?
Faced with these challenges, what are the options for regulating our technological world? And how do we preserve our freedoms but also protect privacy? The speed of developments (and the natural tendency of the law to follow rather than lead) means we are scrambling to provide adequate controls over the internet and other fast-moving technologies.

I am conscious that law-making in this area is difficult partly because some of the incursions are small and apparently annoying rather than harmful in themselves; but they have widespread impact which ultimately can amount to a significant level of social harm (spam might be an example). I liken it to ‘privacy pollution’, where each harmful action contributes in a small way to a thick grey cloud of contamination of our privacy environment.

The realities of the online environment mean that pinning liability upon an individual can be tricky, as too can enforcement. Those practical problems were evident in the recent instance of the website which posted defamatory comments about CYFS social workers. However, there have been efforts even in the New Zealand context to face up to those difficulties and develop some practical strategies. The Government’s anti-spam legislation is one attempt to address a new problem, as is recent legislation such as that regulating intimate covert filming. 

There is a tendency for governments around the world to pause before legislating in this area, and international cooperative bodies are now beginning to fill the gaps. So, will agreements, standard-setting and protocols, rather than law, be the way forward?
What protection have we got at the moment?

International framework
Data protection and privacy regulations around the world are many and varied. There are some key international instruments that effectively set global standards.

Perhaps foremost of those are the OECD Guidelines Governing the Protection of Privacy and Transborder Flows of Personal Information, 1980.
Blair Stewart of my Office has noted that:

… the influential OECD Guidelines explicitly recognise that although countries have a common interest in protecting privacy, there is a real risk that uncoordinated domestic legislation may hinder transborder data flows that can contribute to economic development.

Other key global instruments include:

· Council of Europe Convention, 1981

· UN International Covenant on Civil and Political Rights 1966, Art. 17

· UN General Assembly Guidelines 1990

A key instrument, the European Union Directive 1995, applies to European states, but effectively establishes international standards. And there are numerous specialist instruments, regulations and laws. 

At the regional level, APEC has developed the APEC Privacy Framework 2004/05 (especially cl. 44-46). The drivers for the guidelines were commercial and trading pressures.
In New Zealand too, we have the Privacy Act 1993. New Zealand’s Privacy Act is based upon the 1980 OECD Guidelines.
 Justice Kirby has pointed out that those guidelines:
 

[W]ere prepared in the context of the technology then known and envisaged. But that was long before the Internet and web crawlers, spiders, robots and trawlers which have introduced completely new methods for an intense ‘dataveillance’ of the individual. 

The same can be said of the Privacy Act. But to its advantage, it is not legislation devised around particular technology. Former Attorney-General, the Rt Hon Sir Douglas Graham described the Act as ‘technology neutral’.
  That is a feature that I have no doubt has been of great benefit and has contributed to the largely workable framework that we still have. While there are gaps and there is scope for improvement, we are not in the situation of dragging a Dodo into the digital age. 

But we are in the midst of a data revolution. The technological shackles are largely off. We can send information globally with the tap of a key - and we do. There is no longer a time or cost barrier in copying data and distributing it widely. If we want to share, we can. We are data rich. Pressures of business efficiency mean that processing the data is a competitive field, where there is an advantage to gain by being cheaper, faster or more convenient. Outsourcing the processing of data to companies overseas is not only feasible, but for business reasons it may be preferable. 
Transborder data flows and EU Adequacy: who plays the tune?
A news report last month recounted that some Australian hospitals and medical practices were outsourcing secretarial work to companies in India, Pakistan and the Philippines to save money.
  New Zealand hospitals denied a similar practice. A spokesperson for Capital & Coast DHB in Wellington said that although they sometimes sent secretarial work outside the district, it was never sent outside New Zealand. 
Potentially, these practices raise real challenges to the reach of national laws. Simply put – we don’t have much chance of enforcing the good information handling provisions in our Privacy Act in those instances where data is being sent overseas by a New Zealand company. We have had some complaints to our office involving cross-border issues and, in practice, there have been agreements reached between the disputing parties. We would have far greater confidence if cross-border issues arose in a country with broadly similar protections such as Australia – and with whom we have in fact recently reached a memorandum of understanding, covering the management of cross-border privacy complaints, possible joint investigations and cooperation on privacy issues.
  However, the current situation does not leave us in a strong position legally, and is probably not sustainable.
The whole issue has another facet too. New Zealand businesses have the potential to gain a competitive advantage by processing data from overseas. We have high quality data processing companies, and there are no language barriers for European or North American businesses. Our time zone is another favourable factor. But if we are to benefit from this opportunity, we must be judged by the European Union to have ‘adequacy’ in our data protection and privacy laws. Countries deemed to have an adequate legal framework are given ‘white list’ status, and data from Europe may be sent and received freely.
The Privacy Act requires a couple of amendments before New Zealand might be adjudged ‘adequate’.  Australia, for instance, has gained white list status.

But statute law is not the only way forward. The EU will also consider non-legal rules that may be in force in the third country in question, provided that these rules are complied with.
 Despite the criticisms of a patchwork-style protection, the United States has secured a finding of adequacy for its privacy protections by the Europeans, through its Safe Harbor initiatives.
The EU defines self-regulation as:
…any set of data protection rules applying to a plurality of data controllers from the same profession or industry sector, the content of which has been determined primarily by members of the industry or profession concerned.

This can range from a voluntary code by a small industry group to a detailed code of professional ethics with quasi-judicial force. The key factor seems to be that of enforcement: how well can the rules of the self-regulatory model be enforced? Is there an ability to impose sanctions? Splits or factions within an industry are also relevant when assessing the ability to enforce voluntary codes.
So, in assessing a self-regulatory instrument, the EU will look at a range of elements, including the effectiveness of:
· general compliance
· support and help to individual data subjects (complaints processes etc)
· appropriate redress (including compensation).
Self-regulation: what are the options?
Perhaps self-regulation by industry (and even government agencies) will be part of the solution. But would that fill the gaps that currently exist – and if so, how effective a plug would it be? 

Even when thinking of self-regulation, there are various breeds. In some instances, government may play a role in setting the regulatory policy or structure, while in other models, the industry leads the regulatory effort.  Hudson Janisch identifies five varieties in his schema:

1. Voluntary code of conduct

2. Statutory self-regulation

3. Statutorily required self-regulation

4. Supervised self-regulation

5. Regulatory self-management

There are drawbacks of course in relying upon an industry self-regulating. One of the risks is of “free-riding” companies or organisations, which do little or nothing to bring their own procedures up to standard. The effect is that consumers are left without remedy and face variable or fragmentary privacy protection. The U.S. Safe Harbor initiative is an example, where only relatively small numbers of companies are signing up. Others are taking a ‘wait and see’ approach. As far as we are aware, there is no government or corporate pressure to do so.
An option being mooted at the moment – particularly in the multi-national European context is the practice of developing and applying some variety of ‘Binding Corporate Rules’ (BCR). At best, binding corporate rules will enable a group of companies to comply in a way that suits them, probably by adapting their current compliance models or codes to incorporate data protection. There is currently no equivalent system in New Zealand. The appear to be some teething problems with the process in Europe, but putting that to one side, the question of course is how effective is BCR likely to be? 

Conclusion
We are all confronting the business pressures to do more with less, to work smarter and faster and more efficiently. These are not new pressures, but they test us in novel ways because we are living and working in an online, interconnected age where information has become the currency.  We have all become electronic citizens.
In this environment, our privacy is at risk of becoming the ‘collateral damage’ – an unintended and undesired outcome, but inevitable if the higher goals are to be achieved. While both government and business face slightly different challenges, each is working towards win-win solutions.
There is recognition, I believe, that policy and systems we design today have to be ‘future-proofed’ for 21st century needs. In business and government, for example, short and layered privacy notices are being developed, as a practical way to help consumers know their rights. In government, IT professionals and policy-makers are starting to recognise the importance of building privacy in to the structure of information and administrative systems – say by providing for anonymity or pseudonymy where possible.
 All of you in those positions have the ability to make real and significant contributions – you are the solution-seekers. 
And what are the push-factors for business? There are now privacy standards at the industry, state, national, regional and global level and the private sector – particularly large corporates and multi-nationals – will want to take heed of the international climate for privacy. In many ways business has taken the lead on responding to the privacy challenges thrown up by new and emerging technology. It is clear that customer privacy is in no way an optional extra for business. Quite the reverse – it is increasingly a business driver and a way of agencies keeping customer trust and confidence.
There is of course much work to be done in harmonising and modernising existing standards to provide as comprehensive and effective protection as possible. And there is scope for further targeted protections to be developed from the grassroots up. Industry self-regulation may well come to play an even more significant role in the day-to-day protections for us all as business responds to the powerful levers of customer and client choice.
In the current environment then, the challenge for government is to ‘equal it or do better.’
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