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Part I: Summary of Proposal

A. Innovative Claims

This proposal presents research, development and deployment of data-mining and machine learning-based technology that embodies a new paradigm in Internet security, surveillance and intelligence analysis.  The application of this technology to email traffic, including attached documents, and application usage including file accesses, allows for a broad range of security applications for insider detection and mitigation. We focus here on email and/or account misuse, and on other user behavior-based analyses such as detecting groups of user accounts that communicate with one another (via email or file sharing), for the purpose of detecting insider breaches. 

The user behavior models are learned using well-understood statistical and machine learning techniques, and are not coded by hand. Means are provided for comparing behavioral models in order to detect and discover groups of similar behaviors, such as unusual behaviors that may be exhibited by insiders. This proposal seeks to derive critical intelligence gathering and forensic analysis capabilities for agencies to analyze email data sources and application event traces for the detection of malicious inside users, attackers, and other targets of interest. 
A fully functional email security appliance will be developed by researchers at Columbia University and developers at System Detection, Inc. The appliance is a bundled hardware and software server installed within a LAN that intercepts email traffic to and from a mail server on that LAN. The enhanced MET/EMT system will be tested, packaged and deployed by SysD for use by internal security staff. The email security appliance will integrate with any mail server and alert security staff of potential insider misuse, as well as quarantine and delay email delivery to mitigate the damage of email misuse, for example, preventing confidential documents from being delivered in violation of security policy. Extensions of the data-mining and machine learning approaches from email itself to applications that manipulate document attachments (and other documents that might become attachments) will be produced by researchers at Columbia in proof-of-concept form, named MEDUSA, for Mediation Environment for Detection of breaches in Using System Applications.

This proposal seeks funding to extend the core Malicious Email Tracking (MET) and Email Mining Toolkit (EMT) technologies for the purposes of tracking insider use of email and document attachments, to model and identify insider malfeasance and breaches of security policy, and to mitigate breaches with a transparent email (and/or attachment) quarantine function to limit or possibly eliminate damage by egress filtering of email flows. 

The core MET/EMT intellectual property has been filed for patent protection by Columbia University, and exclusively licensed to System Detection, Inc. MEDUSA, although based on previous DARPA-funded autonomic computing investigations, is new to this proposal. The proposed research shall focus on insider threat detection tasks. Non-email audit data sources will be investigated, for example, host-based sensors that monitor user action and file system-based activities over selected applications, especially those likely to manipulate typical document attachments.  The intent is to operate in terms of application-level operations, not keystrokes.  We propose to integrate and correlate these sources as a means of modeling user behavior to enrich what is computed by analyzing email sources of behavior alone, bridging the gap from quarantining email to tracking of anomalous or malicious document-oriented activities as they occur.

B.  Deliverables

MET and EMT in their present form include a Java implemented Graphical User Interface, controlling access to an underlying standard relational database. MET also includes software integrated with the standard sendmail server software as a Milter (Mail filter) extension. The new version of MET proposed herein will operate with any SMTP-capable mail server as a network appliance requiring little if any change to current email servers and applications. The architecture of the proposed “EmailWall” appliance (akin to a network perimeter firewall) is depicted in Figure 1. The deployable system will be provided to ARDA on an ongoing basis as new releases are generated. The EMT technology for offline analysis will run on either Windows or Linux platforms, and will parse and analyze email audit data in various formats, including Netscape email, UNIX mbox, Lotus Notes, Outlook, and Outlook Express.  The MET EmailWall will operate as an appliance on a Linux platform, including a SMTP-based “store for a while and then forward” quarantine system to trap detected malicious or other errant emails from escaping or entering the enclave.

This MET and EMT technology has been transitioned to System Detection Inc. (SysD). SysD is actively re-engineering the core technology to be hosted in its proprietary Antura security platform as a fully supported commercial product, both for government and commercial customers. Antura is further described below. (Antura was formerly known as Hawkeye.)

MEDUSA will extend the MET and EMT technology to host-based sensors tracking application (other than email clients and servers) access to document attachments.  These sensors will be installed as background services on user machines that then report directly to the correlation engine located in the EmailWall appliance.  The results will be cross-correlated with existing information gleaned from Internet-based email flow to determine whether malicious intent is potentially present in the creation or modification of various attachment documents, thereby increasing the accuracy of email quarantine operations.
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Figure 1. Proposed architecture of the EmailWall Appliance.

C.  Schedule and Milestones

We will report on results and accomplishments on a quarterly basis. Demonstrations will be staged at each phase of the program schedule.  SysD will perform the very important functions of testing and hardening the deployable demonstration systems, along with the preparation of installation guides and appropriate media for software delivery to ARDA.

The schedule reported here includes milestones in our research identified by underlined text. 

Quarter 1: 

1. Research into appropriate "feature sets" to extract from email logs to learn email flow patterns for users and attachment documents. Much of this work has already been accomplished in the text-only email (no attachment) case [1] but substantial further research is required to address attachments, as detailed below.

2. Research into a range of graph computation algorithms for identifying and quantifying social cliques inherent in email flow within an enclave. Development of corresponding graph visualizations to assist analysts in understanding group email dynamics. 

3. Development of statistical models that characterize the dynamical behavior of individual user accounts and their behavior with respect to attachment emailing.

4. Development of statistical models that characterize “normal” group behavior for identified groups of accounts that exchange emails on a regular basis.

5. Research into efficient machine learning and modeling components, e.g., tests of various algorithms including boosting, SVM's, and various clustering and categorization techniques for learning user models, especially abnormal insider behavior.

6. Research into various means of integrating and correlating different models for real time detection of errant email behavior. 

Quarter 2:

1. Design of an email quarantine system integrated within the MET appliance, so that emails may be stored for a period of time before forwarding to trap emails in violation of security policy. Demonstration of “store for a while and forward” quarantine subsystem of MET, quarantining emails that generate alerts.

2. Research into various means of securing behavior models and the statistical data gathered by EMT to avoid “mimicry” attacks by knowledgeable insiders seeking to avoid detection of their malfeasance.  Release of a new version of EMT specifically demonstrating alert functions on abnormal user and clique behavior violations and attachment classifications.

3. Investigate means of integrating other host-based audit sources with EMT audit data, e.g., Windows Registry and File System audit data sources. Select sample applications likely to be employed in editing document attachments, and instrument to monitor application-level activities for MEDUSA. 

4. Ongoing research into new anomaly detection algorithms, particularly now addressing document manipulation, initially as observed through file system accesses.

5. Research into the foundations of behavior based detection. In particular, investigate conditions under which we can provably guarantee that an attacker cannot beat the behavior detection system using a "mimicry" attack.  One aspect includes research into steganographic attack models, in order to detect or prevent attacks involving the embedding of secret content in innocuous looking documents.

6. First version of porting EMT models into online use in the MET EmailWall appliance.

Quarter 3:

1. Formal performance studies using simulated and actual (replayed) test cases for user misuse violations in order to hone the correlation and integration algorithms, and test the core alert functions of EMT and MET as now integrated in EmailWall.

2. Investigation of a means of securely sharing information across distributed compartments, e.g., computing statistics on data sets arising from different departments across an enterprise, while maintaining privacy and security of the data. 

3. Investigation of integrating additional document and attachment information using host-based sensors, e.g., identifying document attachments that have been copied to files, sent to printer services, or manipulated by applications. Generalize “feature sets” and statistical models from email flows to application workflows.

4. Ongoing research into effective document attachment content analysis features (e.g., n-grams, bag of words, and other linguistic features). Demonstration of the clustering of document attachments by similarity of their content (elements of this capability have already been demonstrated, see [1].

5. Ongoing research into efficient modeling components, e.g., tests of various techniques including boosting, SVM's, and various clustering and categorization techniques now for learning user attachment and document models, especially the identification of related or similar documents by way of their content.

6. Design of internal controls securing and tamper-proofing the models and statistical data gathered by EMT, and stored on a secured server accessible by the MET server.

Quarter 4:

1. Fully integrated MET demonstration system as an appliance with all available EMT models.

2. Laboratory tests of malicious insider uses of email, and performance evaluation of MET, including computational performance and alert accuracy.

3. Laboratory tests of anomaly detection algorithms applied to malicious insider uses of host resources such as application accesses to document attachments.

4. Evaluation of MET’s quarantining subsystem, and enhancements based upon performance measurements. 

Quarter 5:

1. New release of EMT and MET for test. Evaluation of usability with third party users. 

2. Design of distributed MET appliance functionality, integrating multiple MET appliances, each associated with a distinct mail server within an enterprise.  

3. Further tests of MET accuracy, usability and computational performance.

4. Full integration of MEDUSA host-based sensors with MET’s alert function.

5. Initial application of enhanced EMT behavior modeling across application flows – e.g., copy and paste.

6. Upgrade of EMT models based upon performance studies, and MET tests in a live environment (the CS department of Columbia University).

Quarter 6:

1. New release of EMT and MET for test, along with proof-of-concept host-based sensors to track document attachments. Iterative, cooperative evaluation with end users of a deployed system with a site chosen by ARDA.

2. Measurements of performance and usability.

3. Updates to user and technical documentation. Enhancements to satisfy operational constraints and user needs.

4. Final report and hand off. 

D. Technical Rationale 

Data mining applies machine learning and statistical techniques to automatically discover and detect known misuse patterns, as well as anomalous activities in general.  When applied to network-based activities and user account observations for the detection of errant or misuse behavior, these methods are referred to as behavior-based misuse detection.

Behavior-based misuse detection can provide important new assistance for counter-terrorism intelligence and insider threat detection.  In addition to standard Internet misuse detection, these techniques will automatically detect certain patterns across user accounts that are indicative of covert, malicious or counter-intelligence activities.  Moreover, behavior-based detection provides workbench functionalities to interactively assist an intelligence agent with targeted investigations and off-line forensics analyses.

For example, highly secured enclaves typically enforce compartmentalization policies, restricting personnel access to information or communications on a “need to know” basis. Email traffic provides the means of detecting communication between groups of email accounts. It is evident that defined compartments will be revealed in the ordinary communication patterns in email (see section C.1.9 Group Communication Models: Cliques). Members of the compartment would be expected to exchange many emails with each other. If an individual “violates” these cliques (by exchanging emails with members of a different compartment), or is a member of a number of cliques outside the norm for the average enclave member, this information could reveal an insider that behaves unusually, and possibly maliciously. 

The deployment of behavior-based techniques for intelligence investigation and tracking tasks represents a significant qualitative step in the counter-intelligence "arms race".  Because there is no way to predict what data mining will discover over any given data set, "counter-escalation" is particularly difficult for the malicious insider and outside enemy. Further, “mimicry” attack is also difficult for a malicious insider. An insider who wishes to spoof or misuse another person’s email account could be detected if that insider did not know the behavior of their intended victim. Secrets, passcodes and other authorization mechanisms can and are frequently stolen; behavior cannot be stolen. 

Behavior-based misuse detection is more robust against advancing attack techniques than standard knowledge-based techniques. Behavior-based detection has the capabilities to detect new misuse patterns (i.e., misuse methods that have not been previously observed), provide early warning alerts to users and administrators, and automatically adapt to both normal and misuse behavior.  By applying statistical techniques over actual system and user account behavior measurements, automatically-generated models and rules are tuned to the particular network and user-base environment in which a behavior-based misuse detection system is deployed.  This process, in turn, avoids the human bias that is intrinsic when misuse signatures, patterns and other knowledge-based models such as scenario graphs are designed by hand, as is the norm.

Despite this, no general infrastructure has yet been developed for the systematic application of behavior-based misuse detection across a broad set of misuse detection and intelligence analysis tasks such as fraudulent Internet activities, intrusion detection and user account profiling.  Today's Internet security systems are specialized to apply a small range of techniques, usually knowledge-based, to an individual misuse detection problem, such as intrusion, virus or SPAM detection.  Moreover, these systems are designed for one particular network environment, such as medium-sized network enclaves, and only tap into an individual cross-section of network activity such as email activity or TCP/IP activity.

There are several critical advantages to developing a general infrastructure for behavior-based misuse detection as exemplified by MET and EMT:

I. Generality improves detection and provides agility. Behavior-based detection can perform more strongly when deployed over multiple detection problems. This is because the statistical feedback over multiple data sets or multiple feature sets and performance criteria are mutually-beneficial and operationally-interdependent; the correlation of evidence from multiple detectors mitigates against false positives and increases detection accuracy. Furthermore, EMT can be configured to continuously learn and adapt its models to current information. 

II. Ease of use.  By integrating a wide range of analysis tasks in an easy to use interface, security personnel can rapidly develop, test and deploy new models to secure an enclave.  EMT is designed to automatically output analyst-developed models for direct deployment in MET for online detection. 

III. Transparency.  A general framework makes it possible to deploy MET in any LAN without any discernible change in mail services. The current proof of concept system is implemented as a Milter extension to standard sendmail servers. There is no particular technical impediment to implanting MET in any other mail server, such as Windows Exchange or Lotus Domino. However, the system will be redesigned as an “EmailWall” appliance to operate within the LAN of the host organization requiring absolutely no change to any existing deployed mail servers. Installation is as easy and as transparent as a firewall. 

IV. Portability. As presently implemented, EMT and MET are capable of analyzing email in several widely available formats. Extensions are proposed to allow SMTP sniffing rather than mail server integration, making deployment as easy as installing an appliance in network operating centers. Further, EMT’s GUI implementation as a client application written in Java allows easy porting to any platform used by security personnel. 

V. Self protection. One of the key research goals of the proposed effort is to build in self-protection mechanisms making it difficult if not impossible to access the behavior models and statistics gathered by MET and EMT. Various means are envisaged to accomplish this goal, including research into cryptographic defenses against memory tampering attacks.  

This proposal is for the first design for and full-scale deployment of a comprehensive infrastructure for behavior-based insider misuse detection for email and document attachments throughout their application flow.  Columbia University will work with SysD to integrate, deploy and test this system within government enclaves. (SysD's existing Antura platform will serve as the backbone for the commercial deployment effort.) MEDUSA will build on an existing distributed system monitoring infrastructure, which already normalizes and logs application events and can match complex event patterns in near-realtime against event streams coming from multiple components. The investigators for this effort, residing at Columbia and SysD, cover the range of mission-critical core competencies, including machine learning, data mining, cryptography, network security, intrusion detection, natural language processing, systems monitoring, software engineering, and high-speed network analysis and tracking.

E. Organizational Chart
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Prof. Salvatore J. Stolfo will be the Principal Investigator of the project and will provide overall leadership and direction. Working with him at Columbia University would be Co-PI’s Prof. Gail Kaiser, Prof. Angelos Keromytis, Prof. Tal Malkin and Prof. Vishal Misra. The five faculty members will together direct the research and development efforts of 5 graduate research assistants. Bi-Weekly meetings are planned for the project to present results, demonstrations and exchange of ideas amongst the participants. In the last week of each quarter, project reports will be filed by each student to their respective advisor, which are culled together for a project report that will be provided to the agency if requested.

Prof. Stolfo will primarily focus on new features and anomaly detection algorithms germane to the detection task. Prof. Keromytis will work on system integration and in particular in the email-delaying and termination function of the server. Together, Stolfo and Keromytis will also work with Dr. Greg Shanon of System Detection to ensure the architecture design is portable into any LAN, and that the analysis and detection functions are designed for easy integration into the Antura platform.  Prof. Misra will focus on two areas along with Prof. Stolfo: user behavior modeling and correlation algorithms, and an analysis of the optimal “timing” used in the rate limiting strategy for the quarantine and “hold for a while and then forward” part of the project. Prof. Malkin will work on securing the models and statistical data against inside attackers, graph computation algorithms, and substantiating the security of the system by theoretically sound models and proofs. Prof. Kaiser will focus primarily on the integration of other host-based sensors and application-level correlations to track the behavior wrt documents to enrich the information available to the MET system.  
In addition to the efforts at Columbia University, System Detection Inc (SysD) will participate as a subcontractor. Dr. Shannon will perform test and integration functions for the technology developed, and prepare the user and technical documents for use with the demonstration systems. Dr. Shannon at SysD will also actively participate in the research collaboratively with the faculty and students on the project, and will also attend the Bi-Weekly meetings.  

Part II Detailed Proposal Information

A. Statement of Work

Scope

The system goals for a general behavior-based misuse detection platform include the following:

1. Applicability to a wide range of security and analysis applications; here, however, we focus primarily on email. Studies will be conducted to discern how other host-based audit sources can be integrated with MET’s online detection and alerting functions. Prior work in the Columbia IDS lab included anomaly detection applied to Windows Registry and UNIX file system audit sources. Enriching the user email modeling with application modeling may provide additional sources of evidence of insider misuse.

2. Critical support for key intelligence forensics and analysis activities. This is provided by an easy to use “analyst workbench” as exemplified by the EMT system. EMT will be continuously upgraded with input from users to improve its presentation and use.

3. Improved detection performance, including low false positive rates. Likewise, this is the focus of our research on combining multiple models for improved detection accuracy, to incorporate better statistical modeling algorithms as appropriate, and additional sources of audit data - particularly involving user and system operations on document attachments. 

4. Expandable framework for extensible capabilities across detection and mining algorithms, and across audit data sources. The core infrastructure exemplified by the SysD Antura security platform provides the means of “snapping in” arbitrary audit sources and modeling programs. 
5. Critical support for internal security staff to be alerted upon suspect email transmissions and unusual user behaviors. The transparent mail server extension, exemplified by the MET system, will be upgraded with a “store for a while and then forward” protocol allowing security personnel to review ongoing potential breaches, and stop leakage prior to damage. 
Task/technical requirements

The research to be done includes:

1. Identification of appropriate, effective and efficient user behavior models and anomaly detection algorithms for particular detection tasks for the insider threat, including: 

a. Identification of appropriate, effective and efficient models to detect "similar" document attachments, i.e., to profile documents and their flow through email, and application traces for identification of their progeny (those documents that are derivatives of other sensitive documents);

b. Identification of effective and efficient models to detect social cliques and social networks, and changes in those cliques that may provide evidence of malicious user behavior or intent;

c. Study of possible measures to foil steganographic attacks, whereby malicious secret information is embedded in an innocuous looking document that cannot be detected with the above methods; 

2. Identification of effective means of integrating and correlating evidence from multiple behavior models;

3. Development of strategies for "store for a while and then forward", meaning an automated means of quarantining suspect malicious emails emitted by an insider to prevent their loss. This work shall study under what conditions should an email be withheld from full delivery and for how long;

4. Design of tamper proofing of the statistical database acquired by MET to prevent insider attack and "Mimicry" attack;

5. Development of secure multiparty algorithms for securely sharing and correlating information among several distributed statistical databases (e.g., different departments across an enterprise);

6. Development of a fully operational demonstration system, elements of which already exist. Those aspects that need to be developed include:

a. Exporting of EMT models computed offline from email archive data and deployment directly to an online MET sensor/detector;

b. Integration of "response technology" into the MET EmailWall appliance, i.e., "store for a while and then forward" technology; 

c. Alerting functionality and convenient easy to use and understand GUI presentation to security staff personnel monitoring MET.

B. Results, products

The results of this work include deployable systems of use by ARDA and selected collaborating sites, as well as commercial versions of the system developed by System Detection for broad commercial and government application. 

The Antura security platform is already being beta-tested by several organizations. Each such deployment will have the opportunity to upgrade the core system to include the essential components for email security applications. The MET appliance will be bundled as an Antura solution leveraging the commercial infrastructure Antura already provides. 

B.1 The Antura Security Platform

Figure 2 illustrates the general architecture of a behavior-based system deploying dual functionality:

1. A security detection application (in this case, fraud or insider misuse detection)

2. A general analyst workbench for intelligence and law enforcement investigations

As this figure illustrates, these functionalities share a great deal of overhead.  With regard to the implementation, by deploying these dual functionalities, the audit module, computation of temporal statistics, user modeler and database of user models each serve for both functionalities.  Moreover, with regard to the conceptual design, the particular set of temporal statistics and user model processes designed for one can improve the performance of the other.  In particular, temporal features, as well as user account models and clusters, are representatively general "fundamental building blocks." It is in the context of this architectural arrangement that the following functionality will be deployed.

The analyst workbench will provide the following functionalities, interactively:

1) Querying a database (warehouse) of audit data and computed feature values, including:

a) Historical features that profile user groups by statistically measuring behavior characteristics.

User models that group users according to features such as types of actions, expected behavior and email communities. 

2) Applying statistical models to audit data.
With SysD’s Antura, numerous behavior-based analysis modules can be deployed over a variety of Internet- and network-based intelligence and security applications.  For each application, multiple third-party sensors and data mining technologies can be integrated as “plug-ins.”  The Antura platform currently has several data mining and analysis modules installed for the purposes of network-based intrusion detection in particular.  Antura can extensibly apply behavior-based methods and statistical analysis techniques across a range of Internet security applications.

Antura will also be leveraging our previous work on Adaptive Model Generation (AMG), a framework developed in our lab, for combining multiple audit sources. The advantage of the system is that it allows Antura to also correlate alarms from multiple sources. By combining host based sensors, user behavior sensors, and alarm outputs, Antura can quickly and efficiently alert a security analyst of potential threats. The AMG framework ties together light weight sensors with a central data storage and online detectors. The centralized data storage allows offline learning and modeling, and automatic model updates to all sensors or detectors. It also allows the detectors to augment alert reporting capabilities by storing and sharing alerts of the real time system. The research work performed at Columbia utilizing the MEDUSA research system will ported to Antura by System Detection, Inc. 

Details about Antura can be found at www.sysd.com. 

Figure 2: 
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B.2 Malicious Email Tracking
Columbia’s IDS lab has designed and implemented a demonstration system for email audit and flow statistics sensing that serves as the first phase in the research and development of a generalized email traffic analysis system. 

The current version of MET uses email flow statistics to capture new polymorphic and stealthy virii, which are largely undetectable by the “signature” detection methods of today’s state-of-the-art commercial virus detection systems.  Specifically, all email attachments are tracked by tracing a private hash value, temporal statistics such as replication rate are recorded to trace the attachments’ trajectory, e.g., across LANs, and these statistics directly inform the detection of self-replicating, malicious software attachments. These same techniques are particularly germane to document tracking within a secured enclave, as will be more completely developed in our discussion below. 

Recent results have demonstrated the power of the behavior models implemented by the EMT system to detect viral propagations without use of “content” or “signature-based” detection methods. Models that are “rate based” to detect unusual bursts in activity provide evidence of a viral propagation, but false alarms are quite possible. However, clique violations, described below, provide additional evidence of an ongoing viral propagation. By correlating both models, false alarm rates dramatically decline, while detection performance concomitantly increases. 

The scope of malicious email detection extends beyond email virii per se to include authentication fraud (inbound email from a deceptive source), “SPAM” (unsolicited, harassing mass mailings), and unauthorized (fraudulent) outgoing email in general. By analyzing user email behavior for statistical anomalies, each of these types of email misuse will be detected.

B.3 MEDUSA Sensor and Correlation Platform

Columbia has also already designed and implemented a prototype event-based monitoring framework, KX, that supports the sensing of various hosts via installed background sensors for prior DARPA work (see http://www.psl.cs.columbia.edu/kx).  The collected data is sent to the correlator, where it is aggregated and correlated between hosts and with external information bases (such as the database associated with MET) to draw conclusions as to the significance of various events.  This work has already been applied to support the auditing and monitoring of complex distributed systems that don’t currently support this functionality.    

This platform will be leveraged in the MEDUSA architecture by installing special sensors targeted to Windows end-user applications and incorporating application-specific knowledge into the correlation engine.  For example, suspicious behavior, such as saving files in an unusual location (to hide it from shared locations) or frequent minimize/restore of a window (if a supervisor were to walk by) could be monitored, and the filename noted for further tracking when email attachments are created.  By integrating such knowledge gleaned from end-user activities with the data collected by MET/EMT, we intend to improve the EmailWall’s ability to prevent unauthorized attachment exchange.

C. Detailed Technical Rationale

Behavior-based detection has been proven against security applications.  The finance, telecom and energy industries have protected their customers from fraudulent misuse of their services (e.g., fraudulent misuse of credit card accounts, telephone calling cards, stealing of utility service, etc.) by modeling their individual customer accounts and detecting deviations from this model for each of their customers.  The proposed work brings behavior-based protection to Internet users’ email accounts, detecting fraudulent misuse of email accounts by malicious insiders at both the email and application level. 

Behavior-based techniques apply learning and discovery algorithms over audit data features.  This process requires three ingredients: 1) The audit sensors that read the relevant behavior data from network, account or host activity, 2) The higher-order features, i.e., salient activity measurements in the form of numerical indicators and temporal statistics, and 3) specialized or amended learning and discovery algorithms that expand beyond standard data mining techniques for the particular characteristics of the problem domain.

The designs and software implementations of these elements appropriate for Internet security problems will be generated for this work. For concreteness, we present an overview of EMT and MEDUSA to develop the topic more fully.

C.1 Email Mining

The Malicious Email Tracking (MET) system is an online behavior-based security system employing anomaly detection techniques to detect deviations from a system’s or user’s normal email behavior, rather than solely by attempting to identify known attacks against a system via signature-based methods. The Email Mining Toolkit (EMT) is an offline data analysis system designed to assist a security analyst compute, visualize and test models of email behavior for use in MET. In this presentation, we briefly enumerate the features implemented in the EMT system. 

MET is an online system that integrates with a mail server, such as sendmail. Redesigned as a network EmailWall appliance, MET may be operated by an email service provider or corporate network operation center providing email services to a large base of users, and thus would have access to the email flow information required for online data gathering, model testing and real-time detection of errant behavior. 

EMT, on the other hand, is applied to email files gathered from server logs or client email programs. EMT computes information about email flows from and to email accounts, aggregate statistical information from groups of accounts, and analyzes content fields of emails. 
Many previous approaches to "anomaly detection" have been proposed, including research systems that aim to detect masqueraders by modeling command line sequences and keystrokes.  MET is designed to protect user email accounts by modeling user email flows and behaviors to detect misuses that manifest as abnormal email behavior. 

The principle behind MET's operation is to model baseline email flows to and from particular individual email accounts and sub-populations of email accounts (e.g., departments within an enclave or corporate division) and to continuously monitor ongoing email behavior to determine whether that behavior conforms to the baseline. The statistics MET gathers to compute its baseline models of behavior includes groups of accounts that typically exchange emails (e.g., “social cliques” within an organization), and the frequency of messages and the typical times and days those messages are exchanged. Statistical distributions are computed over periods of time, which serve as a training period for a behavior profile. These models are used to determine typical behaviors that may be used to detect abnormal deviations of interest, such as an unusual burst of email activity indicative of the propagation of an email virus within a population of accounts, or violations of email security policies, such as the outbound transmission of document attachments at unusual hours of the day. 

The MET system can be configured to extract features from the contents of emails (e.g., aggregate statistics such as size, number of attachments, distribution of letters in the body, or even the number of occurrences of certain hot listed “dirty words”). 

The EMT system is a demonstration of the core principles and capabilities of a fully deployed MET system. EMT provides a set of core features of use by a security analyst and system administrator including: 

1. Loading, parsing and inspection of an email archive and the computation of statistics and attributes of email attachments and accounts contained in that archive; (See Figure 3, a screen shot of EMT’s interface.)

2. Profiling user accounts including count-frequency distributions among email account senders and recipients, non-stationary and stationary temporal statistics showing a user’s normal email behavior; (See Figure 4, a screen shot of EMT’s recipient frequency analysis.)

3. Supervised machine learning systems capable of computing classifiers that mark emails with the likelihood of being considered malicious or benign based upon features from the content and subject line fields of emails chosen by an analyst. 

EMT provides a set of models an analyst may use to understand and glean important information about individual interesting emails, user account behaviors, and abnormal attachment behaviors for a wide range of analysis and detection tasks, as depicted in Figure 4. The classifier and various profile models are trained by an analyst using EMT’s convenient and easy to use GUI to manage the training and learning processes. (See Figure 5 depicting several of EMT’s analyst workbench panels.) The “alert” function of EMT provides the means of specifying general conditions that are indicative of abnormal behavior to detect events that may require further inspection and analysis, including potential account misuses. Once an analyst has completed their model design, these models may then be deployed to MET for online email auditing and detection of errant email behavior, which is the subject matter of this proposal. EMT is also capable of identifying similar user accounts by comparing individual account profiles. 

Figure 3.   Computing various models of email flows, “clique behavior” and attachment statistics provides opportunities for a variety of detection tasks.  
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Figure 4.  EMT Version2.1 GUI Panels for Analyst Workbench functionality.







C.1.2. EMT Features

MET, and its associated subsystem MEF (the Malicious Email Filter) was initially conceived and started as a project in the Columbia IDS Lab in 1999. (The lab has been supported by DARPA’s Cyber Panel program.) The initial research focused on the means to statistically model the behavior of email attachments, and support the coordinated sharing of information among a wide area of email servers to identify malicious attachments. In order to properly share such information, each attachment must be uniquely identified, which is accomplished through the computation of an MD5 hash of the entire attachment.  A new generation of polymorphic virii can easily thwart this strategy by morphing each instance of the attachment that is being propagated. Hence, no unique hash would exist to identify the originating virus and each of its variant progeny.  (It is possible to identify the progenitor by analysis of entry points and attachment contents as described in the Malicious Email Tracking (MET) paper.)

Furthermore, by analyzing only attachment flows, it is possible that benign attachments that share characteristics of self-propagating attachments will be incorrectly identified as malicious (e.g., a really good joke forwarded among many friends).

Although the core ideas of MET are valid, another layer of protection for malicious misuse of emails is warranted. This strategy involves the computation of behavior models of email accounts and groups of accounts, which then serve as a baseline to detect errant email uses. EMT is an offline system intended for use by security personnel to analyze email archives and generate a set of 

1. Attachment content and flow models as previously described intended to detect errant attachment flows (especially documents sent outside the enclave); 

2. User account models including frequency distributions over a variety of email recipients, and typical times emails are sent and received; EMT also computes the variability of a user’s account frequency via the Hellinger distance applied over moving averages.

3. Aggregate populations of typical email account cliques and their communication behavior intended to detect violations of group behavior indicative of security policy violations. 

The basic architecture of the EMT system is a graphical user interface (GUI) sitting as a front-end to an underlying database and a set of applications operating on that database. Each application either displays information to an EMT analyst, or computes a model specified for a particular set of emails or accounts using selectable parameter settings. Each is briefly described below. 

C.1.3. Document Attachment Statistics and Alerts

EMT runs an analysis on each attachment in the database to calculate a number of metrics. These include: birth rate, lifespan, incident rate, prevalence, threat, spread, and death rate. They are explained fully in a prior publication available at http://www.cs.columbia.edu/ids/publications. Rules specified by a security analyst using the alert logic section of EMT are evaluated over the attachment metrics to issue alerts to the analyst. This analysis may be executed against archived email logs using EMT, or at runtime using MET. The initial version of MET provides the means of specifying thresholds in rule form as a collection of Boolean expressions applied to each of the calculated statistics. EMT has been extended to allow other attachment features to be extracted by including the Malicious Email Filtering technology. MEF extracts n-gram features from attachments and classifies these in various ways depending upon analyst input. Hence, documents can be tracked readily within MET, and various relationships between documents can be established via the content-based features of MEF. 

C.1.4. Account Statistics and Alerts

EMT computes and displays three tables of statistical information for any selected email account. The first is a set of stationary email account models, i.e., statistical data represented as a histogram of the average number of messages sent over all days of the week, divided into three periods: day, evening, and night. EMT also gathers information on the average size of messages for these time periods, and the average number of recipients and attachments for these periods. These statistics can generate alerts when values are above a set threshold as specified by the rule-based alert logic section. 

We next describe the variety of models available in EMT that may be used to generate alerts of errant behavior. 

C.1.5. Stationary User Profiles

Histograms are used to model the behavior of a user’s email accounts. Histograms are compared to find similar behavior or abnormal behavior within the same account (between a long-term profile histogram, and a recent, short-term histogram), and between different accounts.

A histogram depicts the distribution of items in a given sample. EMT employs a histogram of 24 bins, for the 24 hours in a day. (Obviously, one may define a different set of stationary periods as the detection task may demand.) Email statistics are allocated to different bins according to their outbound time. The value of each bin can represent the daily average number of emails sent out in that hour, or daily average total size of attachments sent out in that hour, or other features defined over an email account computed for some specified period of time. Two histogram comparison functions are implemented in the current version of EMT, each providing a user selectable distance function. The first comparison function is used to identify groups of email accounts that have similar usage behavior. The other function is used to compare behavior of an account’s recent behavior to the long term profile of that account. 

 C.1.6. Similar Users

Similar behaving user accounts may be identified by computing the pair-wise distances of their histograms. In addition to finding similar users to one specific user, EMT computes distances pair-wise over all user account profiles, and clusters sets of accounts according to the similarity of their behavior profile. To reduce the complexity of this analysis, we use an approximation by randomly choosing some user account profile as a “centroid” base model, and then compare all others to this account. Those account profiles that are deemed within a small neighborhood from each other (using their distance to the centroid as the metric) are treated as one clustered group. The cluster so produced and its centroid are then stored and removed, and the process is repeated until all profiles have been assigned to a particular cluster. 

C.1.7. Abnormal User Account Behavior

The histogram distance functions are applied to one target email account. A long term profile period is first selected by an analyst as the “normal” behavior training period. The histogram computed for this period is then compared to another histogram computed for a more recent period of email behavior. If the histograms are very different (i.e., they have a high distance), an alert is generated indicating possible account misuse. We use the weighted Mahalanobis distance function for this detection task. 

The histograms employed are stationary models; they represent statistics at discrete time frames. Other non-stationary account profiles are provided by EMT, where behavior is modeled over sequences of emails irrespective of time. These models are described next. 

C.1.8. Non-Stationary User Profiles

Another type of modeling considers the changing conditions of an email account over sequences of email transmissions. Most email accounts follow certain trends, which can be modeled by some underlying distribution. These behaviors can be learned by analyzing a user’s email archive over a bulk set of sequential emails. For some users, 500 emails may occur over months, for others over days. 

The recipient frequency is used as a feature to study this concept of underlying distributions. Four behavior analysis graphs for any selected email account are created by EMT for this model. These graphs display the address list size and average outgoing email account spread over time, as well as the number of outgoing emails to each destination account.

These various distributions may then be tested using a variety of distance metrics, including Chi Square tests and Hellinger Distance to accommodate the user’s natural frequency changes. We posit that these frequency changes are also subject to profile and represent the characteristic behavior of a user. 

C.1.9. Group Communication Models: Cliques

In order to study the email flows between groups of users, EMT provides a feature that computes the set of cliques in an email archive.  

We seek to identify clusters or groups of related email accounts that frequently communicate with each other, and then use this information to identify unusual email behavior that violates typical group behavior. For example, intuitively it is doubtful that a user will send the same email message to his spouse, his boss, his “drinking buddies” and his church elders all appearing together as recipients of the same message. A virus attacking his address book would surely not know the social relationships and the typical communication pattern of the victim, and hence would violate the user’s group behavior profile if it propagated itself in violation of the user’s “social cliques”. 

Clique violations may also indicate internal email security policy violations. For example, members of the legal department of a company might be expected to exchange many document attachments containing patent applications. It would be highly unusual if members of the marketing department, and HR services would likewise receive these attachments. EMT can infer the composition of related groups by analyzing normal email flows among accounts and use the learned cliques to alert when emails violate clique behavior. (EMT can also infer “external” cliques by analyzing cc: fields in email flows.) The external cliques of a malicious user can also be used in developing a distributed alarm system, efficiently correlating information between sites to identify both for early warning as well as forensics.
EMT provides two clique finding algorithms, one using a standard branch and bound algorithm (known to be NP-hard) and another heuristic approximation algorithm. We treat an email account as a node, and establish an edge between two nodes if the number of emails exchanged between them is greater than a user defined threshold, which is taken as a parameter. The cliques found are the fully connected sub-graphs. For every clique, EMT computes the most frequently occurring words appearing in the subject of the emails in question, which often reveals the clique’s typical subject matter under discussion. 

Figure 5 displays EMT’s graphical visualization of the computed cliques. The left panel represents the “enclave cliques” discovered by an analysis of the input email archives. Each node represents a unique clique of email addresses, while each edge represents some individual email account that is a member of the two connected cliques. The graphic visualization is active. By clicking on a node, the detailed clique member accounts are revealed by a pop-up window. Clicking on an edge reveals the email account shared by the two connected cliques. This visualization provides a means to deduce the connectivity between email groups, and establishes a view of the email accounts that seemingly are more tightly connected within the organization. The right panel details this information by providing a view of clique members for each user account. The right-most node represents the email account found to be a member of more cliques than others in the enterprise. Each email account is connected to a numbered node on the left part of the right panel that represents the cliques that account is a member of. 

Figure 5. Email Clique Visualization. The left panel displays email cliques, and common members among those cliques. The right panel displays clique members for each user account.
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We believe this information will be invaluable to an analyst who may seek to discover the core social groups within the organization and the relative importance of different users based upon their membership in many social groups. Further research and development is proposed to fully explore and implement a variety of inferences that may be made using graph computations of this sort to model user and group behaviors and alert on unusual events of interest. 

Interestingly, this approach may be used for another useful purpose. The same techniques may be applied to email flows based upon content of those emails. Hence, it is very possible that email content flows can reveal topics of discussion within an organization, and the members who are active participants in that discussion. Management functions may be provided to measure and visualize the effective transmission of information throughout an organization, and who and what groups may have been privy to that information. 

C.1.10. Supervised Machine Learning

In addition to the attachment and account frequency models, EMT includes an integrated supervised learning feature akin to that implemented in the MEF system previously reported. A Naïve Bayes classifier, for example, is provided that may be applied to user selected features extracted from email data. These features include static fields inherent in emails (e.g., email addresses, time, size of content, etc.) as well as content-based features associated with the subject, body and attached documents of an email (e.g., bag of words and n-gram features). Each of these are easily selected by the EMT GUI, and all processing (including formation of test data, training data, and performance evaluation) is completely automated by the underlying application code invoked by the GUI. The outcome of this supervised machine learning function is a model that may be applied to an unlabelled set of emails producing a classification for each such unlabelled email. The results may then be displayed to an analyst who may cluster groups of emails for direct inspection and subsequent model building activities.  

A related feature is provided by EMT. All emails displayed in the analyst’s message tab (the left most panel in Figure 5) can be ordered automatically on the basis of the classification assigned by the learn classifier, and also by an automated subject line analysis. N-gram analysis is applied to the subject line to reorder messages with common terms and topics. 

C.1.11. Modeling Malicious Attachments

MEF is designed to extract content features of a set of known malicious attachments, as well as benign attachments. The features are then used to compose a set of training data for a supervised learning program that computes a classifier. 

MEF was designed as a component of MET. Each newly identified attachment flowing into an email account would first be tested by a previously learned classifier, and if the likelihood of “malicious” were deemed high enough, the attachment would be so labeled, and the rest of the MET machinery would be called into action to communicate the newly discovered malicious attachment, sending reports from MET clients to MET servers. Attachments are identified using a MD5 hash which generates a unique identifier for every attachment.

The core elements of MEF are integrated into EMT. However, here the features extracted from the training data include content-based features of email bodies (not just attachment features). These features are based on both text of the email, as well as email header information. The Naïve Bayes learning program is a default machine learning algorithm supplied with EMT (among a number of other embedded learning programs) and is used to compute a classifier over labeled email messages deemed interesting or malicious by a security analyst. The GUI allows the user to mark emails indicating those that are interesting and those that are not, and then may learn a classifier that is subsequently used to mark the remaining set of unlabeled emails in the database automatically. Models can also be saved and passed along from one system to another, allowing us to skip the bootstrapping phase. 

EMT is also being extended to include the profiles of the sender and recipient email accounts, and their clique behavior, as features for the supervised learning component.  
MET and EMT have both been deployed as demonstration systems to several external organizations. (In one case MET was used effectively to stop a virus propagation incident.) Further tests and formal evaluation studies are underway.

We are continuing our research to broaden the range of features and models one may compute over email logs. For example, the notion of clique may be over-constrained, and may be relaxed in favor of other kinds of models of communication groups. Further, we are actively exploring stochastic models of long term user profiles, with the aim to compute these models efficiently when training such profiles. Histograms computed in fixed time periods is very efficient, but likely insufficient to model a user’s true dynamic behavior. More sophisticated models, such as Hidden Markov Models will be explored as an abstraction for user behavior. For instance, a user that is a member of several cliques will generate emails at different rates and to different groups of people as part of “normal” behavior. Long term user profiles will enable us to estimate parameters of the model, and increase the accuracy of identifying anomalous behavior. 

Cost-based approaches will also be studied in this context. By first calling light weight models to weed out obvious category emails, and then only if the email is found to be suspicious, do we evoke more expensive models, the system will then be able to scale to much larger environments.

C.1.12. Response

MET is designed to detect errant email behavior in real time to prevent viral propagations (both inbound and outbound) from saturating an enterprise or enclave, to eliminate inbound spam, detect spambots utilizing (compromised) machines within an organization, and other detectable misuses of email services by a malicious insider. The behavior models employed compare recent email flows to longer-term profiles. The time to gather recent behavior statistics in order to detect an errant email event provides a window of opportunity for a confidential document to be emailed outside the enclave, or for a viral or spam propagation to launch. The number of successfully infected hosts targeted by the emails that leak out prior to detection, will vary depending upon a number of factors including network connectivity (especially the density of the cliques of the first victim). 

An alternative architectural strategy for a deployed MET/EMT system integrated with a typical mail server is to delay delivery of suspicious emails until such time as sufficient statistics have been gathered in order to determine accurately whether a breach or a propagation or actual misuse is ongoing, or not. (This strategy is reminiscent of network router rate limiting technology to limit congestion, but here used to limit potential damage.)  Here, suspicious emails may be those deemed possibly anomalous to one or more of the behavior models computed by EMT and deployed in MET. Delaying delivery time would naturally prevent fewer emails from leaking out if at all. If no further evidence is developed suggesting an errant email event, the mail server would simply forward held emails. In the case where sufficient evidence reveals a malicious email event, such emails may be easily quarantined, followed by informative messages sent to security personnel alerting them to the client that originated those messages. 

Even if the system incorrectly deems an email event as abnormal, and subsequently incorrectly quarantines emails, a simple means of allowing users to release these can be provided as a corrective action. Clearly, this may raise the “annoyance” level of the system forcing users to validate their email transmissions from time to time. The issue is of course complex requiring a careful design to balance between the level of security and protection an enterprise or enclave desires, the cost of repair of damage to errant email events, with the potential annoyance users may experience to prevent that damage. We plan to study such issues in the proposed work, especially after deploying MET in different environments. A cost function can be computed and set by the user to allow a balance between tight security and low false alarm rates.

C.2 Distributed Application and System Monitoring

While it may be possible to determine user behavior over a distributed set of hosts simply by examining the traffic exchanged, runtime monitoring provides information outside the scope of currently known static analysis, lab testing and/or simulation techniques. Monitoring also supplies necessary input to human and/or automated decision agents whose responsibility it is to detect malicious behavior.  We focus on correlating (gauging) in a dynamic (runtime) context. One inherent difficulty with a general software engineering approach to gauging, whether static or dynamic, is the lack of an agreed-upon set of “ideal” metrics for behavior.  It is possible to build very large networking systems whose overall behavior cannot be formally analyzed, but whose day-to-day operation can be practically managed.  We pursue a strategy that enables security experts to characterize their own ideal measurements 

Dynamic gauging has dual purposes: (1) Detecting whether individual applications and interactions among humans are operating within the tolerance levels specified by experts; and (2) Providing information to decision agents (human or automated) as to whether and what events warrant action in the case of malicious activity. Note a system may be running fully within “tolerance” along all dimensions of interest, but may still have opportunities for significant improvement in compliance by re-designing/re-implementing (off-line) some portion of the system or interaction process. This is why we consider (un)desirable properties as well as required/prohibited.

Many existing systems include in their requirements, and hardwire into their code, specific facilities and algorithms for system-specific diagnostics and monitoring, and directly support some predefined set of behaviors; however, that model generally presumes that all possible components of the system are designed and built together in top-down style, and the system builder fully understands the implications caused by each component and configuration. It is typically possible to consider only minor customizations of the built-in constraints and/or system changes dynamically – otherwise, the system designer must reimplement the hard-wired facilities. Even if we assume that the same system builder (organization) designs and implements every component, it is possible to construct a software system too large and complex to statically analyze using currently known techniques. Although there is nothing preventing use of our approach to double-check high-security systems with proprietary built-in monitoring, we concentrate primarily on systems constructed at least in part from COTS and GOTS components, which is pervasive in end-user application software and systems.

Our MEDUSA infrastructure for monitoring the runtime behavior of such systems interfaces to a target domain via lightweight sensors into its components and actualized connectors. (Actualized connectors involve “glue” code external to the connected components, e.g., middleware or wrappers, whereas non-actualized connectors operate within the application API, e.g., a method call or similar high-level operation.)   This collected information is communicated as SmartEvents to our XML-based Universal Event Services (XUES, pronounced “zeus”).  SmartEvents include representations of sensor output signals, meta-data attributes associated with these outputs (e.g., source, timestamp), markup tags declaring how to process these signals and their attributes, and additional parameters relevant to those tags (these additional parameters could, in principle, include the processing instructions or code itself, e.g., in a scripting language or Java, but usually only URLs would be carried or a separate directory service consulted). SmartEvents enable the runtime gauging of data and control by leveraging the semantic richness of XML with sophisticated event pattern recognition mechanisms.

Local sensors are inserted into, or wrapped around, software component ports and connectors, typically in an active interface style: before and after callbacks. For Windows-based COTS software, we leverage already-developed DLL hooks to trap application-level events.  To minimize local disturbance and ease generation, sensors are simple and passive sensors, analogous to the red and black leads of a voltmeter. Sensors send raw events to an Event Packager adapted to the component or middleware, where SmartEvent markup is added (if not already present). Sensor outputs are then composed by active connectors with those of other sensors into event posets. Positive sensors detect when an event occurs while negative sensors detect (whether through timeouts or time-stamping) when a desired event does not occur, within a given time interval.  Event Distillers then cull out the most suspicious events and subsequences of event posets according to patterns and other programmable criteria.  More sophisticated Distillers might perform historic data mining and recognition of complex temporal patterns without affecting Packagers. Each Distiller performs a first level of parsing, presentation, and processing as in the XML paradigm.

The final step is transmission of aggregate events (generally abstractions indicating that complex event patterns have been recognized, and involving which individual events) to the interested party, to communicate information about specific behavior.  In general, the gauges that generate these events are visible manifestations of “contracts” specified over collections of SmartEvents, defining what is considered malicious or undercover behavior. We envision several types of gauges: behavioral gauges for ensuring that a operation (or set of operations) complies with the given interaction protocol or standard; information gauges that can be configure to monitor the status of a single operation or the complex, changing relationship among several interrelated operations; functional gauges that monitor the input/output of object and component methods to ensure that dynamic actions are within a given tolerance. Future research by ourselves and others in temporal pattern recognition might lead to gauges that remember conditions that led to advantageous or problematic reconfigurations, and “learn” from successes and failures.

MEDUSA’s XUES and sensing components are supplanted with a graphical interface, which provides APIs allowing to specify, generate, install and customize sensors and gauges on demand. We will integrate MEDUSA’s graphical interface and components into the EmailWall’s other components (MET and Antura), supporting the dissemination of anomalous or malicious behavior to the other EmailWall components to support appropriate quarantine or control of email dataflow.

D. Comparison with other research

MET is an example of a "behavior-based" security system that defends and protects a system not solely by attempting to identify known attacks against a system by predefined sets of signature rules, but rather by detecting deviations from a system's normal behavior.  Many approaches to "anomaly detection" and user masquerading have been proposed, including research systems that aim to detect masqueraders by modeling user behaviors in command line sequences, or even keystrokes. Several recent approaches in fact use methods derived from our work on MEF. (Sources of background information of these various approaches are available on the Columbia IDS lab website at http://www.cs.columbia.edu/ids/library.html.) 

However, in this case, MET is architected to protect user accounts by modeling user email flows to detect malicious email uses, unauthorized emailing of sensitive or malicious attachments, especially polymorphic viruses that are not detectable or traceable via signature-based detection methods. The authors are unaware of any current work of comparable goals for email sources. There are numerous email security solutions available as commercial products that provide authorization policy-based control, signature based detection, and “hot listed email account” filtering, but none to date have been reported that attempt to fully model user behavior of the scope and breadth represented by MET and EMT. It should be mentioned that the earliest work on the email analysis in the Columbia IDS lab published in Usenix won a best student paper award, ratifying the technical view of its novelty. 

To date, there are about two to three dozen companies offering various email products, primarily focused on the spam and virus problems. A detailed analysis of this market has revealed that no company has come close to offering the range of capability inherent in the proposed EmailWall appliance using behavior-based technology. Most technologies deployed are based upon “signature-based detection” (i.e. virus scanners) and “hot lists” (i.e. spam email addresses listed in databases). One exception is SpamAssassin that employs a Naïve Bayes classifier to identify likely spam messages, i.e. bag of words probabilistic modeling of email content. The approach taken by SpamAssassin is extremely close to our earlier work on the Malicious Email Filter briefly described in this proposal. 

One company offers an email product that controls access to attached documents, providing a means for effective exchange of information across organizations while implementing access rights and authorization in order to view or manipulate documents. That technology does not provide for the detection of misuse of an authorized email user. Nor can it alert security personnel of a possible errant or unusual behavior beyond any obvious attempts to thwart the access controls of some attached document. We believe the behavior modeling represented by EMT/MET will provide a higher bar of protection against malfeasance. 

Social network analysis is an active research topic in the social sciences today, as well as a topic of inquiry in research dealing with identification of terrorist networks and criminal organizations. Visual Analytics (www.visualanalytics.com) is one such company, which applies data mining techniques to visualize relationship networks for criminal investigations. Another company is WhamTech (www.whamtech.com) which is geared towards helping the user create rules to find database like relationships between elements of, for example, a criminal organization.

For our proposal the notion of clique is used to detect typical group communications and to identify unusual or abnormal communications that may indicate a security breach. This is a different technical problem than others are concerned with but of course does share common characteristics. We will of course draw upon public information and research results in analyzing social networks that may have impact on the strategy, algorithms and implementation we will explore in the work proposed herein.

E. Offeror’s previous accomplishments

The Intrusion Detection System (IDS) Lab, led by Salvatore Stolfo at Columbia University's Computer Science department, has produced technology that is being productized by SysD. The accomplishments of the lab include excellent performance on a DARPA sponsored IDS evaluation organized by MIT Lincoln Labs, as well as numerous publications, briefings and best paper awards at several conferences. 

Salvatore J. Stolfo is Professor of Computer Science at Columbia University. He received his Ph.D. from NYU Courant Institute in 1979 and has been on the faculty of Columbia ever since. (See http://www.cs.columbia.edu/~sal.) He has published extensively in the areas of parallel computing, AI Knowledge-based systems, Data Mining and most recently Computer Security and Intrusion Detection Systems. His research has been supported by DARPA, NSF, ONR, and numerous companies and state and federal agencies. Dr. Stolfo co-developed the first "Expert Database System" in the early 1980's that was widely distributed to a large number of telephone wire centers around the nation.  He led a large DARPA-sponsored project that developed and deployed the 1023-processor DADO parallel computer designed to accelerate knowledge-based and pattern directed inference systems.  He also developed new algorithms and systems that solve the “merge/purge” problem for very large databases, culminating in the DataCleanser Datablade product licensed to Informix Software. 

His most recent research has been devoted to distributed data mining systems with applications to fraud and intrusion detection in network information systems. (Browse the URL http://www.cs.columbia.edu/ids  for complete details.)

He recently co-chaired several workshops in the area of data mining, intrusion detection and the Digital Government and co-chaired the technical program committee of the ACM SIGKDD 2000 Conference. He presently co-directs the Digital Government Research Center, an NSF-sponsored joint research center between Columbia University and USC/ISI. He served as the Chairman of Computer Science and the Director of the Center for Advanced Technology at Columbia University. He was also an expert witness in the DOJ versus Microsoft "browser wars" case. He was a member the Congressional Internet Caucus Advisory Committee, and Visa 3D Secure Authenticated Internet Payments Vendor Program. He was a consultant to the CTO of Citicorp for several years, and helped organize and form the Financial Services Technology Consortium, the consortia of the nation's largest banks dealing with the technical infrastructure of the financial service industry. He has been awarded ten patents (one joint with Citicorp) in the areas of parallel computing and database inference, and 13 patents are pending in the area of internet privacy, intrusion detection and computer security. He is also the Chief Scientific Advisor to the company he founded, System Detection Inc. System Detection develops behavior-based intrusion detection systems based upon DARPA-sponsored research from his lab at Columbia University. Professor Stolfo has also served as a consultant to DARPA and other federal agencies. 

Gail E. Kaiser is a Professor of Computer Science and the Director of the Programming Systems Laboratory in the Computer Science Department at Columbia University. She was named as an NSF Presidential Young Investigator in Software Engineering in 1988, and has authored or co-authored well over 100 publications in a range of software systems and borderline AI areas. Her research interests include Web technologies, security, collaborative work, process/workflow, mobile code, software development environments and tools, information management, distributed systems, and software engineering. Her current research focuses on autonomic computing (live monitoring and adaptation/reconfiguration of large scale systems of systems), groupspaces (self-organizing collaborative information and service management environments), and groupviews (teamwork-oriented user interfaces for both PCs and the post-PC generation). Prof. Kaiser served on the editorial board of IEEE Internet Computing for many years, was a founding associate editor of ACM Transactions on Software Engineering, chaired an ACM SIGSOFT Symposium on Foundations of Software Engineering, vice chaired three of the  IEEE International Conference on Distributed Computing Systems, and has served on numerous conference program committees as well as reviewing frequently for conferences, journals, NSF, NSERC and other funding agencies. She received her PhD and MS from CMU and her ScB from MIT.

Angelos D. Keromytis is an assistant professor in the Computer Science department, at Columbia University. He has been involved in the development of the IP Security standards since 1995 and has been the author and co-author of a number of implementations (his ISAKMP implementation is part of the NIST reference IPsec implementation). As part of the DARPA-funded SwitchWare project, he co-designed and implemented the Secure Active Networks Environment (SANE) architecture and a secure bootstrap protocol. He is a co-designer and implementor of the KeyNote trust-management system, which is used as the basis for the DARPA-funded STRONGMAN project and, more recently, the NSF-funded GRIDLOCK project. Currently, he is working on protecting end services from distributed denial of service through use of overlay services and trust management techniques for access control, under the DARPA-funded SOS project. He will work on system integration and in particular in the email-delaying and termination function of the server.

Tal G. Malkin is an assistant professor in the Computer Science department, at Columbia University.  She received her Ph.D. in Computer Science from the Massachusetts Institute of Technology in 2000, and joined Columbia after three years as a research scientist in the Secure Systems Research Department at AT&T Shannon Laboratory.  Her research interests are in cryptography, security, and theoretical computer science.  Recently, she has been studying the foundations of cryptography and application to network security, including work on secure approximate multi-party computation for massive datasets, protecting security of distributed protocols against adaptive adversaries, and forward-secure signature schemes theory and implementation.  She will work on securing the models and statistical data against inside attackers, graph computation algorithms, and substantiating the security of the system by theoretically sound models and proofs.

Vishal Misra is an Assistant Professor in the Computer Science and Electrical Engineering departments at Columbia University. His prior work has focused on stochastic modeling and performance analysis of networks and networking algorithms. As part of the DARPA NMS program, he developed several novel models to describe behavior of network traffic and congestion control mechanisms, leading to elegant and efficient mathematical analysis and redesign of such systems. He also worked in the area of computer vision, developing stochastic models for automatic document recognition. He is a winner of a DoE Career award and an IBM faculty award. He will focus on user behavior modeling and correlation algorithms part of the project.

Dr. Greg Shannon is Director of Security Services at System Detection, Inc. His previous employment included a period of time as Assistant Professor at Indiana University, after completing his PhD from Purdue in 1988. Since then he was a member of the technical staff at Los Alamos National Labs working on fraud detection and anomaly detection research. Since 1997 he has been an MTS at Lucent Technologies as a leader of their security and reliability strategic standards team, and a member of several external organizations dealing with critical infrastructure protection as Lucent’s primary representative. 

F. Facilities

The work will be performed primarily in the Columbia IDS Lab, as well as the Bethesda, Maryland and New York City development labs of System Detection, Inc.

G. Teaming agreements

As previously mentioned, System Detection is a DARPA spinout from the Columbia IDS lab and exclusive licensee of the core intellectual property claimed by Columbia University. SysD has partnered with Columbia in this proposal under the appropriate terms and conditions as specified in their joint license agreement. 

SysD has likewise entered into a number of joint agreements with several large integrators, including BBN, Lock Heed Martin and EDS. Those relationships are available for future work that may be required for large scale deployments, but are not immediately appropriate for the proposed work described herein. 

H. Management approach

The team for this proposal is brought together by Professor Salvatore Stolfo, who has long-term historical working relationships with everyone involved.  Mr. Shannon is located at SysD, a company that was founded as a DARPA spin out by Professor Stolfo.  Professors Gail Kaiser, Angelos Keromytis, Tal Malkin, and Vishal Misra, work with Professor Stolfo at Columbia University. The process organization for executing the proposed work is as follows.  Professor Stolfo will lead the work, with the additional investigators listed above working directly with him.  Mr. Shannon at SysD will have an additional investigator at SysD working under him, and Professors Stolfo, Kaiser, Keromytis, Malkin, and Misra will have graduate research assistants working with them at the university.

This team represents an important cross-section of needed competencies, including: data mining, machine learning, high-bandwidth networking architecture, network analysis, cryptography, computer security, intrusion detection, autonomic computing and software engineering. 
I. Proprietary Claims

The Antura platform and related software is the property of System Detection Inc. The core technology (algorithms, copyrighted software and patent pending intellectual property) is the property of Columbia University and has been exclusively licensed to System Detection. MEDUSA will be the property of Columbia University, but freely available for research and education purposes.
J. Recommendation and Clearances

Professor Stolfo has a secret clearance. Several of the personnel at SysD are already cleared and available to work directly with government agencies in a secured environment if deemed necessary for the deployment of the technology. SysD has entered into formal agreements with a number of integrators, including BBN, LockHeed Martin, EDS and others. The work performed at Columbia will be the subject of scientific publications. Every effort will be made to ensure all university policies are met, and that no work of a classified nature is performed on campus, nor dependent upon any classified or confidential information. 

Part III  Additional Information 
A. Background Technical Papers

Background technical papers are available at http://www.cs.columbia.edu/ids. We have published several papers that are germane to the focus of the research proposed herein:

1. Salvatore J. Stolfo, Shlomo Hershkop, Ke Wang, Olivier Nimeskern, Chia-Wei Hu. “Behavior Profiling of Email” 1st NSF/NIJ Symposium on Intelligence & Security Informatics (ISI 2003). June 2-3, 2003, Tucson, Arizona, USA. (http://www1.cs.columbia.edu/ids/publications/nsf-nij-emt.pdf)
2. Manasi Bhattacharyya, Shlomo Hershkop, Eleazar Eskin, and Salvatore J. Stolfo. ”MET: An Experimental System for Malicious Email Tracking.” In Proceedings of the 2002 New Security Paradigms Workshop (NSPW-2002). Virginia Beach, VA: September 23rd - 26th, 2002. (http://www1.cs.columbia.edu/ids/publications/met-nspw02.pdf)

3. Frank Apap, Andrew Honig, Shlomo Hershkop, Eleazar Eskin, Salvatore J. Stolfo. “Detecting Malicious Software by Monitoring Anomalous Windows Registry Accesses.” In Proceedings of the Fifth International Symposium on Recent Advances in Intrusion Detection (RAID-2002). Zurich, Switzerland: October 16-18, 2002. (http://www1.cs.columbia.edu/ids/publications/rad-raid02.pdf)
4. Eleazar Eskin, Andrew Arnold, Michael Prerau, Leonid Portnoy and Salvatore Stolfo. “A Geometric Framework for Unsupervised Anomaly Detection: Detecting Intrusions in Unlabeled Data.” Appear in Data Mining for Security Applications. Kluwer 2002. (http://www1.cs.columbia.edu/ids/publications/uad-dmsa02.pdf)
5. Andrew Honig, Andrew Howard, Eleazar Eskin, and Salvatore Stolfo. “Adaptive Model Generation: An Architecture for the Deployment of Data Minig-based Intrusion Detection Systems.” Appear in Data Mining for Security Applications. Kluwer 2002. (http://www1.cs.columbia.edu/ids/publications/amg-dmsa02.pdf)
In particular, the NSF/NIJ paper provides essential background about EMT with screenshots of the system in action, as well as the paper NSPW-2002 that describes the MET online system. Further detail is provided in the MEF paper available at http://www.cs.columbai.edu/ids/publications/met-freenix01.pdf.

 A list of papers is readily available for download, as well as a “library” of related papers germane to the topic of this proposal. See http://www.cs.columbia.edu/ids/library/index.html.

Information about System Detection and its full range of products is also available at the URL http://www.sysd.com with online white papers accessible at http://www.sysd.com/library/library.html. 

Previous efforts leading up to MEDUSA host-based sensors are described at http://www.psl.cs.columbia.edu/kx. 

B. Prototype Software (MET V1.0 and EMT V2.1)

The initial version of the MET system has been deployed at a US Government intelligence agency and to several research and commercial organizations for experimentation and demonstration. The EMT software package, version 2.1 largely described in the above cited papers, has likewise been deployed to several government agencies and commercial organizations. MET V1.0 and EMT V2.1 may be provided to ARDA for inspection and evaluation during the course of the proposal review and deliberation process if they so request. EMT v2.1 is easy to install on a laptop via a distribution CD containing the complete software for installation on Windows 2000 and XP platforms, along with full installation, user and technical documents. MET requires a sendmail server along with the Milter extension, and other dependent systems. The EMT and MET systems are licensed to System Detection who will make all necessary arrangements for delivery and installation.  
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