Overview 

The coregistration of data sets is an important prerequisite for analyzing and visualizing functional data in 3D space, i.e. in a standard reference system such as Talairach space. This section describes the two most important alignment problems of fMRI data analysis:

· Coregistration of functional and anatomical data sets 

· Coregistration of two anatomical data sets

The coregistration of functional (FMR) and 3D anatomical (VMR) data sets is necessary to convert the original slice-based functional data into a series of volumes in a known 3D space. The transformed functional data files are called "volume-time-course files" or simply VTC files. These files contain the proper time courses "behind" the voxels of the subject's VMR data set. In combination with additional spatial transformation files, VTC files can be created in standard Talairach space, which is, for example, necessary to run Talairach-based group analyses.

The coregistration of two 3D (VMR) data sets is very helpful if the same subject has been recorded in multiple scanning sessions. If the VMR data set of scanning session 1 has been transformed in ACPC and Talairach space, the creation of VTC files in Talairach space can be performed automatically for session 2, if the VMR data of scanning session 2 can be coregistered properly with the (ACPC transformed) VMR data from scanning session 1.

Note:  Coregistration assumes that 3D data sets are available in a standard, sagittal orientation, for details see the topic "Standardization of 3D data sets".

Coregistration of Functional and Anatomical Data Sets 

The coregistration routines in BrainVoyager QX aim at a fully automatic, highly precise alignment of functional (FMR) and anatomical (VMR) data sets. To guarantee a good alignment result in any situation, the coregistration process has been split into two main stages:

· Initial alignment (IA) 

· Fine-tuning alignment (FA) 

The goal of the initial alignment step is to bring the functional and anatomical data sets in close proximity from a potentially very different starting point. If, for example, the functional data is recorded in the axial plane while the anatomical data is recorded in the sagittal plane, the intial alignment should bring them at least in the same global orientation, i.e. by using large rotations and translation values. The fine-tuning alignment step on the other hand assumes that the two data sets are already pretty close to each other, which may allow iterative minimization techniques to do an automatic fine adjustment of the alignment in a similar way as during 3D motion correction. To allow a successful coregistration in any situation, both the initial and fine-tuning alignment step can be performed in several ways. In the optimal situation, the functional and anatomical data sets are from the same scanning session and information about the scanning parameters (slice positioning) is available for both data sets, i.e. from the original DICOM files. In this situation, the initial alignment performs a mathematically exact coregistration of the functional and anatomical data. Since the subject, however, might have made small head movements between the functional and anatomical scans, small additional adjustments might be necessary, which can be performed using the fine-tuning alignment step. 

Source and target.  The coregistration routines keep the VMR data set fixed and scales, translates and rotates the FMR data to match the space of the VMR data set. The scaling operation of the functional data is performed as the first step by transforming a set of functional slices into a volume with the same resolution as the VMR file. For this scaling transformation, the program uses the voxel resolution values stored in the selected FMR file. The mathematical and corresponding alignment routines subsequently perform a rigid body transformation (rotations and translations). The mathematical alignment is in principle able to perform additional scaling and shearing adjustments (full affine trasformation) but these options are turned off in the present implementation. In the context of functional and anatomical coregistration, we refer to the FMR data set as the "source" and the VMR data set as the "target" of alignment.

Which VMR file?  To start the alignment process, you must load the VMR data set to which you want to align the functional data. If you have, for example, recorded a 3D anatomical data set in the same session as the functional data, open the respective VMR file. In case your original 3D data was not in BrainVoyager's standard sagittal view and/or did not contain 1 mm isometric voxels, you should not load the original VMR file but the one which has been transformed into the standard sagittal view with 1mm iso voxels. If appropriate header information was available during project creation, BrainVoyager QX will have automatically performed the necessary standardization steps and you should have a file. with an extension such as "_ISO_SAG.vmr" (or "_ISO.vmr" or "_SAG.vmr", if only one of the two standardization steps were necessary). For details on standardization of original VMR data sets, see topic xx. If your VMR data set exhibits intensity inhomogeneities and you have run the intensity inhomogenity correction procedure, than you should load that file. For the subsequent automatic fine-tuning adjustment step, it is important to use a VMR file without intensity inhomogeneities. In the example ("OBJECTS") data set used in the snapshots below, the original intra-session VMR file has been created as "CG_3DT1MPR.vmr". Since the data set had been recorded in the sagittal standard view with a 1 mm isovoxel resolution, no spatial transformations were necessary. The data was, however, inhomogeneity corrected and therefore we use the file "CG_3DT1MPR_INH.vmr" for coregistration.

If you have loaded the proper target VMR file, the 3D Volume Tools dialog will appear automatically. Enlarge the dialog by clicking the Full dialog >> button and then switch to the Coregistration tab. The alignment of functional and anatomical data sets is performed using the FMR-VMR Coregistration dialog, which can be called by clicking the Align button in the FMR-VMR coregistration field of the Coregistration tab (see snapshot below). 


The VMR file: text box in the Source and target files field of the Files tab shows the currently loaded target VMR file, which is "CG_3DT1MPR_INH.vmr" in the example snapshot above. In order to align a functional data set to the loaded target VMR data set, you must first specify the respective FMR file using the Browse... button in the Source and target files field (you might also choose the FMR source file prior to calling the FMR-VMR Coregistration dialog by using the Select FMR... button in the FMR-VMR coregistration field of the Coregistration tab of the 3D Volume Tools dialog). After selection of the source FMR file, the Files tab of the FMR-VMR Coregistration dialog shows the selected source FMR file in the FMR file: text box as well as names for the transformation files, which will be produced and automatically saved when running the respective alignment steps. The transformation files are in the Initial alignment: and Fine-tuning: text boxes of the Resulting transformation files field, 
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In the example snapshot above, the source FMR file "CG_OBJECTS.fmr" has been selected. From the source FMR and target VMR files, the program generates the two resulting alignment file names by concatenating the FMR file name with the substring "-TO-" and the name of the VMR file. The two file names end with the substring "_IA.trf" and "_FA.trf" respectively.

At this point you can simply click the GO button to start the initial and fine-tuning alignment. Depending on your data files, this might not lead to a successful coregistration in all cases. It is thus advisable to run the two alignment steps separately and to learn about the available options in the respective initial alignment and fine-tuning alignment help sections.

Which FMR file?  In the example above, the FMR file, which was created from the raw data has been selected. As alternatives, one could have selected the FMR file of the first volume, i.e. "CG_OBJECTS_firstvol.fmr". In case that the true T1-saturated first volume of a functional scan is available (and not discarded already at the scanner site), the first volume is the optimal volume for the intensity-driven fine-tuning alignment step. If not turned off, BrainVoyager QX creates automatically a AMR representation of the first volume during project creation. This file is automatically attached to the standard FMR file, i.e. "CG_OBJECTS.fmr". This linked AMR file of the first volume is used as default for the intensity-driven fine-tuning alignment step. It does, thus, not matter whether the first-volume FMR, the raw-data FMR (i.e. "CG_OBJECTS.fmr") or even the preprocessed FMR (i.e. "CG_OBJECTS_3DMC_SCSAI_LTR_THP3c.fmr") file is selected as the source of alignment since all these files have a link to the same AMR file (i.e. "CG_OBJECTS_firstvol_as_anat.amr"), which is build from the first volume of raw data. In case you do not want to use the attached AMR file for alignment, you must change the default setting in the Source options tab of the FMR-VMR Coregistration dialog, which is shown below.
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As described above, the default option in the Options for FMR/AMR source field is Use linked AMR opton. To use the first EPI volume of the functional data instead, select the Use FMR data option. Another option in this tab is the Invert intensities option, which is turned on as default: By inverting the intensities of T2* weighted functional data, the resulting images look similar to T1 weighted anatomical data. This inversion is important for the intensity-driven adjustments during the fine-tuning alignment step. If you have linked a true anatomical coplanar set of slices (i.e. a special high-resolution T1 weighted scan of the functional slices), you should turn off this option.

The Flip slice order and the To SAG... options in the Additional options for manual alignment field are important if there is no header information available for the initial alignment stage. In this case, it might be sometimes necessary to be able to flip the order of slices of the functional data, which can be achieved by turning on the Flip slice order option. If the initial alignment is done by the "corresponding points method", it is helpful to first orient the functional data into BrainVoyager's standard sagittal view, which can be done using the To SAG... option. If this option is greyed out, click the Create volume button in the Options for FMR/VMR source field first.

 The Initial FMR-VMR Alignment Step 

The intial alignment step of functional (FMR) and 3D anatomical data (VMR) coregistration can be performed in three different ways:

· Mathematical header-based alignment in case that appropriate header information is available

· Corresponding points alignment, if the two data sets are from different sessions or when no header information is available

· Sagittal reorientation of the functional data. This is the minimal step necessary for a subsequent fine-tuning alignment.

In case of coregistration problems, it might be advisable to run the initial alignment without the subsequent fine-tuning step. This can be achieved by clicking the Run IA button instead of the GO button. If the initial alignment step has been performed, you can re-enter the FMR-VMR Coregistration dialog to start the fine-tuning adjustment step. The Run IA button will now be disabled and in the Initial Alignment tab, the option Initial alignment already performed will be selected. This ensures that if the GO button is pressed, only the initial alignment is not repeated and only the fine-tuning adjustment is launched. This can be also achieved, of course, by pressing the Run FA button. You can also inspect the spatial transformation matrix representing the result of the initial alignment by clicking the TRF matrix... button in the Initial Alignment tab (see snapshot below).
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Sagittal reorientation of the functional data 

This method is recommended only if no header information is available and if the two data sets are not misaligned by large displacements, i.e. if the angles during scanning were similar or identical for the functional and anatomical data. In this method only a reorientation of the functional volume into BrainVoyager's standard space is applied by using the To SAG... button in the Source Options tab of the FMR-VMR Coregistration dialog. Sagittal reorientation can also be used as the first step of the corresponding points alignment. The details on how to apply the sagittal reorientation are, thus, desccribed in the section "Preparation of the functional volume" in the topic on corresponding points alignment. Sagittal reorientation only performs 90 degree rotations to reorient the functional volume. While the achieved result might be good enough to run the iterative multi-scale fine-tuning alignment step successfully, it is recommended to use the corresponding points alignment to get a better initial FMR-VMR coregistration.

Mathematical Header-Based Alignment 

This is the preferred strategy for the initial alignment step yielding excellent results. It requires only that the used 3D data set is recorded in the same session as the functional data set and that the file format used to import the data into QX contains the necessary header information. This is the case for DICOM data, Philips REC/PAR data and GE_I data, but not, for example, for the Analyze file format. To use this initial alignment strategy, make sure that the Based on FMR and VMR header information (same session) option is turned on in the Initial Alignment tab of the FMR-VMR Coregistration dialog (see snapshot below). Since this is the preferred alignment strategy, this option is turned on as default.

[image: image4.png]= FMR-VMR Coregistration

Aligrment method

e ———

© Manualsignment -use "ToSAG" matrx

© el agrmen aeady peromed





To start the mathematical header-based initial alignment procedure, either click the Run IA button or the GO button. In the latter case, the fine-tuning step is automatically started after the initial alignment step. To see the initial alignment result in isolation, use the Run IA button. After a short moment, the result of the header-based alignment is shown in the VMR View window. A snapshot of the alignment result for the "Objects" example data set is shown below.
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To judge by eye the quality of the alignment, the program shows two rows with three views, the upper showing the target VMR data and the lower showing the functional data in various combinations with the target VMR. As default, the functional and anatomical data are shown in transparency blend mode, which can be turned on by checking the Blend: Transparent option in the Target display options field of the Coregistration tab of the 3D Volume Tools. In transparencey blend mode, the transformed (scaled, rotated, translated) functional data set (one volume) is shown as default with a transparency value of 0.5. You may change the transparency blending value by clicking CMD-Cursor-Up and CMD-Cursor-Down on Mac OS X or CTRL-Cursor Up and CTRL-Cursor Down on Windows and Linux. Cycling through different transparency values by repeatedly pressing these buttons aids in judging the achieved alignment. Besides using the cursor up/down keys, you may also change the transparency blending value in the Blend mode transparency: field in the Coregistration Options dialog, which can be invoked by clicking the Options button in the FMR-VMR Coregistration tab.

Note that you can move the cursor in the VMR data set to any desired region, which also helps to judge the alignment result. You can check the result also by looking at the cross position in the upper row and the cross position in the lower row, which should show the same brain region after successful alignment. You may also toggle between the anatomical and functional data set in the lower row by selecting the Show transformed or Show target option.
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As a convenience function, you can click repeatedly on the Show transformed option (or Show target option) to toggle between the functional and anatomical volume in the lower row. This allows to check the alignment without having to look back at the 3D Volume Tools dialog. As an additional mode, you can turn on mosaic blend mode by checking the Blend: Mosaic option. In this mode, either the anatomical or the functional data is shown in neighboring square regions ("checks") forming a checkerboard display. You may change the size of the checks in the Check size: field in the Coregistration Options dialog, which can be invoked by clicking the Options button in the FMR-VMR Coregistration tab.

Note that the mathematical header-based alignment would be perfect if no motion would occur between the anatomical and functional recording and the two data sets were recorded without any geometric distortions. In most recent scanners, geometric distortions are minimal not only for anatomical but also for functional (EPI) scans. Small head motions between the two scans might, however, occur which can be corrected using the fine-tuning alignment step.
 

Background information

The header-based alignment procedure starts by checking whether header information about slice positioning is available for the two data sets (FMR, VMR). BrainVoyager QX saves the respective slice positioning information from the original images directly into newly created FMR and VMR files. If header information is not available, it shows the FMR-VMR Same-Session Alignment Using Position Data dialog (for details, see below). The mathematical header-based alignment is able to coregister the two data sets for any slice orientation. In order to work properly, the FMR-VMR alignment must, however, respect what kind of transformations have been potentially applied to the data sets after project creation. The program assumes that no change to the FMR file has been made after project creation but changes to the VMR file prior to alignment are known to the program because they are saved into the transformed VMR file. If, for example, a VMR file, which has been originally recorded in axial slices, has been transformed into the standard sagittal orientation of BrainVoyager, the FMR-VMR alignment would fail if it would not know about this transformation because it would transform the functional data to match the original axial VMR orientation. To allow proper alignment respecting spatial transformations applied to the VMR file, those transformations are saved directly in the transformed VMR file together with the original positioning information. If an axial VMR (i.e. "S1_3D.vmr") is, for example, transformed into sagittal orientation, the saved sagittal VMR (i.e. "S1_3D_SAG.vmr") will contain this transformation information. When the header-based alignment procedure is started, QX checks both the information of the scanning position information as well as any spatial transformation recorded in the VMR header in order to compute the correct mathematical spatial transformation.

External position information. BrainVoyager QX not only saves positioning information directly in the FMR and VMR files, but also saves that information in separate external files with the extension ".POS". These files were necessary in BrainVoyager 2000 but are normally not used in BrainVoyager QX. In case that the mathematical header-based alignment has been chosen, but the original data does not contain positioning information, the FMR-VMR Same-Session Alignment Using Position Data dialog will appear when clicking Run IA (or GO) asking for entering manually the positioning information. If custom-created position information (or correct position information from other BrainVoyager files) is available, these POS files can be loaded using the Load .POS... buttons for the FMR and VMR file, respectively. If FMR and VMR projects are created with BrainVoyager QX from raw data with the respective positioning information, you will not see this dialog during coregistration. To inspect the positioning information used for mathematical header-based alignment, you can, however, click the Pos info... button in the Alignment method field of the Initial Alignment tab, which will invoke the position information dialog (see snapshot below). The fields define transformation parameters for a virtual slice running exactly through the center of the slab (image volume) covered by the functional (FMR) and 3D anatomical (VMR) scan, respectively. The first column (Translation x:, Translation Y: and Translation Z: values) of the parameters define the translation of the centre point of the virtual centre slice with respect to the iso centre of the magnet. The second and third columns (RowDir X:, RowDir Y:, RowDir Z: and ColDir X:, ColDir Y: and ColDir Z: parameters) define direction vectors specifying the orientation of the scanned slices of the functional and anatomical scans within the scanner reference system using two direction vectors. For the header-based alignment, the relative orientation difference in orientation of the FMR data with respect to the VMR data can be computed and is used for the alignment (for details on the mathematical background, consult the "Spatial transformations in BrainVoyager QX" documentation).
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Corresponding Points Alignment 

When no header information is available or in cases when a 3D data set has been recorded in a different session as the functional data, the mathematical header-based alignment of functional and anatomical data is not applicable. In this case, it is possible to align the two data sets quickly by specifying three (or more) corresponding points in the two data sets. When running the initial alignment steps, the specified points in the 3D data set act as landmarks to which the corresponding points marked in the FMR will be aligned as close as possible.

Preparation of the functional volume

As with all coregistration methods, the target VMR file has to be loaded first. Then a source FMR file is selected in the Files tab of the FMR-VMR Coregistration dialog (for details, see section "Coregistration of Functional and Anatomical Data Sets"). To use the corresponding points alignment, the referenced AMR file (or the first volume of the specified FMR file) must be transformed into a 3D data volume with the same resolution as the VMR file. For this transformation, the program uses the voxel resolution values stored in the selected FMR file. To build the functional source volume, click the Create volume button in the Source Options tab of the FMR-VMR Coregistration dialog. This step is not necessary, if the FMR file has been selected prior to entering the FMR-VMR Coregistration dialog by using the Select FMR... button in the Coregistration tab of the 3D Volume Tools dialog. Using the Create volume button has, however, the advantage, that further settings can be specified, i.e. whether a linked AMR file or the first set of functional slices should be used to build the functional volume. Even more importantly, you can turn on or off the Flip slice order option prior to clicking the Create volume button. This option is important to match the source and target volume with respect to the same - neurological or radiological - convention. If, as in our example, the target VMR file is in radiological convention (left-is-right) and if the functional slices progress from the inferior part of the brain to the upper part of the brain if one moves from the first (number 1 in FMR project) to the last one, the functional slices have to be flipped. Therefore the respective option has been turned on in the snapshot below for our example data. Without header information, the best way to find out whether the functional slices should be flipped is to perform the sagittal orientation procedure as described next and then to check whether prominent points in the brain look similar in both volumes or whether they appear on the wrong side. In the latter case, a slice order flip is necessary and the volume should be re-created using the Create volume button with the modified Flip slice order option.
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When the functional volume has been created after a short moment, the target VMR data set is shown in the upper row and the source volume, representing the functional data, is shown in the lower row of the VMR window. Since functional data is usually recorded in axial or coronal slices but rarely in sagittal orientation, the two data sets do not possess the same orientation as shown in the snapshot below.
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The left subwindow in the lower row shows the original orientation of the functional data set, which is axial in this example. The other two subwindows in the lower row depict two other orthogonal views revealing that the original functional slices have been indeed transformed into an iso-voxel 3D volume. The voxel size of the functional 3D volume now corresponds to the one of the intra-session VMR data set (i.e., 1mm x 1mm x 1mm voxels). For the corresponding points alignment, a minimum of three points have to be specified in both data sets reflecting the same anatomical landmarks. The localization of these corresponding points is, however, difficult if the two data sets have a different basic orientation. In order to simplify the specification of corresponding points, the functional data can be first rotated into the same sagittal orientation as the VMR data set. To orient the functional volume into the standard sagittal orientation, click the To SAG... button in the Additional options for manual alignment field. This button is disabled (see snapshot of the FMR-VMR Coregistration dialog above) until the functional volume is available.
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After clicking the To SAG... button, the Transform To Standard Orientation dialog appears as shown in the snapshot below.
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This dialog shows a Current SAG view image of the left side, which is a copy of the sub view on the left side of the lower row of the VMR window. The goal of this reorienting tool is to provide a visual tool to reorient the functional volume in such a way that the Transformed SAG view image of the right shows a standard sagittal view. Depending on the start orientation, the proper reorientation can be achieved in one or more steps by clicking repeatedly on the various -90 and +90 buttons, which perform 90 degree rotations around the three basic axes. When moving into one of the buttons, helping yellow lines or a yellow point indicate the axis around which the 90 degree rotation will be perfomed. In the snapshot below, the mouse cursor has been moved into the +90 button for the X axis and a yellow point is shown in the middle of the Transformed SAG view image. This point indicates that the image will be rotated around the axis running through the image plane. After clicking the button, the following intermediate state is shown:
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The mouse cursor is now moved into the +90 button for a Y axis rotation, which is indicated by a yellow line running from left to right through the middle of the image on the right. After pressing this button, the following result is produced:

[image: image13.png]



The Transformed SAG view image now shows the standard sagittal orientation in the Transformed SAG view image as used in BrainVoyager. After clicking the OK button, the visually defined spatial transformation is applied to the functional volume in the VMR window as shown in the snapshot below.
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Having now both a sagittal orientation for the source functional volume and the target anatomical volume, the subsequent specification of corresponding points is significantly simplified.
 

Specification of corresponding points

To specify corresponding points, close the FMR-VMR Coregistration dialog and click on the Define points... button in the Corresponding points coregistration field of the Coregistration tab of the 3D Volume Tools dialog. This will open the Corresponding Points dialog, which records the coordinates of the specified source and target point pairs.
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Corresponding points can now be conveniently specified by changing the position of the cross in the upper and the lower row, respectively. Note that the two crosses are decoupled, i.e. they can be moved in the respective volume independently from the cross position in the other volume. At least three corresponding points have to be specified before the corresponding points alignment routine can be performed. To specify a point, select it in the upper row and then click the Set point button in the Upper row - Target VMR points field. In the snapshot above, a region at the anterior insular has been specified since this region can be not only identified easily in an anatomical scan but also in a functional scan. As long as the three points are not falling on a line, you may choose any points you want for corresponding points alignment. The snapshot shows the Corresponding Points dialog just after the Set point button has been clicked. When the point is defined, the position at the cross is highlighted with a red point and the coordinates of the point is shown in the first row of the table in the Upper row - Target VMR points field. After having specified the point for the upper row, select the corresponding point in the lower row by positioning the cross accordingly as shown in the snapshot below for the point selected in this example:
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After clicking the Set point button in the Lower row - Source FMR points field, the coordinates at the cross position are copied into the first row of the table on the right and highlighted with a red point. This completes the definition of the first corresponding point. The program now automatically highlights the second row to let you enter the second corresponding point pair. You may, however, go back to the first corresponding point pair at any time by changing the entry in the Current point spin box. You can, for example, correct the position of the cross and then re-click the Set point button for the upper and/or lower row. You may also use the Show point buttons to move the cross to the position specified for the point pair selected in the Current point spin box. As a convenience function, the Show point pair button is moving the cross both in the upper row and the lower row to the respective positions of the currently selected point. Note also that each corresponding point pair is defined in a different color. You may change the color for a point pair by clicking on the Current point color button.
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The second point pair can now be specified in the same way as the first corresponding point, i.e. by moving the cross in the upper and lower row to corresponding positions. In the snapshot above, the second point pair has been located in the posterior part of the insular in the left hemisphere. Finally, the third point can be specified.
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This completes the specification of a minimum of three corresponding points. Specifying more than three points can improve the alignment since specification errors tend to cancel each other out. If you want to specify more points, click the Add entry button once for each additional point pair. You may also save the specified corresponding points by clicking the Save... button. This might be useful  in case you want to modify the point definition at a later time.
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After having specified the corresponding points, click the Close button to leave the Corresponding Points dialog. Click the Align... button in the Corresponding points coregistration field in the Coregistration tab of the 3D Volume Tools dialog. This will re-open the FMR-VMR Coregistration dialog. Switch to the Initial Alignment tab. The program will have automatically selected the Matching of specified corresponding points option as the method for initial FMR-VMR alignment in case that at least three corresponding point pairs have been defined. You may now perform the initial alignment by either clicking the Run IA button or the GO button. In the latter case, the fine-tuning step is started after application of the corresponding points initial alignment. To see the initial alignment result in isolation, it is recommended to click the Run IA button and then proceed with the fine-tuning alignment as a separate step. 
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The snapshot above shows the result of the initial alignment step for our example data. The obtained result is at least as good as the one obtained using the header-based alignment for the same data (see section "Mathematical Header-Based Alignment", which also describes different ways how to judge visually the achieved alignment).

Tips and remarks.  Note that for judging whether a corresponding point is specified correctly in both volumes, you can only base your judgement on the appearance of the local neighborhood of the two points in the respective three orthographic sub views since the two data sets are rotated with respect to each other. To aid in finding corresponding points, enlarge the two-rows view as much as possible, i.e. by closing the Sidebar on the left side. From visual saliency, it appears that corner points of ventricles are good landmarks to use. Note, however, that these points suffer from distortions in the functional EPI images and therefore other points should be used. If you have recorded T1-weighted coplanar images and linked as an AMR file, you can, of course use ventricle points as landmarks because T1-weighted images do not exhibit spatial distortions at tissue inhomogeneities.
When specified points are saved to disk in a "CPS" file, the program saves not only the coordinates of the corresponding points but also a flag specifying whether he functional data has to be flipped or not and a spatial transformation matrix for the sagitall orientation of the functional data (if applied). The CPS file "ObjectsCorrespondingPoints.cps" saved for the example data looks like this:

FileVersion:             2

NrOfCorrespondingPoints: 3

 84.00 101.00  66.00     90.00 127.00  67.00
84.00 101.00 123.00     89.00 123.00 125.00
109.00  70.00 115.00    116.00  91.00 114.00

CreateFMR3DMethod:       3

SourceToSAGMatrix:

0.0000 0.0000 1.0000 0.0000
1.0000 0.0000 0.0000 0.0000
0.0000 1.0000 0.0000 0.0000
0.0000 0.0000 0.0000 1.0000

When you reload a CPS file at a later point, the program detects whether a sagittal reorientation has been performed prior to specifying the corresponding points. You should click the Yes button in this case, otherwise the loaded point coordinates will not be appropriate.
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The Fine-Tuning FMR-VMR Alignment Step 

The fine-tuning alignment step can be performed in different ways: 

· Intensity-driven multi-scale alignment 

· Edge-based multi-scale alignment (work in progress)

· Manual adjustment of rotation and translation parameters

Edge-based multi-scale alignment 

The currently available intensity-driven multi-scale alignment procedure must use an appropriate cost function to evaluate the quality of the current coregistration and to compute how to change the translation and rotation parameters in order to iteratively improve the alignment. The cost function must be carefully chosen when comparing functional and anatomical data. A cost function simply using the intensity difference at each voxel might be inappropriate because tissue intensities (i.e. GM, WM, CSF) are ordered differently in different MR sequences (i.e. CSF is black in T1-weighted (anatomical) data sets but white in T2-weighted (functional) images). For intensity-driven alignment, BrainVoyager QX inverts intensity information in case that T2-weighted, functional images (EPI data) are used. By inverting intensities, these images appear roughly as T1 images. A better solution to the problem is to use “mutual information” as a cost function, which allows to maximize the alignment despite the differences in tissue intensities between T1 and T2 sequences. Another advantage of mutual information is that regions containing large spatial differences between the two data sets (i.e. susceptibility artifacts) are automatically ignored by the alignment. Another approach aiding in alignment is to use edge informaton for alignment. Edges can be computed as a first step from the original intensity data and possess the advantage to be largely independent from intensity inhomogeneities. These can be combined with an iterative closest point algorithm. The latter has been implemented and is used at present in a simplified non-iterative version for the corresponding points initial alignment.
Mutual information and edge-based alignment using the iterative closest point (ICP) method is currently tested and is scheduled for one of the 1.x releases of BrainVoyager QX.
 

Manual adjustment of rotation and translation parameters 

If the automatic fine-tuning does not work as desired, the coregistration might be improved by manually adjusting the rotation and translation parameters. If this step is performed after the initial alignment, the effect of changing the respective transformation values are intuitive and can be learned quickly. If this step would be performed prior to intial alignment, one would have to find large displacements and rotations making it difficult to handle this problem. Besides facilitating manual alignment in this way, QX also uses improved visualization tools to judge the alignment showing the three major orientation views for both the source and the target data set. It also allows to enter floating point values in the translation and scale parameter fields to allow obtaining optimal results.
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Intensity-Driven Multi-Scale Alignment 

A mathematical header-based initial alignment would produce a perfect match between the functional and 3D anatomical data sets if there would be no head movements between the two scans (and no other problems, such as EPI distortions). In order to correct for potential head motions, or more generally for any kind of suboptimal initial alignment, BrainVoyager QX attempts to further improve the coregistration using an intensity-driven alignment step after the initial alignment step. This subsequent alignment step can be applied after any of the initial alignment steps, i.e. after header-based alignment, corresponding points alignment or even after a simple sagittal reorientation of the functional data. The only requirement of the fine-tuning alignment step is that both data sets are in BrainVoyager's standard sagittal orientation. In the case of a simple sagittal reorientation of the functional data, the functional and anatomical volumes might still be displaced substantially and the automatic detection of the correct translation and rotation parameters might be difficult. To be able to find the right parameters also in the case of large displacements, the program uses a coarse-to-fine alignment procedure, computing a Gaussian pyramid for each volume containing several down sampled (low-resolution) versions of the original data sets. The intensity-driven alignment procedure then works first on the low-resolution representations to correct large displacements without being trapped in “local minima”. After the alignment at a coarse scale, the alignment continues at progressively finer resolutions. The end-result is a high-quality alignment of the functional and anatomical data. Current experience shows that this procedure works fine if the VMR and FMR data set does not contain intensity inhomogeneities across space. In case of inhomogeneities across space, the fine-tuning adjustment might push the data set a few millimeters off the optimal result. We advice, thus, to run inhomogeneity correction of the VMR data set prior to using this function in case that the observed alignment is not very accurate. FMR data sets normally do not suffer strongly from inhomogeneities.

After the fine-tuning alignment step has been performed, you can start the intensity-driven multi-scale alignment step. Invoke the FMR-VMR Coregistration dialog by clicking the Align... button in the FMR-VMR coregistration field of the Coregistration tab of the 3D Volume Tools dialog. Switch to the Fine-Tuning Alignment tab. Since the intensity-based multi-scale alignment is the default mode for fine-tuning coregistration step, the respective Intensity alignment using multi-scale approach option will be checked as default. If this is not the case, click this option to select this fine-tuning alignment method (see snapshot below).
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To start the alignment, click the Run FA (or GO) button. During the alignment procedure, a dialog informs about the progress made (see snapshot below). The alignment procedure lasts about a minute and includes a preparation step for the creation of the multi-resolution pyramids, and multiple parameter adjustment loops for resolution levels 2 and 1. If the dialog reaches 99% but does not close automatically, you can press and hold the Escape button to stop the alignment process.
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You can observe the iteratively updated parameter estimates during alignment in the Coregistration tab of the 3D Volume Tools dialog. The snapshot below (red rectangle) shows the estimated parameters in the Translation and Rotation field after the fine-tuning adjustment has been completed. The lower row of the VMR window shows the functional and anatomical volume in transparency blend mode. Details of different visualization options for the source and target volume can be found in the "Mathematical header-based alignment" topic. 
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The estimated parameters show that in our example data, the most substantial improvement over the initial alignment step has been achieved by a translation of -3.1 mm along the Y axis, i.e. along the anterior - posterior direction. The following images highlight this offset (see red marker and position of green cross) comparing the result after the initial alignment (left image) with the result of the additional fine-tuning alignment (right image) with respect to the target 3D anatomical volume (middle image). Such comparisons also for other brain regions confirm the improvement achieved by the fine-tuning alignment step.
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