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	PROJECT 1

	Scalable Distributed Rendering System

	Supervisor:

Dr. Y. T. Siu

(Chu Hai College of Higher Education)

Co-supervisor:

*Dr. C. F. Chan
(City University of Hong Kong)

Aims and Objectives
This project aims to design and implement a distributed 3D graphics rendering system using a cluster of commodity PCs with graphics accelerators to perform rendering of complex scenes. The main objectives are:
· Propose an effective partitioning strategy for parallel rendering
· Design the proposed strategy suitable for realization in the Web environment 

· Implement a prototype to demonstrate the scalability and capability of such rendering system for high-end visualization.

Description:
Rendering three-dimensional images is a computation-intensive process that can be improved by having several processors work on it concurrently. This approach is traditionally implemented in very expensive and highly customized graphics hardware, which has a lack of scalability and requires specific protocols and networks for communication. Recently, the impressive price-performance of today’s commodity computing and graphics hardware has provided an impetus for scalable rendering and visualization of large and complex scenes. In this project, we shall examine a scalable system architecture that utilizes a cluster of PCs to perform the rendering process in parallel by partitioning the work into sub-tasks and merging the results to generate a single image on the display.



	PROJECT 2

	Vector quantizer design for multimedia signals 

	Project Supervisor
Dr. K.W.Cheung

Aims and objectives 

To design and implement vector quantizers for multimedia signals.

Brief introduction, scope, nature and expected outcomes of the project 

Vector quantization (VQ) is a lossy signal compression technique. Signal samples are grouped into vectors for coding. The encoding and decoding processes are relatively simple as they are mainly table lookup operations. The most difficult part of vector quantizer design is the design of the codebook which is the set of 

vectors for approximating the input signal vectors. 

Students will investigate/compare various codebook design techniques. Then, they will select suitable VQ techniques to design and implement vector quantizers for various types of signals - speech, image and/or video.




	PROJECT 3

	Design of Neuro-Fuzzy System by Data Clustering Algorithms

	Project Supervisor
Dr. W.L.LO

Aims  and Objectives:
To develop a simulation program to study the relative merits of different data clustering algorithms for the design of Neuro-fuzzy System.
Description:
It has been well known that Neuro-fuzzy system combines the merits of booth fuzzy system and neural network, it allow converting the human expert knowledge into fuzzy rule bases and implement the overall fuzzy system in a form of Neural Network and classical supervisory training algorithms such as Back Propagation and greatest decent methods can be applied in Neuro-fuzzy systems. In this project, we study the design methods of Neuro-fuzzy system by using different data clustering methods: (i) K-Mean Clustering (ii) Fuzzy C-Mean Clustering (iii) Mountain Clustering Method and (iv) Subtractive Clustering methods and develop a simulation programs to implement these algorithms. We will compare the performances of various data clustering methods for solving different machine intelligent problems (e.g. Character Recognition, Inverse Kinematics Problems, Automobile MPG Prediction, Nonlinear System Identification, Channel Equalization and Adaptive Noise Cancellation). Students are required to develop the simulation programs by using Visual C or JAVA.
References

1.
J.S.R.Jang, C.T.Sun & E.Mizutani : “Neuro-Fuzzy and Soft Computing, A computational approach to Learning and Machine Intelligence”, Prentice Hall

2.
Chin-Teng Lin and C.S.George Lee : “Neural Fuzzy Systems, A Neuro-Fuzzy Synergism to Intelligent Systems”, Prentice Hall

3.
Li-Xin Wang : “A Course in Fuzzy Systems and Control”, Prentice Hall



	PROJECT 4

	Automated Object-Oriented Programming Generator

	Project Supervisor
Mr. S.K.Wong

Aims & Objectives:
To develop a tool for generating standardized source codes automatically from the elements input, and vise versa.

Project Description

This project is about designing a CASE tool which provides the following functions:

•
Source code generation

•
Reverse engineering

•
Documentation generation

•
To Be Confirmed

Aim and Objectives

Students are going to develop the above tool.  Users of this tool will be the IT professionals, and hence, the product should be effective, efficient, and generate accurate results.  Students should learn how to analyze, design, implement, install the system and prepare user manual.  Finally, they should be able to prepare a well-presented and informative documentation, which includes a project planning proposal, requirements specification, design specification, and user manual.

Platform Required

•
OS:


MS-Windows

•
Language:


Object-Oriented Programming Language

•
DBMS(Optional) :
Any database management system 

Knowledge Required

It would be helpful if students possess the following knowledge:

•
Object-oriented methodology




	PROJECT 5

	Practical applications of the Self-Organizing Map for Structures

	Project Supervisor
Mr. Ken C.Y.Lau

External Supervisor: 
Markus Hagenbuchner (University of Wollongong)

Description:
Self-Organizing Maps (SOMs) are a unsupervised machine learning method used to cluster data. This project is to work with a new SOM which can cluster graph structured data, and to identify its suitability in a number of real world applications. Software and datasets are available. Possible applications to consider include the clustering of chemical molecules, searching in the domain of graphs  (viz. inexact sub-graph matching), clustering of Email correspondences, and others. The outcome of this project may help identify limitations of this new SOM method.

Requirements:
Understanding of machine learning methods and in particular of the basic SOM algorithm, CPU resources.




	PROJECT 6

	Chinese Compound Noun Terminology identification by Using Semantic Ontology Categories and Syntactic Dependency Relationship

	Project Supervisor
Ms. Claire W.Y.Li

Coordinator: 

#Prof. Qin Lu, department of computing (HKPolyU)

Description:
A compound noun is a noun that is made up of two or more words and at least one of them is noun. Most compound nouns in English are formed by nouns modified by other nouns or adjectives. (see [1]). In Chinese, the cases may be more complex and not easy to be identified because of the following reasons:

Firstly, unlike English word, one single Chinese word may have multiple PoS (Post of Speech), for example, “经济” serves as a adjective in “经济效益” and a noun in “国民经济”, while in English, the word itself is predictable in different forms like in “economic benefit” and “national economy “. Secondly most noun phase in English may consist of determinative which makes the head of the noun phrase be easy to be identified, such as “benefit” will be the head of the phrase “economic benefit”. In Chinese, the head is more uncertain such as “效益” will be in head of “经济效益”, while “工作” will be head in the compound noun “工作方式”. Finally, the most complex situation in Chinese compound noun phrase is the determination of the Base Noun Phrases (the smallest unit of noun phrase) composed of series of nouns, especially the proper nouns. For Example, “军事理论考核题库管理系统”, and “四川盆地”. In this kind of compound nouns, the semantic knowledge (or linking information) is needed to identify the “sub-heads” inside so that the long compound nouns can be break into smaller parts (base noun phrases) which is easy to be understood and identified.

In another side, phrases should fit predefined syntactic dependency structures. For example, "Smith saw a girl with a scarf." contains two syntactic dependency tuples like [girl, WITH, scarf], [saw, WITH, scarf]. We believe [girl, WITH, scarf] is more reasonable than [saw, WITH, scarf]. The same situation is true in Chinese. For example, </v, /n> represents a common verb phrase like in “行使/v 主权/n”, in which POS “n” (general noun) mostly depends on POS “v” (general verb). However in noun phrase, the most common structures such as “运动/vn 速度/n” and 开发/vn 项目/n” , whose dependency relations are “vn” depends on “n”.

Based on the above observation, this project tries to apply both syntactic dependency rules and similarity based semantic ontology knowledge to classify certain types of compound noun phrase terminologies.

References:

1.
http://sun.nctu.edu.tw/Grammer/page/pos/noun-1.htm.
2.
Chen, Chen, Semantic Classification of Chinese Unknown words, Proceedings of Coling-2000, pages 173-179. 2000.

3.
Bohnet, B.  Mapping Phrase Structures to Dependency structures in the Case. of Free Word Order Languages.  In Proceedings of the 5th DARPA Speech and Natural Language Workshop, 31–. 37. Bohnet, B. 2003.

4.
Gosse Bouma. Jori Mur. Gertjan van Noord. Lonneke van der Plas. Jorg Tiedemann, Question Answering for Dutch. using Dependency Relations. http://www.let.rug.nl/~gosse/Imix. Information Science. Rijksuniversiteit Groningen. CLEF 05 – p.1/25
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