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If, as it is said to be not unlikely in the near future, the principle of sight is applied to the telephone as well as that of sound, earth will be in truth a paradise, and distance will lose its enchantment by being abolished altogether  (Mee, 1898: 345).

Despite this prediction from more than one hundred years ago, distance still acts as a barrier to collaboration in organizations.  With the increasing reliance on distributed teams in organizations, and the growing numbers of temporary and virtual organizations (Hardwick & Bolton, 1997; Jarvenpaa, Knoll, & Leidner, 1998; Turoff, Hiltz, Bahgat, & Rana, 1993), organizations continue to explore methods for improving collaborative connections between distant employees.  One such solution, awareness systems, represents a type of electronic monitoring that provides information on distant colleagues’ availability or actions.  However, we propose that a climate of trust in organizations will be crucial to the acceptance of such emerging technologies.


Although awareness has been broadly conceptualized in the human-computer interaction literature, it is generally considered to be "the likelihood of actions by one user being noticed by another" (Rodden, 1996, p. 90), or "information pertaining to who the users are, what groups they belong to, and what access they have to the data" (Hall, Mathur, Jahanian, Prakash, & Rassmussen, 1996, p. 142).   Awareness monitoring systems, implemented in organizations such as NYNEX and Xerox (Lee, Girgensohn, & Schlueter, 1997), have been designed and tested for the purpose of improving collaborative connections, rather than for monitoring employee performance. For example, periodic video snapshots of a distant coworker’s work area might help in determining when that coworker is available or busy (Whittaker, 1995), or viewing the state of tasks on a distant coworker’s computer might aid in merging independently-developed software components (Simone & Bandini, 1997).  However, some research has suggested that awareness systems (designed to improve cooperative working relationships) may actually have the unintended consequence of making privacy more salient to employees, resulting in lower system acceptance (Webster, 1998).


The question may be asked, “what is the moderating variable that leads one person to interpret an awareness system as a helpful tool and another person to interpret the same system as an invasive threat to privacy?” Some evidence exists that the pre-existing levels of trust between parties might determine how an awareness system would be interpreted. For instance, research has demonstrated that feedback is more effective in influencing a worker’s performance if the worker trusts the feedback giver (Earley, 1986; Lawler, 1971; Lawler & Rhode, 1976).  Further, the use of an awareness system is, in a sense, an act of self-disclosure, a willingness to share information about oneself. A significant body of literature has found that trust enables information sharing (e.g., Bromiley & Cummings, 1995; Lewis & Weigert, 1985a; McGregor, 1967; O’Reilly, 1978; Sherif, 1966; Zand, 1972) and self-disclosure (e.g., Altman & Taylor, 1973; Wheeless, 1978). This research underscores how vital a trusting climate is for sharing information about oneself -- especially private information. Thus, in this chapter, we propose that a climate of organizational trust, or the general likelihood that people within organizations are willing to depend on others, will represent a key influence on acceptance of awareness systems. In addition, the relationship between trust and power balance and the effects of power balance on system acceptance are discussed. 

The remainder of the chapter is organized as follows.  The next section describes awareness monitoring in more detail, and distinguishes it from performance monitoring.  The following section focuses on trust climate as a key explanatory factor for awareness system acceptance.  The chapter concludes by drawing implications for research and practice.

AWARENESS MONITORING SYSTEMS

Awareness monitoring represents an emerging application that organizations are beginning to explore, and on which the human-computer interaction (HCI) academic community has focused considerable design efforts (e.g., Lee and colleagues, 1997a,b; Proceedings of CSCW (Computer Supported Cooperative Work), 1996 and 1998). For instance, such awareness systems might monitor:  an employee’s keyboard, mouse, and chair for activities (Honda et al., 1997), movements in a work area through motion detectors (Kuzuoka & Greenberg, 1999), or muffled speech in a co-worker's area (Hudson & Smith, 1996). HCI researchers view awareness as one of the most important design features for collaborative applications (Johnson & Greenberg, 1999; Lee et al., 1997b; Mariani, 1997; Palfreyman & Rodden, 1996; Simone & Bandini, 1997; Tollmar, Sandor, & Schomer, 1996). For instance, these researchers have argued that awareness is necessary for collaborative work because there is an "expansive body of literature stressing the importance of awareness and availability of action" (Palfreyman & Rodden , 1996, p. 131).


Awareness systems have been developed in order to improve connections between employees in distant locations and in virtual organizations. Their developers have argued that employees who are physically separated do not have the same opportunities as co-located colleagues for informal interactions (Johnson & Greenberg, 1999).  These developers propose that awareness systems can help improve communication by simulating informal face-to-face interactions through providing information on distant colleagues’ availability or actions.  For instance, Kraut and Fish (1995, p. 705) described the use of video in maintaining awareness between distant sites:

People also use video for benign surveillance -- to maintain awareness of what their colleagues are doing even when they are not immediately communicating with them.  In the video telephony field experiments, users maintained long-lived calls to 'public' places -- lobbies or lunch rooms, for example -- just to know what was going on at remote sites or set up specialized applications to receive this background information as freeze-frame images.  Researchers report that this use allowed spatially separated work groups to 'feel like we're part of the same group' .

Awareness systems generally are categorized into one of two types, peripheral or activity awareness systems. Peripheral (also called passive, pre-attentive, presence, or background) awareness systems provide employees with the ability to initiate opportunistic connections (Whittaker, 1995), or as Kraut and Fish (1995) termed it above, “benign surveillance”.  They often utilize audio or video connections between sites (Zhao & Stasko, 1998).  For instance, Whittaker (1995) outlined three types of desktop videoconferencing awareness features to help initiate connections between distant employees:  (i) a glance, which allows an employee to briefly look into a coworker's area, (ii) an open link, which maintains a persistent channel between two physical locations, and (iii) periodic snapshots (freeze-frame images) of coworkers' areas. This peripheral awareness is said to allow employees to:  determine when coworkers are available or busy, save time in tracking down and traveling to their coworkers' offices, and foster closer working relationships (Adler & Henderson, 1994).


Activity (sometimes called detailed task, shared workspace, shared document, or synchronous groupware) awareness systems provide information on co-workers’ computer desktop activities.  For instance, activity-based awareness systems might allow an employee to monitor the state of computer-based tasks in which a co-worker is or has been engaged (Mariani, 1997), enable employees to share an information repository (Simone & Bandini, 1997), or support employees in jointly writing a document through a shared text editor (Rodden, 1996).  


An awareness system might be implemented as one feature of a larger application (such as freeze-frame images as part of a larger desktop videoconferencing system: Webster, 1998), or as a stand-alone application (such as an open-link between public spaces:  Kraut & Fish, 1995).  Figure 1 provides an example of a stand-alone peripheral awareness system called Portholes; every five minutes, this system provides both video snapshots and measures of movements in coworkers' offices.
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Since awareness systems are emerging technologies, most research has focused on technical issues around their design and development (e.g., Johnson & Greenberg, 1999).  Although others have begun to develop models of collaborative awareness (e.g., Rodden, 1996), these are technical models concerning the design of awareness systems, rather than behavioral models of employee reactions.  Further, most implementations of monitoring systems, as well as modeling of employee reactions to these systems, have focused on performance-based monitoring.  

Electronic performance monitoring has diffused widely in organizations and is continuing to grow.  The number of U.S. employees monitored is difficult to pin down, but is estimated to be over 26 million (Alder, 1998).  Electronic performance monitoring is utilized in a wide range of industries, from utilities to airline reservations (George, 1996).  For instance, performance-monitoring applications might take the form of:  call centers using telephone monitoring to ensure the quality of customer service (Laabs, 1992), insurance companies employing computer-based monitoring to count completed transactions (Grant & Higgins, 1991), supervisors assessing employees’ work through real-time and archival videos (Griffith, 1993), or public utilities tracking field vehicles through global positioning satellites (Borthick, 1997).  


The same underlying technologies are used for both performance and awareness monitoring systems -- for example, observations of employee locations through electronic sensor badges or “active badges” may be used by management to monitor employee performance or by employees to receive awareness information on group members (e.g., Harper, 1995).  It is the intent of the monitoring system that distinguishes between them.  That is, during performance monitoring, supervisors monitor subordinates for the purpose of evaluating their performance, whereas during awareness monitoring, peers monitor peers for the purpose of improving collaboration.   Further, employees generally do not choose to be monitored for performance (involuntary usage), while employees do choose whether to be monitored for awareness (voluntary usage).

Although awareness systems are just beginning to emerge in organizations today, there is the potential for significant diffusion originating from the HCI community. Thus, it is important to study those factors affecting awareness system acceptance.

ACCEPTANCE OF AWARENESS MONITORING SYSTEMS


What affects employee acceptance of awareness monitoring systems? Although a variety of factors, such as the design of systems and individual characteristics, could affect acceptance of awareness systems (see Webster, 1998), this chapter focuses on one key influence, organizational trust climate. Researchers have argued for some time that organizational context issues such as climate are important to the use and adoption of technology (e.g., Boynton, Zmud, & Jacobs, 1994; Davis, Bagozzi, & Warshaw, 1989; Hart & Saunders, 1997), and in particular have called for further examination of the relationship between organizational climate and acceptance of monitoring systems (e.g., Ambrose & Alder, 2000). By organizational climate, we mean shared employee perceptions of practices and procedures of the organization, including what behaviors are expected and rewarded (Ruppel & Harrington, 1998). This broad construct has been dimensionalized to include perceptions of: autonomy, cohesiveness, fairness, pressure, innovation, recognition, trust, and support (Koys & DeCotiis, 1991).

The Organizational Trust Climate 

We define “trust climate” as the general likelihood that people within organizations are willing to depend on others. Although trust climate is only one dimension of organizational climate, Strutton et al. (1994) found that five out of their six psychological climate measures were significantly correlated with trust climate. Hence, trust may be a central aspect of the organizational climate, just as trust is often seen as central to an interpersonal relationship (e.g., Golembiewski & McConkie, 1975).  Scholars have recently recommended that trust should not be treated as a unitary construct (e.g., Rousseau, Sitkin, Burt, & Camerer, 1998). Hence, this chapter primarily treats trust as a multi-dimensional set of concepts, each of which may form an indicator of the climate of trust in an organization.  By using this approach, we can “zoom in” on trust climate aspects at various levels of analysis.

Researchers have examined trust at three distinct levels of analysis: individual, interpersonal/intergroup, and institutional/cultural. At the individual level of analysis, propensity or disposition to trust (e.g., Mayer, Davis & Schoorman, 1995) is the most common construct. Disposition to trust means the extent to which one is willing to depend on others across a broad spectrum of situations and persons.  At the interpersonal or intergroup level, the most common trust constructs are trusting beliefs (i.e., that the other party is competent, honest, or benevolent) and trusting intention (i.e., that one intends to depend, or is willing to depend, on the other party). At the institutional/cultural level of analysis, two constructs have been defined (McKnight, Cummings & Chervany, 1998): situational normality (the belief that success is likely because things are proper or favorably ordered -- Baier, 1986; Garfinkel, 1963; Lewis & Weigert, 1985a), and structural assurance (the belief that success is likely because structural conditions like guarantees, regulations, and procedures are in place -- Shapiro, 1987a; Williamson, 1993). Together, situational normality and structural assurance constitute what is called system trust (Luhmann, 1991) or institution-based trust (Rouseau, et al., 1998). While, for simplicity, we have defined interpersonal and structural concepts as cognitive beliefs, it should be noted that each of these concepts will contain an affective component (see Cummings & Bromiley, 1996 for evidence).
Each of these three types of trust forms a separate indicator of an aspect of the overall organizational trust climate (Table 1). A given organization may have a preponderance of those with high or low disposition to trust, or somewhere in between. An organization with mostly high disposition to trust individuals would be considered to have a positive disposition to trust climate. The sum of the trusting beliefs and intentions among parties (groups and individuals) in the organization indicates the likelihood that they will believe that the other party possesses trustworthy attributes. An organization with mostly high trusting beliefs and intentions among individuals and groups would be considered to have a positive interpersonal/intergroup trust climate. The sum of situational normality and structural assurance beliefs (institution-based trust) indicates the extent to which known situations and structures, such as employee-friendly policies and procedures, assure that one will succeed in the setting. Institution-based trust climate has more to do with how one feels about the organizational structures than with personal relationships. An organization with mostly high institution-based beliefs would be considered to have a positive institution-based trust climate. These constructs each contribute a distinguishable aspect of the climate of trust of an organization. Disposition to trust climate, interpersonal/intergroup trust climate, and institution-based trust climate constitute the overall trust climate of an organization. Overall trust climate, defined earlier, has itself been theorized and measured as a construct by others (e.g., Koys and DeCotiis, 1991). Therefore, we also list overall trust climate as a separate type of trust in Table 1.
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All three sets of detail-level trust climate constructs are important in order to specify what leads to awareness system acceptance. The last column of Table 1 indicates that each set of constructs is best at predicting or explaining a different domain. The disposition to trust climate constructs indicate the likelihood that trust will be extended in novel situations, such as when a new manager is hired or a new vendor is selected (Johnson-George & Swap, 1982). Disposition to trust is salient here because the parties have little or no interpersonal or situational information on which to make a trust judgment, so they must rely on their general disposition to trust (Mayer et al., 1995). The interpersonal/intergroup trust climate constructs indicate the extent to which trust will be extended among those interacting internally in regular, repeated business roles, inside and outside the organization. That is, interpersonal/intergroup trust is person-specific and on-going in nature. By ongoing, we mean subject to wide changes. The institution-based trust climate constructs indicate the extent to which one will place trust in the situations and structures of the organization (not the people). 

Based on McKnight et al. (1998), these dimensions of trust are proposed to interact with each other as shown in Figure 2: 

a) disposition to trust relates to inter-personal/group in novel situations (e.g., Kee & Knox, 1970; Mayer, et al., 1995; Rotter, 1980); 

b) institution-based trust relates to inter-personal/group trust by providing ongoing structural/situational assurances (Dasgupta,1988; Lewis & Weigert, 1985b); and 

c) disposition to trust relates to institution-based trust by improving the odds that one will perceive the situation or structures to be favorable (McKnight, et al., 1998). 
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Effects of Trust Climate Types on Awareness System Acceptance

Disposition to Trust Climate.  The potential importance to awareness system adoption of disposition to trust is illustrated in the Lee et al. (1997a) study of  “electronic portholes,” or video snapshots of coworkers’ areas. Assuring potential users of the benign purposes of the portholes was “effective with some of our users but others remain suspicious” (1997: 389).  High individual levels of suspicion usually indicate low disposition to trust.  Similarly, Webster (1998) studied a desktop videoconferencing system that could provide periodic snapshots of coworkers’ work areas. Some employees perceived that their work or personal activities could be monitored (by supervisors or others). In these two examples, it appears that individual disposition to trust differences affected how users viewed the system.

Researchers have found that disposition to trust has the most potential impact during the initial phase of some relationship or when considering someone or something one does not know well (Goldsteen et al., 1989; Rotter, 1971, 1980). Therefore, we propose that the disposition to trust climate will have its most pronounced influence on awareness system acceptance during the adoption phase, as the organization is investigating or being informed of the system, or during initial use, before people gain experience with the system. A high disposition to trust climate would be associated with greater adoption of awareness systems by encouraging low suspicion towards it.  Further, disposition to trust climate would only be salient if the other people involved in using the system are unfamiliar and the awareness situation is new. This is because interpersonal trust would mediate the effects of disposition to trust if the people are already known, and institution-based trust would mediate the effects of disposition to trust if the situation is already known (McKnight et al., 1998). Therefore, a disposition to trust climate will be salient to adoption or use of awareness systems in relatively few instances, such as when two different organizations that know little about each other propose to use the system together.

Disposition to trust may affect adoption in two ways (McKnight et al., 1998). First, one kind of disposition to trust (trusting stance) means that one forms a strategy to act as though other people (or technologies) are worthy and reliable—regardless of whether they are or not (Atwater, 1988; Luhmann, 1991). Trusting stance would encourage one to trust a new technology until it seems unwise to do so. Another kind of disposition to trust (faith in humanity) means that one believes others (known or unknown to one) to be typically reliable and benevolent (e.g., Rosenberg, 1957). Therefore, faith in humanity would affect awareness system adoption only to the extent that the people believe those (currently unknown) people who might use the proposed awareness system will have their best interests at heart. A climate high in faith in humanity would encourage one to choose to adopt or use a new awareness system because it would suggest that the intentions of those using the system will be honest and benign. 

Interpersonal/Intergroup Trust Climate. Once one gets to know the people involved with the awareness system, the interpersonal/intergroup trust climate will be important to system acceptance (Ruppel & Harrington, 1998). Because this construct deals with specific people, it is important to determine who the group adopting the awareness system perceives to be using and controlling the system. If users perceive that management is using or controlling the awareness system, use will depend on the extent to which employees trust management. Ruppel and Harrington (1998) argued that management sets the tone for the overall trust climate. Koys and DeCotiis (1991) found that their support and trust constructs loaded together, providing evidence that trust and management support are closely linked antecedents of innovation. Harper (1995) found that some of those who didn’t want to wear activity badges distrusted management.

If the system is perceived to be used by people only within a department or other subgroup, then trust in those people will be essential. For example, the same group in the Harper (1995) study that refused to wear activity badges had a hard-wired video system that enabled internal group members to look surreptitiously into other group members’ offices. When Harper (p. 308) suggested to one employee that these systems were similar to activity badges, the respondent said, “No, of course they are not the same. Down here we all know each other so it’s not a problem invading each other’s privacy over [the video system]. Of course it’s not the same. We trust each other.” Membership in a particular group helps build what Shapiro et al. (1992) called "identification-based trust," as can proximity and shared values. Similarly, Culnan and Armstrong (1999: 106) proposed that people are less likely to perceive a procedure to be invasive of privacy when the procedure takes place “in the context of an existing relationship.”

If people in another organization use the system, they must be trusted, making in-group, out-group issues important (McKnight et al., 1998). In-group members are generally trusted (Brewer & Silver, 1978), while those outside the group are not--particularly if they are potentially competitors (Sherif, 1966).  Harper (1995) found very low levels of trust between two competing groups of corporate laboratory researchers. When one group advocated activity badges to other areas of the company, the competing group refused to wear the badges and vigilantly enforced non-participation among its members, claiming that the other group did not share their values.

Developing trust between out-groups is difficult. Social, ethnic and cultural similarity improve the chances for high trusting beliefs between out-groups (McAllister, 1995). But developing intergroup trust normally requires interaction time (Ring & Van de Ven, 1994), in which mutual feelings of security are tested and confirmed.

We speculate that trusting belief-benevolence and -honesty will influence awareness system acceptance more than will other types of trusting beliefs. Specifically, trusting belief-benevolence would assure one that others would not use awareness information against them. Trusting belief-honesty would assure one that the other person would not violate an implicit understanding to use the information properly. Trusting belief-competence would not be as influential, because privacy is the key awareness system issue.

If people within the organization have trusting beliefs in each other, they will be more creative, which leads to greater innovation (Ruppel & Harrington, 1998), and more organizational likelihood of adopting innovations. Trusting belief-honesty and trusting belief-benevolence of peers would be especially helpful because they minimize the risk that people will be hurt by others in the group (Ruppel & Harrington, 1998).

Based on the above discussion, we propose that the more positive the interpersonal/intergroup trust climate, the higher the likelihood that an awareness system will be adopted and used within the organizational setting.

Institution-based Trust Climate. The institution-based trust climate will also affect awareness system adoption.  For instance, Harper (1995, p. 301) noted that an employee said s/he willingly used an awareness system “because I trust the environment.”  Institution-based trust climate affects acceptance through structural assurance and situational normality. Structural assurance affects adoption by making the awareness system participant feel secure that the environment is: a) fair, b) ethical, and c) protective or forgiving. The fairness dimension of structural assurance is similar to the procedural justice construct (Ambrose & Alder, 2000), which has a positive influence on adoption (Hosmer, 1994). Awareness systems provide information to people about each other. If the environment is perceived to be fair, then one will not believe that such information would be used against them. Culnan and Armstrong (1999) found that communication of procedural fairness practices increased willingness to disclose private information.

The ethical dimension of structural assurance is important to awareness systems because the awareness system can be used for unscrupulous purposes. Therefore, one who believes the climate to be unethical would be insecure using the system. Hosmer’s (1994) model says that ethical treatment of employees leads to innovation because it creates trust. Similarly, the Cullen et al. (1993) model delineates three classes of ethical criteria: benevolence (concern for the well-being of others), egoism (self-interested concern), and principled (applying the law or rules). The first two appear to be opposite poles of the same concept -- belief in the benevolence of the organization’s structures.

The principled ethical criterion is similar to Shapiro’s (1987b) description of rules, regulations, and legal recourse that provide people structural safeguards for interaction with awareness systems. These structures assure that the environment is protective. To the extent that adequate privacy laws are in place and properly enforced, both at the societal and organizational level, people can feel relatively secure with an awareness system. These safeguards at the structural level can act as functional substitutes for interpersonal trust (Silver, 1985; Zucker, 1986). Hence, structural assurance is most salient when the people involved are not well known. Such structures may also act as an auxiliary support to adoption, acting as “side bets” (Shapiro, 1987b: 204) that go beyond the support afforded by interpersonal trusting beliefs. They may also interact with trusting beliefs:  because structural assurance measures enforce good behavior or deter bad behavior, they make it easier to have trusting beliefs about other people in the situation (Luhmann, 1988). In this vein, Harrington and Ruppel (1997) found that an ethical work climate led to a climate of trust, which, in turn, was related to commitment to innovation. Overall, we predict that a positive structural assurance climate, as part of the institution-based trust climate, will be positively related to adoption and use of awareness systems.

Situational normality will also support use of an awareness system. Situational normality operates through the assumption that things are going well. For example, in the 1986 NASA Challenger disaster, Starbuck and Milliken (1988) found that because things were going well, managers ignored or explained away evidence that rocket booster O-rings would erode during a low temperature take-off.  Even negative evidence may be ignored when things are perceived to be succeeding.  If an awareness system is put in place with everyone’s backing, and everyone understands how it will be used and for what purpose, the system becomes part of the normal, everyday situation. The awareness system is therefore an expected part of the social system, such that everything is perceived to be proper or normal (Lewis & Weigert, 1985b). This would especially be true when users fully understand and believe in the valid purposes for which the system is being installed. For instance, Culnan and Armstrong (1999) argued that people are less likely to think information collection procedures are invasive when the particular information being gathered is relevant to the business being transacted (e.g., a credit card transaction). That is, when information seems natural to provide in the situation, system users are more likely to cooperate. In such cases, an aura of normality engenders support for system use.PRIVATE 

On the other hand, when an awareness system first becomes a possibility, it poses an out-of-the-ordinary wrinkle. Hence, situational normality would, if not properly managed, decrease upon the introduction of an awareness system. While any new system that changes a person's job can be upsetting (Zuboff, 1988), an awareness system can be disconcerting by reducing or eliminating personal privacy -- part of the normal situation on which a person relies.  Garfinkel (1963) proposed that unless a person can rely on such basic situational factors as the sun rising and the consistent operation of gravity, life would be so scary that we would hardly dare get out of bed. Privacy when one wants it is one of those "givens" upon which we normally can count. Our daily efforts to put on a good appearance when around other people is part of this. We may have little bad habits (e.g., nail biting) about which we don't want others to know. With privacy, we can bite our nails without revealing our habit.

When such barriers are removed by use of an awareness system, our self-preservation mechanisms put us on constant emotional alert for what others may think. As one becomes used to the lack of privacy over time, an awareness system can become part of the normal situation again.  However, some people (especially those with low disposition to trust) will probably continue on alert until convinced that others' awareness of their habits will bring no harmful repercussions. 
Power Balance Effects on Awareness System Acceptance

Power and control issues are also important to awareness system adoption (Benford et al., 1998). For one thing, a control climate may lead to unethical behavior, inducing negative structural assurance. Cohen (1993) pointed out that organizations sometimes put so much pressure on employees to meet corporate goals that they resort to unethical acts. This can also happen when goal-driven leaders exemplify that the ends justify whatever means are used or when “performance goals are excessively demanding” (Cohen, 1993: 347). An unethical environment provides little assurance, making employees less likely to use an awareness system.

As Figure 2 indicates, power balance and the trust climate relate to each other reciprocally, and each affects awareness system acceptance. Implicit in the following explanation is the assumption that people must interpret what the awareness system represents to them.

A power imbalance may affect whether the awareness system is perceived as a benign communication enabler or a not-so-benign behavior monitoring tool. Although this distinction could apply to lateral relations, it is most pronounced in the employee-management relationship. Strickland (1958) found that supervisors who watched their employees more frequently felt that the employees’ good behavior was caused by the supervisor’s monitoring. This decreased the supervisor’s trust in the employee, leading to a felt need for additional monitoring. Thus begins a self-perpetuating cycle, or downward control-distrust spiral (Golembiewski & McConkie, 1975), as low trust leads to more monitoring (Bromiley & Cummings, 1993; Fox, 1974) and more monitoring leads to lower trust (Grant, Higgins, & Irving, 1988; Lingle et al., 1977; Mayer et al., 1995).  Similar effects may occur among peers.

From the employee perspective, people are motivated to see the world as a predictable and controllable place, and those most threatened are most motivated to restore a sense of predictability (Mark & Mellor, 1991). The powerless must either trust in the powerful to use their power benignly, or live in constant fear (Lewis & Weigert, 1985b). Trust is decreased to the extent that power becomes imbalanced (Fox, 1974; Golembiewski & McConkie, 1975; Pfeffer, 1993; Smith, 1989; Solomon, 1960) because those low in power tend to question the benevolence of the more powerful. 

Power imbalance is an issue to low power individuals, first, because it increases perceived risk, which causes them to pay more attention to the other person and to do more attributional analysis regarding them (Berscheid & Graziano, 1979; Kramer, 1996). More attention may reveal more flaws in the other person, and more attribution may transform those flaws into perceived unacceptable-for-trusting traits. Also, low power people are more uncertain than high power people about their standing, the adequacy of their rewards, and how fairly rewards are distributed (Kramer, 1996).

Power imbalance can change what people perceive to be the intentions of those advocating an awareness system.  For example, Harper (1995) found that the two competing groups of employees possessed radically different views of activity badges. Harper argued that the social setting provided widely different systems of meaning behind the badges. One group saw the badges as a benign and helpful tool. The other group suspiciously saw the badges as a tool that would give management power to invade employee privacy. From this example: a) perceptions of the intent behind the badges were what mattered; and b) the power of management made one group worry enough to attribute negative intentions to management with respect to the activity badges.

Research has shown that a low power position can easily become one of  fear and related insecurity or paranoia (Kramer, 1996), which perceived behavior monitoring would only tend to magnify. Low power positions can produce the kind of paranoia that engenders the “sinister attribution error,” in which “the failure of a senior colleague to return a casual hello as they pass one another in the hall may prompt intense rumination about the cause or ‘meaning’ of the event (‘Did I say something…that offended the person?’)” (Kramer, 1996: 225). This is because one with low power depends so heavily on those with power (Kramer, 1996). Kramer cited evidence that “distrust and suspicion often travel widely over the hierarchical landscape” (1996: 217).  He found significantly lower levels of trusting beliefs among students than among faculty. People who believe private information will be used to draw invalid inferences about their attributes would be more concerned about invasion of privacy (Culnan & Armstrong, 1999).

Awareness systems provide the person who uses them to view others a modicum of power because the viewer can, at will, monitor or watch the other person, or at least track their whereabouts or activities. The person of whom others are aware loses the power to be invisible. The ability of a manager, for example, to monitor or track an employee gives the manager additional power and subjects the employee to a set of contingencies not previously open. It opens the possibility that the manager many abuse that power. This is even true, to a lesser extent, with co-workers. Even off-hand joking (such as suggesting that catching another doing something socially unacceptable could be used to “blackmail” them) can be unnerving.  Such negative possibilities between groups engendered strong emotional responses in Harper’s (1995) study of activity badges. To those in one group, activity badges shifted power to management, raising the emotion-laden perception that badges would be used by management to track employees:  “They [the badges] make me furious” (1995: 302). This disapproval led to sanctions and fear:  “I would not wear one round here…I would get shouted at” (1995: 305).

From the viewpoint of one who has control, Culnan and Armstrong (1999) theorized that those who perceive they can control the future use of information given to others are less likely to feel that their privacy has been invaded. They found that those who were told that the company which sought their private information observed fair information practices were willing to disclose in spite of a high level of concern for privacy. Applying this finding to awareness systems, those who feel they can control how their privacy information is used will be more willing to use the system in their office.

High trusting belief-benevolence in those using or controlling the system is a key in overcoming the effects of power imbalance. Tyler and Degoey (1996) found that people reacted favorably to authority figures if they believed the authority figure had benevolent intentions.  High trusting belief-benevolence would provide the low power person assurance that those with power would treat them properly (Kramer, 1996).  Chalykoff and Kochan (1989) found that belief in the supervisor’s consideration was strongly related to satisfaction with computer-aided monitoring. A combination of high levels of trusting beliefs and institution-based trust would also help overcome the fragility of trust-related behavior by providing a more substantial basis for trusting behavior (McKnight et al., 1998). When trusting beliefs are high, evidence that disconfirms those beliefs is often ignored (Good, 1988) or even reinterpreted and absorbed (Holmes, 1991; Luhmann, 1991). This tendency will be strengthened when disposition to trust and institution-based trust are also high (McKnight et al., 1998). Hence, the multiplex of trust climate variables can help to ensure against imbalanced-power-driven negative attributions regarding an awareness system. The result will be attributions that the awareness system is a helpful technology, even when power is imbalanced.

Coming Full Circle: Effects of Awareness System Acceptance on Trust Climate

While the discussion has so far focused on how trust climate may affect awareness system acceptance, this section focuses on how acceptance may affect the trust climate. We assume in this discussion that if the awareness system is accepted it will be used by organization members.  If it is used, the type of use could either help or hurt the trust climate, depending on whether use is positive or negative.  By positive, we mean benign use; by negative, we mean malevolent or power-based use.  

If the awareness system is used for spying on people, then, assuming such use is detected or suspected, the control—distrust spiral will begin, decreasing interpersonal and institution-based trust levels.  How quickly this occurs will depend on how solid the trust climate currently is, how long before the negative use is detected, and how egregious the violation of trust is.  If use is controlling but not malevolent, such as for monitoring behavior for input to reward systems, system use has an indeterminate effect on the trust climate. If use is perceived as controlling, the control—distrust spiral may be initiated. If use is not perceived as being control-oriented, the trust climate will not be harmed.

If the awareness system use is positive, use could reinforce or even improve the existing trust climate for several reasons.  First, use of an awareness system might signal that things are okay in the trust environment.  That is, people will probably perceive that if the climate were not trusting, then the system would not have been accepted. Hence, system use will reinforce perceptions that the climate is highly trusting.  

Second, awareness systems may give teams a way to build trust that they may not have otherwise.  Control theory research posits that people often use behavior monitoring of the other party to reduce perceived risk of transacting business with them (Ouchi, 1979).  But this is difficult when team members are not located together. When used for benign behavior monitoring, awareness systems can provide a person assurance that the other team member is pursuing the team project in a diligent way because they allow one to see where the team member is or what they are working on.  Having a window on other team members helps one feel secure that they are acting properly, which would increase interpersonal trust levels.

Third, awareness systems may build trust indirectly by improving communication among parties.  Awareness systems can facilitate communication between parties by allowing one to easily see when the other is available for a visit or phone call.  The result of increased communication should be a more trusting climate, since communication builds trust (Golembiewski & McConkie, 1975).  For example, a team leader may find it more convenient to give co-workers helpful or complimentary feedback if they can easily see, via the awareness system, whether the co-worker is available.

Finally, awareness system use may encourage an atmosphere of openness that is conducive to a favorable trust climate.  Trust thrives in an atmosphere of openness and self-disclosure (Golembiewski & McConkie, 1975).  Further, as people become more accustomed to the lack of full privacy over time, their suspicions and inhibitions should decrease, and they should therefore become more trusting of others over time. Finally, if people do not have the ability to hide their behavior, they are more likely to act in trustworthy ways.  Thus, the openness aspect of awareness system use should enhance the trust climate.

IMPLICATIONS FOR RESEARCH AND PRACTICE


This chapter has proposed that organizational trust climate will be crucial to understanding acceptance of emerging collaborative technologies, such as awareness systems.  Awareness monitoring systems have been the subject of focused attention from the human-computer interaction community;  however most research has centered on technical issues around their design and development.  Although others have begun to develop models of collaborative awareness (e.g., Rodden, 1996), these models are technical ones concerning the design of awareness systems, rather than behavioral models of employee reactions.  In this chapter, we have made a start towards the development of such a behavioral model by proposing that awareness system acceptance will be affected by the multiplex of trust climate variables--disposition to trust, interpersonal-intergroup trust, and institution-based trust—as they interact with issues of power balance.  


This chapter extends research on climates of organizations and electronic monitoring.  For instance, the ethical aspects of organizational climate has received little empirical attention (Banerjee, Cronan, & Jones, 1998) and has been largely ignored in the monitoring literature (Ambrose & Alder, 2000).  Further, this chapter augments previous research on computer-based monitoring:  as mentioned earlier, the majority of research on computer monitoring has been applied to performance appraisal (e.g., Ambrose & Alder, 2000; George, 1996; Masterson & Taylor, 1996), and researchers have called for extensions to situations in which monitoring occurs for other than performance reasons and to situations in which the supervisor is not the monitor (Masterson & Taylor, 1996).


In the development of our predictions concerning trust climate variables, we did not distinguish between different types of awareness systems.  But, as described earlier, not all awareness systems are the same. Peripheral awareness systems are more likely to be video-based, for instance incorporating snapshots of the employee, while activity awareness systems are more likely to be focused on the employee’s desktop.  Employees may view video-based awareness systems as more personally-focused, and thus more invasive (Webster, 1998).  We also did not distinguish between different types of tasks for which awareness systems are used.  However, for some tasks, such as space shuttle control, nuclear power plants, and air traffic management,  real-time collaboration is key -- for example, these systems may use background audio, called voice loops, to monitor communications throughout the operation (Watts et al., 1996). In such situations, awareness systems may be critical to maintaining collaboration.  Therefore, our predictions concerning the relationships between trust variables and acceptance of awareness systems also may depend on both the designs of awareness systems and the tasks for which they are used. 


Researchers should extend our model presented in Figure 2 to include other influences on awareness system acceptance, such as the design of these systems and application tasks.  Additionally, the few studies that have addressed employee reactions to awareness systems point to some of the same employee concerns around privacy that have been found for performance monitoring systems (Lee et al., 1997a; Webster, 1998; Zhao & Stasko, 1998).  That is, awareness features (designed into systems to improve cooperative working relationships) may actually have the unintended consequence of making privacy more salient to employees, resulting in lower system acceptance.  Thus, past research on performance monitoring also will help to inform such a model (e.g., see Ambrose & Alder, 2000).  


As organizations move towards the use of more distributed teams and relationships, collaborative support systems, such as awareness systems, will continue to diffuse within organizations.  However, a question remains:  are awareness systems necessary for distributed, collaborative work, or can more traditional communication technologies, such as e-mail and telephone, provide the connections needed by distant employees -- without raising the specter of privacy and trust?  This remains an important area for future research.


Given that trust represents a central role in the acceptance of awareness systems, we now turn to some of the mechanisms that organizations can use to develop a positive trust climate.

Mechanisms for Building a Positive Trust Climate

The overall trust climate is built through several mechanisms. Norms for organizational trusting develop over time (Currall & Judge, 1995). Rituals, long-term group membership, and goal congruence develop the common understanding and shared assumptions that build a strongly-trusting culture (Baier, 1986; Ouchi, 1979). Trust development can also involve role expectations between parties (Gabarro, 1978). Positive information sharing and conflict management also engender trust (Barber, 1983). Setting up and following employee expectations would maintain or improve the trust climate, improving the chances that awareness systems will be successfully adopted. Internal competition structures tend to breed low trust among high-discretion employees as they compete for approval or preference by their superiors (Cohen, 1993; Fox, 1974). In a network view of organizations, indirect connections between people, such as through gossip, strengthen the intensity of group trust (Burt & Knez, 1996). Rumors about the intentions behind the awareness system will therefore affect the overall trust climate.

Trusting beliefs tend to build to high and robust levels slowly, but are fragile enough at first to turn toward distrust relatively quickly (e.g., Worchel, 1979). The key to maintaining trust between people is positive interaction that shows no betrayal of that trust. Similarly, as an awareness system is used over time, consistently positive experiences with the system will tend to reinforce the trusting choice to continue to use the system. Once people are comfortable using the system, they become less attentive to abuses and less critical of various uses of it. In this way, trusting the awareness system enough to use it becomes a self-confirming cycle unless a major, visible abuse occurs. On the other hand, even one or two abuses of the information provided by an awareness system would lead to disuse of it by the specific individuals affected and by those in the affected individuals’ sphere of influence. 

Because the system may give some parties added power over others, specific structural methods of reducing the perceived risk of this power imbalance should be used, such as detailed procedures and regulations regarding the use of the system within the organizational context. This would be especially helpful in a low trust climate, in which people will want highly legalistic assurances before proceeding (Sitkin & Roth, 1993).

Final Thoughts


Trust in institutions at the societal level will also influence the organizational trust climate. Over the past four decades, trust in almost every institution (and their leaders) has significantly decreased to historically low levels, both in the United States (e.g., Mitchell, 1996) and in other nations (Pharr, 1997).  Rotter (1971) warned that a continued trust decline would lead to serious problems for society. Some have blamed the decline on the decrease in interpersonal trust, while others have cited the influence of an increasingly negative press corps (Orren, 1997). While each may be true, as more instances of malfeasance by corporate managers occur and are reported, management is increasingly pictured as self-serving instead of caring about employee concerns like privacy. The popularity of the Dilbert cartoon strip, picturing management as an exploiter of workers, exemplifies the increase in cynicism toward managers and corporations. The growth in institutional skepticism at the societal level, along with the growing tendency for workers to leave, makes it harder for a trusting climate to develop within an organization. This decrease in overall trust provides a less than desirable backdrop to the acceptance of awareness systems in organizations.
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Table 1
A Multi-dimensional Typology of Trust Climate Types
	Trust Climate Types
	Level of Analysis
	Trust Constructs
	Object of Trust
	Domain of Explanatory Power

	Disposition to trust climate
	Individual
	Disposition to trust: Faith in People; Trusting Stance
	People generally
	Unfamiliar people in new situations 

	Interpersonal-intergroup trust climate
	Interpersonal-Intergroup
	Interperson-Intergroup Trust: Trusting Beliefs; Trusting Intention
	Specific persons or groups
	Known specific people in regular, repeated situations in an organization

	Institution-based trust climate
	Institutional-Cultural
	Institution-based trust:  Situational Normality; Structural Assurance
	Situation and Structures of the organization
	Known situations and structures within an organization

	Overall trust climate
	Institutional-Cultural
	Trust climate
	Organization
	Organization


Figure 1     A Peripheral Awareness System*
[image: image1.png]& File Edit UView 6o £ wed 11:18 AM 2 JE

Netscape: Sensing Activity in Uideo Images

< 2 A X} 2 £ 4 3 & F

Buk  Forvard Relsd  fome  Sewch Gude mages  Print Seourity St

Losation: . [ttp -/ 7www fxpal xerox.com /papers /iee37/. ] 12 08 availabe

2]

requirments

WHAT: ACTIVITY SENSING |[oisisiessvisssiss st s S o

P 66 on Go Bosmats Opers Dty o

In our Portioles system,  video mage for each user is
snapped once every five minutes. The images for the last
hou (12 of them) are Kept. The actvity sefsing capability ‘Alison Lees Viewer. er-1
uses  iage diffrence mechanisi o detive 2 messure

for he amountof change (1 <= b <= 100) berveen
o successive viteo mages. This measure is rpresented
23 8.2 horzoniel b at the borom of the video image
and con optionally be vsed 1 Oler e images in e
Viewer (Figure 1. The rd bats have the added benefitof
‘maling images withIots of aptity "jump out s0 that
‘users can easily do  visual scan o aciviy. The "sort by
amount of actvity” featue displays iages with ots of
acivity earler in the mani. Therefore, users can use &
Smallex Porholes windos and stll see sl collsagues who
12 0 e offices.

‘WHY: THREE USER

copy

EEERRIEEMENTS Figure 1: Porhols Viewes

‘Video images are used in owr awareness 1ol because the visual channel provides many of the pieces of information that oordSt rif
e sk bl fof e, EXpensnces i o Porbise (2 st i SNrgs, presence ond vty

s 0me information Tt e e sk o, Tn a4, e provates a2 mich if3aRon 9 QoSS 20 Dt

7% oML gt Al (edbAcK APOUT VA3 8all 0 WhAL 126 1 Abge. AT o T 9% of 18 a1 T

NTYIVES S i e it SHvet513, e DA 50ANIAd Ay 98t Tt We pesent e T T i o et
oty e o g

Increased Activity Avareness

D ket s o -
e e,
B T ot et e

of |

FAN 3212714339/ 32237K.

EERYA





* need copyright approval to abstract Figure 1 from Lee et al. (1997b) 

Figure 2
Trust Climate Effects on Awareness System Acceptance
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