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Chapter 17

Cybercrime

“Cybercrime” is an amorphous field.  It refers broadly to any criminal activity that pertains to or is committed through the use of the Internet.  A wide variety of conduct fits within this capacious definition.  We will concentrate in this chapter on five activities that have been especially notorious and that have strained especially seriously the fabric of traditional criminal law:  use of the Internet to threaten or stalk people; online fraud; “hacking”; online distribution of child pornography; and cyberterrorism.

A.  Threats and Stalking

Unfortunately, the Internet makes it much easier to learn about other people, track their activities, and threaten them.  The following excerpt from Radosevich, Thwarting The Stalker: Are Anti-Stalking Measures Keeping Pace with Today's Stalker?, 2000 U. Ill. L. Rev. 1371 (2000) describes an especially serious aspect of the problem.

In the United States, recent data suggest that stalkers terrorize approximately one million women each year. Although stalking is not necessarily a gender-specific crime, seventy-five to eighty percent of stalking cases involve a male stalking a female. In addition, only a minority of stalking victims are celebrities; the majority of targets are ordinary citizens. Estimates from the early 1990s indicate ordinary citizens account for fifty-one percent of stalking targets but celebrities comprise only seventeen percent of all stalking victims; the remaining thirty-two percent of stalking victims are lesser-known entertainment figures.... 

As the Internet and other electronic communications technologies permeate virtually every aspect of society, electronic stalking has been increasing as well, although no detailed statistics have been developed for this phenomenon. However, both electronic harassment and stalking also seem to target women as victims. "In a 1993 survey of 500 members of Systers, an electronic mailing list for women in computer science, twenty percent of the respondents reported having been the targets of sexual harassment on-line." 

The term "cyberstalking" has been coined to refer to the use of the Internet, e-mail, or other electronic communications devices to stalk another person. Because of the emerging nature of this form of stalking, the available evidence of cyberstalking is still largely anecdotal, but it suggests that the majority of cyberstalkers are men and the majority of their victims are women. As in off-line stalking, in many on-line cases, the cyberstalker and the victim had a prior relationship, and when the victim attempts to end the relationship, the cyberstalking begins.

Preliminary evidence on cyberstalking has come from incidents handled by state law-enforcement agencies. For example, the Stalking and Threat Assessment Unit of the Los Angeles District Attorney's Office has estimated that e-mail or other electronic communications were a factor in approximately twenty percent of the roughly 600 cases handled by the unit. About twenty percent of the cases handled by the Sex Crimes Unit in the Manhattan District Attorney's Office involved cyberstalking. Finally, by 1999, an estimated forty percent of the caseload in the Computer Investigations and Technology Unit of the New York City Police Department involved electronic threats or harassment, and "virtually all of these... occurred in the past three or four years." ... 

"Stalkers harness the tremendous power of the Web to learn about their prey and to broadcast false information about the people they target. And the Internet - the same tool they use to investigate and spread terror - provides stalkers with almost impenetrable anonymity." In cyberspace, stalking and harassment may occur via e-mail and through user participation in news groups, bulletin boards, and chat rooms. One major difference from off-line stalking is that cyberstalkers can also dupe other Internet users into harassing or threatening victims. For example, a cyberstalker may post an inflammatory message to a bulletin board using the name, phone number, or e-mail address of the victim. Each subsequent response to the victim, whether from the actual cyberstalker or others, will have the intended effect on the victim, but the cyberstalker's effort is minimal. 

The veil of anonymity offered by the Internet also puts the cyberstalker at an advantage. Internet users can conceal their true identity by using different Internet Service Providers (ISPs) and/or by adopting different screen names. When an individual creates an electronic mailbox through a web site on the Internet, most ISPs request some identifying information from the user, but rarely do the ISPs authenticate or confirm this information. If the services require payment, the user can typically pay in advance with a nontraceable form of payment, such as a money order. As long as payment is received in advance, the ISP has little incentive to verify any information given and will simply provide service to the account holder. Cyberstalkers can also change their screen names and use "mail servers that purposefully strip identifying information and transport headers from electronic mail." Stalkers can make the message nearly perfectly anonymous by first forwarding their mail through several of these types of servers. 

Although ISPs are beginning to receive more complaints about harassing and threatening behavior on-line, they have yet to pay much attention to these types of complaints. On-line industry associations assert that providing more attentive protection to their customers (informing them as to the ISP's complaint procedures, the policies as to what constitutes prohibited harassment, and the ISP's follow-up procedures) would be costly and difficult. They argue that "no attempt to impose cyberstalking reporting or response requirements should be made unless fully justified," yet they assert that "the decentralized nature of the Internet would make it difficult for providers to collect and submit such data." 

The anonymity of the cyberstalker's threat and potential lack of direct conduct between the stalker and the victim can be particularly ominous to a cyberstalking victim, and make it more difficult for ISPs and law enforcement to identify, locate, and arrest the stalker. Also, with the knowledge that they are anonymous, cyberstalkers might be more willing to pursue their victims, using additional information easily gleaned from the Internet. Furthermore, Internet web sites provide great assistance and resources to off-line stalkers and cyberstalkers alike. Web sites can teach an individual how to stalk a woman and how to research her social security number, her home address, and her driver's license number. 

A miscellaneous collection of state and federal statutes can be employed by police and prosecutors in attempting to prevent or punish behavior of these sorts.  Some were adopted long before the development of the Internet; others are of more recent vintage.  Two are set forth below.

18 U.S.C. § 875:

(a) Whoever transmits in interstate or foreign commerce any communication containing any demand or request for a ransom or reward for the release of any kidnapped person, shall be fined under this title or imprisoned not more than twenty years, or both.

(b) Whoever, with intent to extort from any person, firm, association, or corporation, any money or other thing of value, transmits in interstate or foreign commerce any communication containing any threat to kidnap any person or any threat to injure the person of another, shall be fined under this title or imprisoned not more than twenty years, or both.

(c) Whoever transmits in interstate or foreign commerce any communication containing any threat to kidnap any person or any threat to injure the person of another, shall be fined under this title or imprisoned not more than five years, or both.

(d) Whoever, with intent to extort from any person, firm, association, or corporation, any money or other thing of value, transmits in interstate or foreign commerce any communication containing any threat to injure the property or reputation of the addressee or of another or the reputation of a deceased person or any threat to accuse the addressee or any other person of a crime, shall be fined under this title or imprisoned not more than two years, or both.

California Penal Code § 646.9:

(a) Any person who willfully, maliciously, and repeatedly follows or harasses another person and who makes a credible threat with the intent to place that person in reasonable fear for his or her safety, or the safety of his or her immediate family, is guilty of the crime of stalking, punishable by imprisonment in a county jail for not more than one year or by a fine of not more than one thousand dollars ($1,000), or by both that fine and imprisonment, or by imprisonment in the state prison. * * *
(e) For the purposes of this section, "harasses" means a knowing and willful course of conduct directed at a specific person that seriously alarms, annoys, torments, or terrorizes the person, and that serves no legitimate purpose. This course of conduct must be such as would cause a reasonable person to suffer substantial emotional distress, and must actually cause substantial emotional distress to the person.
(f) For purposes of this section, "course of conduct" means a pattern of conduct composed of a series of acts over a period of time, however short, evidencing a continuity of purpose.  Constitutionally protected activity is not included within the meaning of "course of conduct."
(g) For the purposes of this section, "credible threat" means a verbal or written threat, including that performed through the use of an electronic communication device, or a threat implied by a pattern of conduct or a combination of verbal, written, or electronically communicated statements and conduct made with the intent to place the person that is the target of the threat in reasonable fear for his or her safety or the safety of his or her family and made with the apparent ability to carry out the threat so as to cause the person who is the target of the threat to reasonably fear for his or her safety or the safety of his or her family.  It is not necessary to prove that the defendant had the intent to actually carry out the threat.  The present incarceration of a person making the threat shall not be a bar to prosecution under this section.
(h) For purposes of this section, the term "electronic communication device" includes, but is not limited to, telephones, cellular phones, computers, video recorders, fax machines, or pagers.
Many messages transmitted over the Internet will clearly violate one or more of these statutes.  Determining who sent the message may be difficult, but once the sender is identified, criminal liability is straightforward.  A good example is provided by the case of Carl Johnson (as summarized in the U.S. Department of Justice’s Computer Crime and Intellectual Property website (1999), www.cybercrime.gov/johnson2.htm):

On June 11, 1999, Carl Edward Johnson was sentenced to 37 months of imprisonment on four felony counts of sending threatening e-mail messages via the Internet to federal judges and others.  Johnson was convicted of one count of retaliating against a judicial officer, one count of obstructing justice by making a death threat against a judicial officer, and two counts of transmitting threatening communications in foreign commerce.  The first three charges were based on death threats posted to the Internet naming two federal judges based in Tacoma and Seattle.  The fourth charge was based on an e-mail threat sent directly to Microsoft Chairman Bill Gates.

The conviction and sentence were the culmination of a two-year investigation by U.S. Treasury agents into anonymous threats posted on the Internet and a scheme to assassinate government officials known as "Assassination Politics."  As the testimony and evidence at trial showed, the assassination scheme was first promoted by James Dalton Bell, of Vancouver, Washington, who had proposed to murder government employees, had gathered a list of IRS agents' names and home addresses, had contaminated an IRS office with a noxious chemical, and had experimented with other toxic and dangerous chemicals, including nerve agents.  Johnson had corresponded with Bell about Bell’s "Assassination Politics" concept via Internet e-mail.  After Bell’s arrest, Johnson vowed in an Internet e-mail message to take "personal action" in support of Bell.  On June 23, 1997, Johnson anonymously posted a message on the Internet suggesting that specific sums of money would be paid, in the form of electronic cash, for the deaths of a Federal Magistrate Judge in Tacoma, Washington, and Treasury agents involved in the Bell investigation.  Additional threatening messages linked to Johnson continued to appear on the Internet in the months that followed, and Johnson set up a World Wide Web page with a partial prototype of the "Assassination Politics" scheme. 

Johnson also issued a death threat to several Judges of the United States Court of Appeals for the Ninth Circuit, again through an anonymous e-mail message.  The Government was able to identify Johnson as the author of the threatening messages and the Internet assassination web page through a variety of technical means.  In the case of the Ninth Circuit Judges death threat, Treasury agents were able to link the unique characteristics of an encrypted digital signature on the threatening message to encryption "keys" found on Johnson's computer. 
  
The retaliation and threatening communication counts each carried a potential maximum penalty of five years in prison.  The obstruction of justice count carried a maximum penalty of 10 years in prison. 

Other situations are less straightforward – whether because of jurisdictional complications, questions concerning the substantive reach of these statutes, or the tension between these statutes and the constitutional protection for freedom of speech.  Three illustrative problematic cases are set forth below.

U.S. v. Kammersell, 196 F.3d 1137 (10th Cir. 1999)

PAUL KELLY, Jr., Circuit Judge.


Defendant-Appellant Matthew Joseph Kammersell entered a conditional guilty plea to a charge of transmitting a threatening communication in interstate commerce, in violation of 18 U.S.C. § 875(c). Upon recommendation of the magistrate judge, the district court rejected Mr. Kammersell's contention that federal jurisdiction did not exist because both he and the recipient of the threat were located in the same state when the transmission occurred. He was sentenced to four months imprisonment, and twenty-four months supervised release. Our jurisdiction arises under 28 U.S.C. § 1291 and we affirm.

The facts in this case are undisputed. On January 16, 1997, Mr. Kammersell, then nineteen years old, logged on to the Internet service provider (ISP) America On Line ("AOL") from his home computer in Riverdale, Utah. Mr. Kammersell's girlfriend was employed at AOL's service center in Ogden, Utah. He sent a bomb threat to her computer terminal via "instant message," hoping that the threat would enable her to leave work early so they could go on a date.


When he sent the bomb threat, it was automatically transmitted through interstate telephone lines from his computer in Utah to the AOL server in Virginia and then back to Utah to his girlfriend's terminal at the Ogden service center. Every message sent via AOL automatically goes from the state of origin to AOL's main server in Virginia before going on to its final destination. This pattern of transmission is the same whether the communication is an electronic mail (e-mail) message or an instant message.


Mr. Kammersell does not contest that the threat traveled out of Utah to Virginia before returning to Utah. Nor does he contest that his message constituted a sufficient "threat" to trigger § 875(c). His only claim is that the jurisdictional element of § 875(c) cannot be met if based solely on the route of the transmission, where the sender and recipient are both in the same state. * * *

Section 875(c), provides: 

Whoever transmits in interstate or foreign commerce any communication containing any threat to kidnap any person or any threat to injure the person of another, shall be fined under this title or imprisoned not more than five years, or both.  This provision was enacted in 1934, and its last significant amendment was in 1939. At that time, the telegraph was still the primary mode of interstate communication.

Mr. Kammersell argues that the statute must be interpreted in light of the sweeping changes in technology over the past 60 years and with reference to Congressional intent. The government urges the court to adhere to the plain meaning of the statute; because Mr. Kammersell’s threat was transmitted from Utah to Virginia to Utah, it was "transmit[ted] in interstate commerce." Because so many local telephone calls and locally-sent Internet messages are routed out of state, under the government's interpretation, federal jurisdiction would exist to cover almost any communication made by telephone or modem, no matter how much it would otherwise appear to be intrastate in nature. Mr. Kammersell argues that such an interpretation will immeasurably broaden federal criminal jurisdiction without any discussion by Congress of the matter, and it would be wrong to view sixty years of Congressional inaction on the statute as clear intent. * * *

A threat that was unquestionably transmitted over interstate telephone lines falls within the literal scope of the statute and gives rise to federal jurisdiction.  Mr. Kammersell argues that the threat should not be considered as transmitted interstate because only the recipient could have viewed this "instant message." An "instant message" can only be sent if the recipient is online at the time of transmission, whereas an e-mail may be held in a holding center until it is retrieved. According to Mr. Kammersell, this distinction is crucial because it means that no one outside of the State of Utah could have seen the threat. The distinction, even if correct, is immaterial. No requirement exists under § 875(c) that the threat actually be received or seen by anyone out of state.  * * * The "instant message" distinction does enable Kammersell to distinguish the primary case upon which the Government relies, but in the end this does not help him either. Because this is a case of first impression, both sides must rely on analogies. The Government relies upon United States v. Kelner, 534 F.2d 1020 (2d Cir.1976). There, the defendant was convicted under § 875(c) for threatening to assassinate Yasser Arafat during a television interview that was broadcast over three states. Both the defendant and Arafat were in New York at the time the threat was made. Like Mr. Kammersell, Kelner argued that the "nexus of his activity was predominantly local, and that the statute should not be read literally to reach into spheres of primarily local concern." Kelner, 534 F.2d at 1024. In upholding Kelner's conviction, the court noted: 


However much we might agree as a matter of principle that the congressional reach should not be overextended or that prosecutorial discretion might be exercised more frequently to permit essentially local crimes to be prosecuted locally, we do not feel that Congress is powerless to regulate matters in commerce when the interstate features of the activity represent a relatively small, or in a sense unimportant, portion of the overall criminal scheme. Our problem is not whether the nexus of the activity is "local" or "interstate"; rather, under the standards which we are to apply, so long as the crime involves a necessary interstate element, the statute must be treated as valid.  Id. (citations omitted).

While Kelner can be distinguished on the ground that it involved a transmission that was seen by people in more than one state, the Second Circuit's logic remains just as cogent when applied to the current case. * * *


AFFIRMED.
 

U.S. v. Alkhabaz, 104 F.3d 1492 (6th Cir. 1997)

BOYCE F. MARTIN, Jr., Chief Judge.


Claiming that the district court erred in determining that certain electronic mail messages between Abraham Jacob Alkhabaz, a.k.a. Jake Baker, and Arthur Gonda did not constitute "true threats," the government appeals the dismissal of the indictment charging Baker with violations of 18 U.S.C. § 875(c).


From November 1994 until approximately January 1995, Baker and Gonda exchanged e-mail messages over the Internet, the content of which expressed a sexual interest in violence against women and girls. Baker sent and received messages through a computer in Ann Arbor, Michigan, while Gonda--whose true identity and whereabouts are still unknown--used a computer in Ontario, Canada.

Prior to this time, Baker had posted a number of fictional stories to "alt.sex.stories," a popular interactive Usenet news group. Using such shorthand references as "B & D," "snuff," "pedo," "mf," and "nc," Baker's fictional stories generally involved the abduction, rape, torture, mutilation, and murder of women and young girls. On January 9, Baker posted a story describing the torture, rape, and murder of a young woman who shared the name of one of Baker's classmates at the University of Michigan.*
On February 9, Baker was arrested and appeared before a United States Magistrate Judge on a criminal complaint alleging violations of 18 U.S.C. § 875(c), which prohibits interstate communications containing threats to kidnap or injure another person. The government made the complaint based on an FBI agent's affidavit, which cited language from the story involving Baker's classmate. The Magistrate Judge ordered Baker detained as a danger to the community and a United States District Court affirmed his detention. Upon Baker's motion to be released on bond, this Court ordered a psychological evaluation. When the evaluation concluded that Baker posed no threat to the community, this Court ordered Baker's release.

On February 14, a federal grand jury returned a one-count indictment charging Baker with a violation of 18 U.S.C. § 875(c). On March 15, 1995, citing several e-mail messages between Gonda and Baker, a federal grand jury returned a superseding indictment, charging Baker and Gonda with five counts of violations of 18 U.S.C. § 875(c). The e-mail messages supporting the superseding indictment were not available in any publicly accessible portion of the Internet.

On April 15, Baker filed a Motion to Quash Indictment with the district court. In United States v. Baker, 890 F.Supp. 1375, 1381 (E.D.Mich.1995), the district court dismissed the indictment against Baker, reasoning that the e-mail messages sent and received by Baker and Gonda did not constitute "true threats" under the First Amendment and, as such, were protected speech. The government argues that the district court erred in dismissing the indictment because the communications between Gonda and Baker do constitute "true threats" and, as such, do not implicate First Amendment free speech protections. In response, Baker urges this Court to adopt the reasoning of the district court and affirm the dismissal of the indictment against him.

Neither the district court's opinion, nor the parties' briefs contain any discussion regarding whether Baker's e-mail messages initially satisfy the requirements of Section 875(c). For the reasons stated below, we conclude that the indictment failed, as a matter of law, to allege violations of Section 875(c). Accordingly, we decline to address the First Amendment issues raised by the parties. * * *

The government must allege and prove three elements to support a conviction under Section 875(c): "(1) a transmission in interstate [or foreign] commerce; (2) a communication containing a threat; and (3) the threat must be a threat to injure [or kidnap] the person of another." DeAndino, 958 F.2d at 148. In this case, the first and third elements cannot be seriously challenged by the defendant. However, the second element raises several issues that this Court must address. As this Court has recognized, "[i]t is one of the most fundamental postulates of our criminal justice system that conviction can result only from a violation of clearly defined standards of conduct." United States v. Monasterski, 567 F.2d 677, 683 (6th Cir.1977). Indeed, "[o]ur law does not punish bad purpose standing alone, however; instead we require that mens rea accompany the actus reus specifically proscribed by statute." Id. As the Supreme Court has recognized, William Shakespeare's lines here illustrate sound legal doctrine. 


His acts did not o'ertake his bad intent;

And must be buried but as an intent

That perish'd by the way: thoughts are no subjects,

Intents but merely thoughts.


United States v. Apfelbaum, 445 U.S. 115, 131 n. 13, 100 S.Ct. 948, 957 n. 13, 63 L.Ed.2d 250 (1980) (quoting William Shakespeare's Measure for Measure, Act V, Scene 1; G. Williams, Criminal Law, The General Part 1 (2d ed. 1961)).

Although its language does not specifically contain a mens rea element, this Court has interpreted Section 875(c) as requiring only general intent. DeAndino, 958 F.2d at 148-50. Accordingly, Section 875(c) requires proof that a reasonable person would have taken the defendant's statement as "a serious expression of an intention to inflict bodily harm." Id. at 148 (citing United States v. Lincoln, 462 F.2d 1368, 1369 (6th Cir.1972)).
Additionally, Section 875(c) does not clearly define an actus reus. The language of Section 875(c) prohibits the transmission of "any communication containing any threat to kidnap any person or any threat to injure the person of another." * * * 

To determine what type of action Congress intended to prohibit, it is necessary to consider the nature of a threat. At their core, threats are tools that are employed when one wishes to have some effect, or achieve some goal, through intimidation. This is true regardless of whether the goal is highly reprehensible or seemingly innocuous.

For example, the goal may be extortionate or coercive. * * * Additionally, the goal, although not rising to the level of extortion, may be the furtherance of a political objective. * * * Finally, a threat may be communicated for a seemingly innocuous purpose. For example, one may communicate a bomb threat, even if the bomb does not exist, for the sole purpose of creating a prank. However, such a communication would still constitute a threat because the threatening party is attempting to create levity (at least in his or her own mind) through the use of intimidation.

The above examples illustrate threats because they demonstrate a combination of the mens rea with the actus reus. Although it may offend our sensibilities, a communication objectively indicating a serious expression of an intention to inflict bodily harm cannot constitute a threat unless the communication also is conveyed for the purpose of furthering some goal through the use of intimidation.

Accordingly, to achieve the intent of Congress, we hold that, to constitute "a communication containing a threat" under Section 875(c), a communication must be such that a reasonable person (1) would take the statement as a serious expression of an intention to inflict bodily harm (the mens rea), and (2) would perceive such expression as being communicated to effect some change or achieve some goal through intimidation (the actus reus). * * * 

Our interpretation of the actus reus requirement of Section 875(c) conforms not only to the nature of a threat, but also to the purpose of prohibiting threats. Several other circuits have recognized that statutes prohibiting threats are designed to protect the recipient's sense of personal safety and well being. United States v. Aman, 31 F.3d 550 (7th Cir.1994); United States v. Bellrichard, 994 F.2d 1318 (8th Cir.1993); see, e.g., R.A.V. v. St. Paul, 505 U.S. 377, 112 S.Ct. 2538, 120 L.Ed.2d 305 (1992) (threats of violence are proscribable because of the fear caused by the threat, the disruption engendered by such fear, and the possibility that the threat of violence will occur). If an otherwise threatening communication is not, from an objective standpoint, transmitted for the purpose of intimidation, then it is unlikely that the recipient will be intimidated or that the recipient's peace of mind will be disturbed. * * * 

Applying our interpretation of the statute to the facts before us, we conclude that the communications between Baker and Gonda do not constitute "communication[s] containing a threat" under Section 875(c). Even if a reasonable person would take the communications between Baker and Gonda as serious expressions of an intention to inflict bodily harm, no reasonable person would perceive such communications as being conveyed to effect some change or achieve some goal through intimidation. Quite the opposite, Baker and Gonda apparently sent e-mail messages to each other in an attempt to foster a friendship based on shared sexual fantasies.

Ultimately, the indictment against Baker fails to "set forth ... all the elements necessary to constitute the offense intended to be punished" and must be dismissed as a matter of law. DeAndino, 958 F.2d at 146 (quoting Hamling v. United States, 418 U.S. 87, 117, 94 S.Ct. 2887, 2907, 41 L.Ed.2d 590 (1974) (emphasis added)). We agree with the district court, that "[w]hatever Baker's faults, and he is to be faulted, he did not violate 18 U.S.C. § 875(c)." United States v. Baker, 890 F.Supp. at 1390, 1391.
For the foregoing reasons, the judgment of the district court is affirmed.



KRUPANSKY, Circuit Judge, dissenting.


The panel majority has ruled that an interstate or international "communication containing any threat" to kidnap or injure another person is criminalized by 18 U.S.C. § 875(c) only when the subject communication was conveyed with the general intent "to effect some change or achieve some goal through intimidation." The majority concludes that because the instant indictment alleges only communications purportedly intended to foster a perverse camaraderie between the correspondents, rather than "to effect some change or realize some goal through intimidation," the indictment must be dismissed because each count fails to allege an essential element of a section 875(c) charge. Because the majority has intruded upon Congressional prerogatives by judicially legislating an exogenous element into section 875(c) that materially alters the plain language and purpose of that section and ignores the prevailing precedents of the Supreme Court and this circuit, I respectfully dissent from the majority's decision. * * *

Although the majority of this panel now affirms the judgment of the district court, it has avoided addressing the First Amendment issue. Instead it mandates, by judicial license, that the communications charged in the superseding indictment did not constitute "threats" of any kind because the panel majority interprets section 875(c) to require, as a matter of law, that a "threatening" communication must be accompanied by an intent to intimidate or coerce someone to attain some "change" or "goal." It is obvious, however, from the concise language of 18 U.S.C. § 875(c) that Congress refused to include an "intent to intimidate or coerce someone to attain some change or goal" as an element of the criminal act addressed therein: 


Whoever transmits in interstate or foreign commerce any communication containing ANY threat to kidnap ANY person or ANY threat to injure the person of another, shall be fined under this title or imprisoned not more than five years, or both.

18 U.S.C. § 875(c) (emphases added).

The words in section 875(c) are simple, clear, concise, and unambiguous. The plain, expressed statutory language commands only that the alleged communication must contain any threat to kidnap or physically injure any person, made for any reason or no reason. Section 875(c) by its terms does not confine the scope of criminalized communications to those directed to identified individuals and intended to effect some particular change or goal. * * *

The panel majority attempts to justify its improper fusion of an extra- legislative element re the "intent to intimidate some change or goal" upon section 875(c) by embracing an artificially narrow legal definition of the term "threat." The panel majority posits, "[a]t their core, threats are tools that are employed when one wishes to have some effect, or achieve some goal, through intimidation." However, this interpretation does not comprise the exclusive ordinary or legal meaning of the word "threat." Undeniably, a simple, credible declaration of an intention to cause injury to some person, made for any reason, or for no reason whatsoever, may also constitute a "threat." * * * 

Thus, the plain language of 18 U.S.C. § 875(c), together with its interpretive precedents, compels the conclusion that "threats" within the scope of the statute in controversy include all reasonably credible communications which express the speaker's objective intent to kidnap or physically injure another person. Whether the originator of the message intended to intimidate or coerce anyone thereby is irrelevant. Rather, the pertinent inquiry is whether a jury could find that a reasonable recipient of the communication would objectively tend to believe that the speaker was serious about his stated intention. * * *.9 There can be no doubt that a rational jury could find that some or all of the minacious communications charged in the superseding indictment against Baker constituted threats by the defendant to harm a female human being, which a reasonable objective recipient of the transmissions could find credible.  Because the communications charged against Baker could be found by a rational jury to constitute "threats" within the ambit of 18 U.S.C. § 875(c), the district court's resolution that a rational jury could not find that any of these communications comprised constitutionally unprotected "true threats" is ripe for review. * * *

Finally, the facts of the instant case justify reversal and remand because they even satisfy the judicially legislated edict articulated in the majority opinion. Assuming arguendo that a threat under 18 U.S.C. § 875(c) requires a general intent by the speaker to attain some result or change through intimidation (which it does not), a rational jury could conclude that this element was proved in this case. By publishing his sadistic Jane Doe story on the Internet, Baker could reasonably foresee that his threats to harm Jane Doe would ultimately be communicated to her (as they were), and would cause her fear and intimidation, which in fact ultimately occurred. The panel majority may casually conclude within the security of chambers that Baker's threats conveyed to Jane Doe in his articles published on the Internet were nonintimidating. However, Jane Doe's reaction to those threats when brought to her attention evinces a contrary conclusion of a shattering traumatic reaction that resulted in recommended psychological counseling.

A jury in the instant case could reasonably infer, in the light of all the evidence, that Baker intended the foreseeable, natural, and ordinary consequences of his voluntary actions. * * * Indeed, a rational jury could infer that the reason Baker published his Jane Doe story featuring the actual name of a young woman was the probability that its threats would be communicated to her and cause her to suffer fear, anxiety, and intimidation. Moreover, the e-mail correspondence between Baker and Gonda evidenced overt acts of a conspiracy to violate 18 U.S.C. § 875(c) in that the two men clearly agreed at the least to threaten, and otherwise implement their conspiracy by intimidating, one or more women or young girls with physical harm as discussed in their plans. * * *

Accordingly, I would reverse the district court's judgment which dismissed the superseding indictment as purportedly not alleging "true threats," and remand the case to the lower court.

The Nuremberg Files

Background:  The Nuremberg Files website (http://www.christiangallery.com/atrocity/) was operated by anti-abortion activists.  It displayed the names, home addresses, license-plate numbers, and pictures of individual abortion doctors along with the names of their spouses and children.  If the abortion doctors profiled on the Nuremberg Files website were killed by anti-abortionists, the website would put a black line through the name of the doctor; if they were wounded, the website would put a gray line through the name of the doctor.  After the abortion doctors brought suit against the anti-abortionist organization which operated the website, the district court found that the defendants had “acted with specific intent and malice in a blatant and illegal communication of true threats to kill, assault, or do bodily harm to each of the plaintiffs and with the specific intent to interfere with or intimidate the plaintiffs from engaging in legal medical practices and procedures.”  Planned Parenthood of the Columbia/Willamette, Inc. v. American Coalition of Life Activists, 41 F.Supp.2d 1130, 1154 (D.Or. 1999).  Accordingly, the district court issued a permanent injunction against the defendants from operating the website and a jury awarded the abortion doctors approximately $107 MM in compensatory and punitive damages.  The defendants appealed.

Planned Parenthood of the Columbia/Willamette, Inc. 

v. American Coalition of Life Activists,

290 F.3d 1058 (9th Cir. 2001).

RYMER, Circuit Judge.


For the first time we construe what the Freedom of Access to Clinics Entrances Act (FACE), 18 U.S.C. § 248, means by "threat of force." FACE gives aggrieved persons a right of action against whoever by "threat of force ... intentionally ... intimidates ... any person because that person is or has been ... providing reproductive health services." 18 U.S.C. § 248(a)(1) and (c)(1)(A). This requires that we define "threat of force" in a way that comports with the First Amendment, and it raises the question whether the conduct that occurred here falls within the category of unprotected speech.


Four physicians, Dr. Robert Crist, Dr. Warren M. Hern, Dr. Elizabeth Newhall, and Dr. James Newhall, and two health clinics that provide medical services to women including abortions, Planned Parenthood of the Columbia/Willamette, Inc. (PPCW) and the Portland Feminist Women's Health Center (PFWHC), brought suit under FACE claiming that they were targeted with threats by the American Coalition of Life Activists (ACLA), Advocates for Life Ministries (ALM), and numerous individuals.  Three threats remain at issue: the Deadly Dozen "GUILTY" poster which identifies Hern and the Newhalls among ten others; the Crist "GUILTY" poster with Crist's name, addresses and photograph; and the "Nuremberg Files," which is a compilation about those whom the ACLA anticipated one day might be put on trial for crimes against humanity. The "GUILTY" posters identifying specific physicians were circulated in the wake of a series of "WANTED" and "unWANTED" posters that had identified other doctors who performed abortions before they were murdered. * * *


Although the posters do not contain a threat on their face, the district court held that context could be considered. It defined a threat under FACE in accordance with our "true threat" jurisprudence, as a statement made when "a reasonable person would foresee that the statement would be interpreted by those to whom the maker communicates the statement as a serious expression of intent to harm." Applying this definition, the court denied ACLA's motion for summary judgment in a published opinion.  Planned Parenthood of the Columbia/Willamette, Inc. v. ACLA (PPCW II), 23 F.Supp.2d 1182 (D.Or.1998). The jury returned a verdict in physicians' favor, and the court enjoined ACLA from publishing the posters or providing other materials with the specific intent to threaten Crist, Hern, Elizabeth Newhall, James Newhall, PPCW, or the Health Center. Planned Parenthood of the Columbia/Willamette, Inc. v. ACLA (PPCW III ), 41 F.Supp.2d 1130 (D.Or.1999). ACLA timely appealed. * * * 

We now conclude that it was proper for the district court to adopt our long-standing law on "true threats" to define a "threat" for purposes of FACE. FACE itself requires that the threat of force be made with the intent to intimidate. Thus, the jury must have found that ACLA made statements to intimidate the physicians, reasonably foreseeing that physicians would interpret the statements as a serious expression of ACLA's intent to harm them because they provided reproductive health services. Construing the facts in the light most favorable to physicians, the verdict is supported by substantial evidence. ACLA was aware that a "wanted"-type poster would likely be interpreted as a serious threat of death or bodily harm by a doctor in the reproductive health services community who was identified on one, given the previous pattern of "WANTED" posters identifying a specific physician followed by that physician's murder. The same is true of the posting about these physicians on that part of the "Nuremberg Files" where lines were drawn through the names of doctors who provided abortion services and who had been killed or wounded. We are independently satisfied that to this limited extent, ACLA's conduct amounted to a true threat and is not protected speech.

As we see no reversible error on liability or in the equitable relief that was granted, we affirm. However, we remand for consideration of whether the punitive damages award comports with due process.

I

* * * On March 10, 1993, Michael Griffin shot and killed Dr. David Gunn as he entered an abortion clinic in Pensacola, Florida. Before this, a "WANTED" and an "unWANTED" poster with Gunn's name, photograph, address and other personal information were published. The "WANTED" poster describes Gunn as an abortionist and invites participation by prayer and fasting, by writing and calling him and sharing a willingness to help him leave his profession, and by asking him to stop doing abortions; the "unWANTED" poster states that he kills children at designated locations and "[t]o defenseless unborn babies Gunn in [sic] heavily armed and very dangerous." * * *

On August 21, 1993, Dr. George Patterson, who operated the clinic where Gunn worked, was shot to death. A "WANTED" poster had been circulated prior to his murder, indicating where he performed abortions and that he had Gunn perform abortions for his Pensacola clinic.  In July 1994, Dr. John Bayard Britton was murdered by Paul Hill after being named on an "unWANTED" poster that Hill helped to prepare. One gives Britton's physical description together with his home and office addresses and phone numbers, and charges "crimes against humanity"; another also displays his picture and states that "he is considered armed and extremely dangerous to women and children. Pray that he is soon apprehended by the love of Jesus!!!" In addition to these items, a third version of the Britton "unWANTED" poster lists personal achievements and Britton's "crimes against humanity," also warning that "John Bayard Britton is considered armed and extremely dangerous, especialy [sic] to women and children."

ALM, Bray, Burnett, Crane, McMillan, Ramey and Stover signed a petition supporting Hill.
Many pro-life activists in Operation Rescue condemned these acts of violence.  As a result, ALM, Bray, Burnett, Crane, Foreman, McMillan, Ramey and Stover, who espoused a "pro-force" point of view, split off to form ACLA. Burnett observed, "if someone was to condemn any violence against abortion, they probably wouldn't have felt comfortable working with us." Organizational meetings were held in the spring of 1994, and ACLA's first event was held in August 1994. ACLA is based in Portland, Oregon, as is ALM. ALM publishes Life Advocate, a magazine that is distributed nationally and advocates the use of force to oppose the delivery of abortion services. Except for Bray, who authored A Time to Kill and served time in federal prison for conspiring to bomb ten clinics, the individual defendants were directors of ACLA and actively involved in its affairs. ALM commissioned and published Bray's book, noting that it "shows the connection between the [justifiable homicide] position and clinic destruction and the shootings of abortionists." Wysong and ACLA also drafted and circulated a "Contract on the Abortion Industry," having deliberately chosen that language to allude to mafia hit contracts.

ACLA presented the Deadly Dozen poster during a January 25, 1995 press conference at the March for Life event in Washington, D.C. Bray, Burnett, Crane, Dodds, Foreman, McMillan, Murch, Ramey, Stover, Treshman and Wysong were there; Dreste later ratified the poster's release. This poster is captioned "GUILTY" at the top (which meant the same thing to Crane, who drafted it, as "wanted"), beneath which in slightly smaller print the poster indicates "OF CRIMES AGAINST HUMANITY." The poster continues: "Abortion was provided as a choice for East European and Jewish women by the (Nazi) National Socialist Regime, and was prosecuted during the Nuremberg Trials (1945-46) under Allied Control Order No. 10 as a 'war crime.' " Under the heading "THE DEADLY DOZEN," the poster identifies thirteen doctors of whom James Newhall, Elizabeth Newhall, and Warren Hern are three. The poster provides Hern's residence and the home address of James Newhall and Elizabeth Newhall; it also lists the name and home address of Dr. George Kabacy, a doctor who provided abortions at PPCW. It offers a "$5,000 REWARD" "for information leading to arrest, conviction and revocation of license to practice medicine." At the bottom the poster bears the legend "ABORTIONIST" in large, bold typeface. The day after the Deadly Dozen poster was released, the FBI offered protection to doctors identified on it and advised them to wear bulletproof vests and take other security precautions, which they did. Knowing this, ALM reprinted the poster in the March 1995 edition of its magazine Life Advocate under a cover with the "grim reaper" holding a scythe; Murch printed it in his newsletter Salt & Light; and ACLA republished the Deadly Dozen poster at events in August 1995 and January 1996. * * * 

At its January 1996 conference, ACLA displayed the Deadly Dozen poster, held a "White Rose Banquet" to honor prisoners convicted of anti-abortion violence, and introduced ALM's Paul deParrie to unveil the "Nuremberg Files." ACLA sent a hard copy of some of the Files to Neal Horsley (a non-party) to post on the internet, and ACLA's name appeared on the Nuremberg Files website opened in January 1997. Approximately 200 people are listed under the label "ABORTIONISTS: the shooters," and 200 more are listed under Files for judges, politicians, law enforcement, spouses, and abortion rights supporters. Crist, Hern and the Newhalls are listed in the "abortionists" section, which bears the legend: "Black font (working); Greyed-out Name (wounded); Strikethrough (fatality)." The names of Gunn, Patterson and Britton are struck through.

By January 1995 ACLA knew the effect that "WANTED," "unWANTED," or "GUILTY" posters had on doctors named in them. For example, in a September 1993 issue of Life Advocate which reported that an "unwanted" poster was being prepared for Britton, ALM remarked of the Gunn murder that it "sent shock waves of fear through the ranks of abortion providers across the country. As a result, many more doctors quit out of fear for their lives, and the ones who are left are scared stiff." Of another doctor who decided to quit performing abortions after circulation of a "Not Wanted" poster, Bray wrote that "it is clear to all who possess faculties capable of inductive analysis: he was bothered and afraid." Wysong also stated: "Listening to what abortionists said, abortionists who have quit the practice who are no longer killing babies but are now pro-life. They said the two things they feared the most were being sued for malpractice and having their picture put on a poster." And Burnett testified with respect to the danger that "wanted" or "guilty" posters pose to the lives of those who provide abortions: "I mean, if I was an abortionist, I would be afraid."

By January 1995 the physicians knew about the Gunn, Patterson and Britton murders and the posters that preceded each. Hern was terrified when his name appeared on the Deadly Dozen poster; as he put it: "The fact that wanted posters about these doctors had been circulated, prior to their assassination, and that the--that the posters, then, were followed by the doctor's assassination, emphasized for me the danger posed by this document, the Deadly Dozen List, which meant to me that--that, as night follows day, that my name was on this wanted poster ... and that I would be assassinated, as had the other doctors been assassinated." * * * The jury found for plaintiffs on all claims except for Bray and Treshman on the RICO claims.4 The district court then considered equitable relief. It found that each defendant used intimidation as a means of interfering with the provision of reproductive health services; that each independently and as a co-conspirator published and distributed the Deadly Dozen poster, the Crist poster, and the Nuremberg Files; and that each acted with malice and specific intent in communicating true threats to kill, assault or do bodily harm to each of the plaintiffs to intimidate them from engaging in legal medical practices and procedures. The court found that the balance of hardships weighed "overwhelmingly" in plaintiffs' favor. It also found that the defendants' actions were not protected speech under the First Amendment. Accordingly, it issued a permanent injunction restraining defendants from threatening, with the specific intent to do so, any of the plaintiffs in violation of FACE; from publishing or distributing the Deadly Dozen poster and the Crist poster with specific intent to threaten the plaintiffs; from providing additional material concerning plaintiffs, with a specific intent to threaten, to the Nuremberg Files or similar web site; and from publishing or distributing the personally identifying information about the plaintiffs in the Files with a specific intent to threaten. * * *

II

* * * Given that the verdict for physicians and the injunctive relief granted in their favor restrict speech, we review the record independently in order to satisfy ourselves that the posters and the Files constitute a "true threat" such that they lack First Amendment protection. We will consider the undisputed facts as true, and construe the historical facts, the findings on the statutory elements, and all credibility determinations in favor of the prevailing party. In this way we give appropriate deference to the trier of fact, here both the jury and the district judge, yet assure that evidence of the core constitutional fact--a true threat--falls within the unprotected category and is narrowly enough bounded as a matter of constitutional law.

III

ACLA argues that the First Amendment requires reversal because liability was based on political speech that constituted neither an incitement to imminent lawless action nor a true threat. It suggests that the key question for us to consider is whether these posters can be considered "true threats" when, in fact, the posters on their face contain no explicitly threatening language. Further, ACLA submits that classic political speech cannot be converted into non-protected speech by a context of violence that includes the independent action of others.

Physicians counter that this threats case must be analyzed under the settled threats law of this circuit. Following precedent, it was proper for the jury to take context into account. They point out that the district court limited evidence of anti-abortion violence to evidence tending to show knowledge of a particular defendant, and maintain that the objective standard on which the jury was instructed comports both with Ninth Circuit law and congressional intent. As the First Amendment does not protect true threats of force, physicians conclude, ACLA's speech was not protected.

We start with the statute under which this action arises. Section 248(c)(1)(A) gives a private right of action to any person aggrieved by reason of the conduct prohibited by subsection (a). Subsection (a)(1) provides: 


(a) ... Whoever—

(1) by force or threat of force or by physical obstruction, intentionally injures, intimidates or interferes with or attempts to injure, intimidate or interfere with any person because that person is or has been, or in order to intimidate such person or any other person or any class of persons from, obtaining or providing reproductive health services ... 
shall be subject to the ... civil remedies provided in subsection (c).... 
18 U.S.C. § 248(a)(1). 

The statute also provides that "[n]othing in this section shall be construed ... to prohibit any expressive conduct (including peaceful picketing or other peaceful demonstration) protected from legal prohibition by the First Amendment to the Constitution." 18 U.S.C. § 248(d)(1).


FACE does not define "threat," although it does provide that "[t]he term 'intimidate' means to place a person in reasonable apprehension of bodily harm to him--or herself or to another." 18 U.S.C. § 248(e)(3). Thus, the first task is to define "threat" for purposes of the Act. This requires a definition that comports with the First Amendment, that is, a "true threat." * * *

Therefore, we hold that "threat of force" in FACE means what our settled threats law says a true threat is: a statement which, in the entire context and under all the circumstances, a reasonable person would foresee would be interpreted by those to whom the statement is communicated as a serious expression of intent to inflict bodily harm upon that person. So defined, a threatening statement that violates FACE is unprotected under the First Amendment.

Although ACLA does not believe we should reach this point, if we do it submits that no claim was made out even under "true threats" cases. First, it argues that other threats cases were criminal actions against someone who made a real threat directly to others, not political speech as is the case here. * * * Because of context, we conclude that the Crist and Deadly Dozen posters are not just a political statement. Even if the Gunn poster, which was the first "WANTED" poster, was a purely political message when originally issued, and even if the Britton poster were too, by the time of the Crist poster, the poster format itself had acquired currency as a death threat for abortion providers. Gunn was killed after his poster was released; Britton was killed after his poster was released; and Patterson was killed after his poster was released. Knowing this, and knowing the fear generated among those in the reproductive health services community who were singled out for identification on a "wanted"-type poster, ACLA deliberately identified Crist on a "GUILTY" poster and intentionally put the names of Hern and the Newhalls on the Deadly Dozen "GUILTY" poster to intimidate them. This goes well beyond the political message (regardless of what one thinks of it) that abortionists are killers who deserve death too.


The Nuremberg Files are somewhat different. Although they name individuals, they name hundreds of them. The avowed intent is "collecting dossiers on abortionists in anticipation that one day we may be able to hold them on trial for crimes against humanity." The web page states: "One of the great tragedies of the Nuremberg trials of Nazis after WWII was that complete information and documented evidence had not been collected so many war criminals went free or were only found guilty of minor crimes. We do not want the same thing to happen when the day comes to charge abortionists with their crimes. We anticipate the day when these people will be charged in PERFECTLY LEGAL COURTS once the tide of this nation's opinion turns against child- killing (as it surely will)." However offensive or disturbing this might be to those listed in the Files, being offensive and provocative is protected under the First Amendment. But, in two critical respects, the Files go further. In addition to listing judges, politicians and law enforcement personnel, the Files separately categorize "Abortionists" and list the names of individuals who provide abortion services, including, specifically, Crist, Hern, and both Newhalls. Also, names of abortion providers who have been murdered because of their activities are lined through in black, while names of those who have been wounded are highlighted in grey. As a result, we cannot say that it is clear as a matter of law that listing Crist, Hern, and the Newhalls on both the Nuremberg Files and the GUILTY posters is purely protected, political expression.


Accordingly, whether the Crist Poster, the Deadly Dozen poster, and the identification of Crist, Hern, Dr. Elizabeth Newhall and Dr. James Newhall in the Nuremberg Files as well as on "wanted"-type posters, constituted true threats was properly for the jury to decide.

F

Having concluded that "threat of force" was properly defined and that no trial error requires reversal, we consider whether the core constitutional fact--a true threat--exists such that the Crist and Deadly Dozen Posters, and the Nuremberg Files as to Crist, Hern, and the Newhalls, are without First Amendment protection. The task in this case does not seem dramatically different from determining that the issue should have gone to the jury and that the jury was properly instructed under FACE. Nevertheless, we review the evidence on true threats independently. 


The true threats analysis turns on the poster pattern. Neither the Crist poster nor the Deadly Dozen poster contains any language that is overtly threatening. Both differ from prior posters in that the prior posters were captioned "WANTED" while these are captioned "GUILTY." The text also differs somewhat, but differences in caption or words are immaterial because the language itself is not what is threatening. Rather, it is use of the "wanted"-type format in the context of the poster pattern--poster followed by murder--that constitutes the threat. Because of the pattern, a "wanted"-type poster naming a specific doctor who provides abortions was perceived by physicians, who are providers of reproductive health services, as a serious threat of death or bodily harm. * * * The posters are a true threat because, like Ryder trucks or burning crosses, they connote something they do not literally say, yet both the actor and the recipient get the message. To the doctor who performs abortions, these posters meant "You're Wanted or You're Guilty; You'll be shot or killed." This was reinforced by the scorecard in the Nuremberg Files. The communication was not conditional or casual. It was specifically targeted. * * * 

As a direct result of having a "GUILTY" poster out on them, physicians wore bullet-proof vests and took other extraordinary security measures to protect themselves and their families. ACLA had every reason to foresee that its expression of intent to harm (the "GUILTY" poster identifying Crist, Hern, Elizabeth Newhall and James Newhall by name and putting them in the File that tracks hits and misses) would elicit this reaction. Physicians' fear did not simply happen; ACLA intended to intimidate them from doing what they do. * * *

V

After trial, the district court found that each defendant used intimidation as a means of interfering with the provision of reproductive health services and acted with malice and with specific intent in threatening physicians. It found that physicians remain threatened by ACLA's threats, and have no adequate remedy at law. The court concluded that physicians had proved by clear and convincing evidence that each defendant acting independently and as a co-conspirator prepared and published the Deadly Dozen Poster, the Crist Poster, and the Nuremberg Files with specific intent to make true threats to kill or do bodily harm to physicians, and to intimidate them from engaging in legal medical practices. It "totally reject[ed] the defendants' attempts to justify their actions as an expression of opinion or as a legitimate and lawful exercise of free speech in order to dissuade the plaintiffs from providing abortion services." PPCW III, 41 F.Supp.2d at 1154. Applying Madsen 's standard, the court found that ACLA's actions were not protected under the First Amendment. Accordingly, it permanently enjoined each of the defendants, their agents, and all persons in active concert with any of them who receive actual notice, from threatening, with the specific intent to do so, Crist, Hern, Dr. Elizabeth Newhall, Dr. James Newhall, PPCW and PFWHC in violation of FACE; publishing, republishing, reproducing or distributing the Deadly Dozen Poster, or the Crist poster, or their equivalent, with specific intent to threaten physicians, PPCW or PFWHC; and from providing additional material concerning Crist, Hern, either Newhall, PPCW or PFWHC to the Nuremberg Files or any mirror web site with a specific intent to threaten, as well as from publishing the personally identifying information about them in the Nuremberg Files with a specific intent to threaten. The court also ordered ACLA to turn over possession of materials that are not in compliance with the injunction. * * *

Conclusion

A "threat of force" for purposes of FACE is properly defined in accordance with our long-standing test on "true threats," as "whether a reasonable person would foresee that the statement would be interpreted by those to whom the maker communicates the statement as a serious expression of intent to harm or assault." This, coupled with the statute's requirement of intent to intimidate, comports with the First Amendment.
We have reviewed the record and are satisfied that use of the Crist Poster, the Deadly Dozen Poster, and the individual plaintiffs' listing in the Nuremberg Files constitute a true threat. In three prior incidents, a "wanted"-type poster identifying a specific doctor who provided abortion services was circulated, and the doctor named on the poster was killed. ACLA and physicians knew of this, and both understood the significance of the particular posters specifically identifying each of them. ACLA realized that "wanted" or "guilty" posters had a threatening meaning that physicians would take seriously. In conjunction with the "guilty" posters, being listed on a Nuremberg Files scorecard for abortion providers impliedly threatened physicians with being next on a hit list. To this extent only, the Files are also a true threat. However, the Nuremberg Files are protected speech.


There is substantial evidence that these posters were prepared and disseminated to intimidate physicians from providing reproductive health services. Thus, ACLA was appropriately found liable for a true threat to intimidate under FACE.


Holding ACLA accountable for this conduct does not impinge on legitimate protest or advocacy. Restraining it from continuing to threaten these physicians burdens speech no more than necessary.
Therefore, we affirm the judgment in all respects but for punitive damages, as to which we remand.


 
KOZINSKI, Circuit Judge, with whom Circuit Judges REINHARDT, O'SCANNLAIN, KLEINFELD and BERZON join, dissenting:

* * * The activities for which the district court held defendants liable were unquestionably of a political nature. There is no allegation that any of the posters in this case disclosed private information improperly obtained. We must therefore assume that the information in the posters was obtained from public sources. All defendants did was reproduce this public information in a format designed to convey a political viewpoint and to achieve political goals. The "Deadly Dozen" posters and the "Nuremberg Files" dossiers were unveiled at political rallies staged for the purpose of protesting Roe v. Wade, 410 U.S. 113, 93 S.Ct. 705, 35 L.Ed.2d 147 (1973). Similarly, defendants presented the poster of Dr. Crist at a rally held on the steps of the St. Louis federal courthouse, where the Dred Scott decision was handed down, in order to draw a parallel between "blacks being declared property and unborn children being denied their right to live." Planned Parenthood, CV- 95-01671-JO, at 2677 (Jan. 22, 1999). The Nuremberg Files website is clearly an expression of a political point of view. The posters and the website are designed both to rally political support for the views espoused by defendants, and to intimidate plaintiffs and others like them into desisting abortion- related activities. This political agenda may not be to the liking of many people--political dissidents are often unpopular--but the speech, including the intimidating message, does not constitute a direct threat because there is no evidence other than the speech itself that the speakers intend to resort to physical violence if their threat is not heeded. * * *


We have recognized that statements communicated directly to the target are much more likely to be true threats than those, as here, communicated as part of a public protest. Our caselaw also instructs that, in deciding whether the coercive speech is protected, it makes a big difference whether it is contained in a private communication-a face-to-face confrontation, a telephone call, a dead fish wrapped in newspaper -- or is made during the course of public discourse. The reason for this distinction is obvious: Private speech is aimed only at its target. Public speech, by contrast, seeks to move public opinion and to encourage those of like mind. Coercive speech that is part of public discourse enjoys far greater protection than identical speech made in a purely private context. * * *

 
BERZON, Circuit Judge, with whom REINHARDT, KOZINSKI, and KLEINFELD, Circuit Judges, join, and O'SCANNLAIN, Circuit Judge, joins as to Part III only, dissenting:

* * * As waves of fervent protest movements have ebbed and flowed, the courts have been called upon to delineate and enforce the line between protected speech and communications that are both of little or no value as information, expression of opinion or persuasion of others, and are of considerable harm to others. This judicial task has never been an easy one, as it can require--as here-- recognizing the right of protesting groups to question deeply held societal notions of what is morally, politically, economically, or socially correct and what is not. The defendants here pose a special challenge, as they vehemently condone the view that murdering abortion providers--individuals who are providing medical services protected by the Constitution--is morally justified.

But the defendants have not murdered anyone, and for all the reasons I have discussed, neither their advocacy of doing so nor the posters and website they published crossed the line into unprotected speech. If we are not willing to provide stringent First Amendment protection and a fair trial to those with whom we as a society disagree as well as those with whom we agree--as the Supreme Court did when it struck down the conviction of members of the Ku Klux Klan for their racist, violence--condoning speech in Brandenburg--the First Amendment will become a dead letter. Moreover, the next protest group--which may be a new civil rights movement or another group eventually vindicated by acceptance of their goals by society at large--will (unless we cease fulfilling our obligation as judges to be evenhanded) be censored according to the rules applied to the last. I do not believe that the defendants' speech here, on this record and given two major erroneous evidentiary rulings, crossed the line into unprotected speech. I therefore dissent.

B. Internet Fraud

The best source of information concerning the growing incidence of fraud committed on the Internet is the Internet Fraud Complaint Center (IFCC), a partnership between the National White Collar Crime Center (NW3C) and the Federal Bureau of Investigation (FBI).  The following findings are taken from the IFCC’s 2001 Internet Fraud Report (available at http://www1.ifccfbi.gov/strategy/IFCC_2001_AnnualReport.pdf)
· From January 1, 2001 – December 31, 2001 the IFCC’s website received 49,711 complaints. This total includes many different fraud types and non-fraudulent complaints, such as computer intrusions, SPAM/unsolicited email, and child pornography. During this same time period, the IFCC referred 16,775 complaints of fraud, the majority of which was committed over the Internet or similar online service. The total dollar loss from all referred cases of fraud was $17.8 million, with a median dollar loss of $435 per complaint.

· Internet auction fraud was by far the most reported offense, comprising 42.8% of referred complaints. Non-deliverable merchandise and payment account for 20.3% of complaints, and Nigerian Letter fraud made up 15.5% of complaints. Credit/debit Card fraud and Confidence fraud (such as home improvement scams and multi-level marketing) round out the top five categories of complaints referred to law enforcement during the year. Among those individuals who reported a dollar loss, the highest median dollar losses were found among Nigerian Letter Scam ($5,575), Identity Theft ($3,000), and Investment fraud ($1,000) complainants.

· The Nigerian Letter Scam is defined as a correspondence outlining an opportunity to receive non-existent government funds from alleged dignitaries that is designed to collect advance fees from the victims. This sometimes requires payoff money to bribe government officials. While other countries may be mentioned, the correspondence typically indicates “The Government of Nigeria” as the nation of origin. This scam has run since the early 1980’s and is also referred to as “419 Fraud” after the relevant section of the Criminal Code of Nigeria, as well as “Advance Fee Fraud.” Because of the scam, the country of Nigeria ranks 2nd for total complaints reported at the IFCC on businesses by country.

· Nearly 76% of alleged fraud perpetrators are individuals (as opposed to businesses), 81% are male, and half reside in one of the following states: California, Florida, New York, Texas, and Illinois. While most are from the United States, perpetrators have a representation in Canada, Nigeria, Romania and the United Kingdom.

· The amount loss by complainants tends to be related to a number of factors. Business victims tend to lose more than individuals and males tend to lose more than females. This may be a function of both online purchasing differences by gender, and the type of fraud the individual finds themselves involved in. While there isn’t a strong relationship between age and loss, proportion of individuals losing at least $5,000 is higher for those 60 years and older than it is for any other age category.

· Electronic mail (E-mail) and web pages are the two primary mechanisms by which the fraudulent contact took place. Nearly 70% of complainants reported they had e-mail contact with the perpetrator.

The primary federal statute used to prosecute Internet fraud is 18 U.S.C. § 1343, which provides that: 

ADVANCE \d4Whoever, having devised or intending to devise any scheme or artifice to defraud, or for obtaining money or property by means of false or fraudulent pretenses, representations, or promises, transmits or causes to be transmitted by means of wire, radio, or television communication in interstate or foreign commerce, any writings, signs, signals, pictures, or sounds for the purpose of executing such scheme or artifice, shall be fined under this title or imprisoned not more than five years, or both. If the violation affects a financial institution, such person shall be fined not more than $1,000,000 or imprisoned not more than 30 years, or both. 

The following essay by Jonathan Rusch, Special Counsel for Fraud Prevention in the Fraud Section of the Criminal Division at the U.S. Department of Justice, describes in more detail the types of fraud frequently perpetrated through the Internet and the Justice Department’s efforts – relying on section 1343 and other statutes – to stop them.
Fraud Involving Online Auctions

Online auction fraud typically involves several recurring approaches. The most common approach appears to be the offering of some valuable item, such as computers, high-priced watches, or collectible items, through a known online auction site. The individuals who are informed that they are successful bidders send their money to the seller, but never receive the promised merchandise. In a variation of this approach, the criminals send counterfeit merchandise in place of the promised merchandise. A third approach involves the criminal contacting losing bidders in a particular online auction, informing them that additional units of the item on which they bid have become available, and taking the bidders' money without delivering the items. * * * 


Consumers interested in a particular auction sometimes want to learn if other buyers have had favorable experiences with the purported seller in that auction. Major auction sites like eBay and Amazon.com allow legitimate customers to provide feedback on their experiences with particular sellers. Criminals, however, can also use false e-mail identities to provide "shill feedback" -- false favorable information about themselves -- to make it appear that they are satisfied customers and to give consumers a false sense of security about that auction.


In a recent prosecution, United States v. Denlinger, No. 00CR573IEG (S.D. Cal. filed Feb. 28, 2000), the defendant used online auction sites to offer Beanie Babies for sale, but failed to deliver the products after receiving the victim's money. He used various "screen names" (or aliases) in sending e-mails to prospective victims, and provided them with screen names and e-mail addresses of persons he falsely described as "references." In fact, those screen names were assigned to the defendant, so that when victims e-mailed the "references," the defendant responded with messages that gave victims false and favorable information about his own reliability and trustworthiness as a seller. The defendant also used two techniques to prevent victims from contacting him directly: he gave victims a pager number and falsely told them it was his home telephone number; and he asked them to send their payments to various commercial mail receiving agencies, which he falsely told them was his home address. His scheme defrauded more than 200 victims of nearly $50,000. (The defendant, after pleading guilty to mail and wire fraud, was sentenced to twelve months imprisonment and $46,701 in restitution.)

Fraud Involving Online Retail Sales


One category of fraud that overlaps with auction fraud is fraud in online retail sales of goods and services.  The IFCC reports that so-called "nondeliverable" merchandise accounts for 22 percent of all referred complaints. One approach to retail fraud has involved placing banner advertisements on an auction site that offers the same types of goods being auctioned. Prospective buyers who click on the banner advertisement are taken to a different Website that is not part of the auction site, and that offers none of the protections that leading auction Websites have adopted for their members. Another approach involves using unsolicited commercial e-mail ("spam") to lure prospective victims to a Website which purports to sell items of the same type that are available through well-known online auction sites.


In retail sales of services, some criminals have taken advantage of the complexities of the Internet's operations to compel or mislead consumers into visiting their Websites. In United States v. Kashpureff, 98CR0218 (E.D.N.Y. filed March 19, 1998), the defendant operated a Website, AlterNIC, that competed with the InterNIC Website for domain name registration. He wrote and placed software on that Internet that caused persons who wanted to visit the InterNIC Website to be involuntarily redirected to his Website. Ultimately, he pleaded guilty to a violation of the computer fraud statute, 18 U.S.C. § 1030.


In United States v. Lee, No. 99-00560 SOM (D. Haw. filed Dec. 9, 1999), the defendant knew that the Hawaii Marathon Association operated a Website with the Uniform Resource Locator (URL) "www.hawaiimarathon.org" to provide information about the Marathon and enable runners to register online. Although he had no affiliation with the real Hawaii Marathon, he copied the authorized Marathon Website, and created his own Website with the confusingly similar name, "www.hawaiimarathon.com." Runners who came to his Website thinking that it was the real Hawaii Marathon site were charged a $165 registration fee -- $100 more than the real site charged for entry. The defendant also operated another Website where he sold Viagra over the Internet without a prescription. (The defendant later pleaded guilty to wire fraud and unlawful sale of Viagra, and in February 2001 was given a split sentence of ten months imprisonment.)

Investment Fraud

Another major category of online fraud is investment fraud. The Securities and Exchange Commission (SEC) has reported that it receives between 200 and 300 online complaints each day about possible securities fraud online. While the major types of online securities fraud generally parallel traditional securities fraud schemes, market manipulation schemes are a frequent focus of enforcement actions.


"Pump-and-Dump." The most widely publicized form of online market manipulation is the so-called "pump and dump" scheme. In a "pump and dump," criminals identify one or more companies whose stock is thinly traded or not traded at all, then adopt various means to persuade individual online investors to buy that company's stock. These means can include posting favorable, but false and misleading, representations on financial message boards or Websites, and making undisclosed payments to people who are ostensibly independent but who will recommend that stock. Once the price has increased sufficiently, the participants in the scheme -- who may be company insiders, outsiders, or both, sell their stock, and the stock price eventually declines sharply, leaving uninformed investors with substantial financial losses. While an outsider who merely expresses his opinions about the worth or likely increase or decrease of a particular stock may not be committing criminal fraud, outsiders or insiders whose conduct extends beyond mere advocacy to manipulation of markets for their personal profit by giving the public false and misleading information may violate securities fraud statutes and other criminal statutes.

In one pump-and-dump case, United States v. Aziz-Golshani, No. 00-007-GAF (C.D. Cal. filed Jan. 4, 2000), two defendants manipulated the stock of a bankrupt company, NEI Webworld, Inc. They posted messages on several financial message boards, falsely stating that NEI was going to be taken over by a California company, and, with the help of a third individual, bought 130,000 shares of NEI before their manipulations resulted in a dramatic price increase. In an attempt to conceal their identities, the two defendants and their confederates used computers at the UCLA Biomedical Library to post the false reports. An SEC amended complaint charged that the defendants and another individual had also engaged in similar manipulative conduct concerning the securities of eleven other issuers in 1999. (In January, 2001, both defendants were sentenced to fifteen months and ten months imprisonment, respectively).

"Cybersmear." The converse of the "pump and dump" is the "cybersmear." A "cybersmear" scheme is organized in the same basic manner as a "pump-and- dump," with one important difference: the object is to induce a decline in the stock's price, to permit the criminals to realize profits by short-selling. To accomplish a sufficiently rapid decline in the stock's price, the criminal must resort to blatant lies and misrepresentations likely to trigger a substantial sell off by other investors.


In United States v. Moldofsky, No. S100CR388 (RPP) (S.D.N.Y. convicted March 8, 2001), the defendant, a day trader, on the evening of March 22, 2000, and the morning of the next day, posted a message nearly twenty times what was designed to look like a Lucent press release announcing that Lucent would not meet its quarterly earnings projections. For most of those postings, he used an alias designed to resemble a screen name used by a frequent commentator on the Lucent message board who had historically expressed positive views of Lucent stock. He also posted additional messages, using other screen names that commented on the release or on the message poster's conduct. On March 23, Lucent's stock price dropped more than 3.7 percent before Lucent issued a statement disavowing the false press release, but rose by 8 percent within ten minutes of Lucent's disavowal.


In United States v. Jakob, No. CR-00-1002-DT (C.D. Cal. indictment filed Sept. 28, 2000; pleaded guilty Dec. 29, 2000), the defendant engaged in even more elaborate fraudulent conduct to effect a "cybersmear." After he tried to short-sell stock in Emulex, but found that the market was bidding up the price, he wrote a press release falsely reporting that Emulex was under investigation by the SEC, that Emulex's Chief Executive Officer was resigning, and that Emulex was reporting a loss in its latest earnings report. He then caused his former employer, a company that distributed online press releases, to send it to major news organizations, which reported the false statements as fact. When Emulex stock rapidly declined, the defendant covered his short-sale position by buying Emulex stock and realizing nearly $55,000 in profits. He also bought more Emulex stock at lower prices, and sold when the stock had recovered most of its value.

One notable feature of online market manipulation schemes is the speed with which the scheme's participants can induce dramatic, though short-term, fluctuations in stock prices, and can realize substantial profits by correctly timing their purchases and sales. In Aziz-Golshani, during the week of November 9, 1999, the defendants bought their NEI stock at prices ranging from 9 cents to 13 cents per share. On November 15, 1999, NEI stock opened at 9:00 a.m. Eastern time at $8 per share, and within 45 minutes had risen to $15 5/16 per share. Less than a half-hour later, NEI stock had dropped to approximately 25 cents per share. By selling when the stock price was still high, the defendants realized profits of more than $360,000. In Jakob, once the false press release was distributed, Emulex's stock price dropped in less than one hour from more than $110 per share to approximately $43 per share, and the trading volume of Emulex stock increased significantly as individual traders sold off the stock at notably lower prices. The defendant realized nearly $55,000 in profits from his short sale, and additional profits of nearly $187,000 as the stock price rebounded.

Payment Card Fraud

One of the fastest-growing categories of Internet fraud is payment card (i.e., credit card and debit card) fraud. One Internet research firm, Meridien Research, predicted in January 2001 that online payment-card fraud worldwide will increase from $1.6 billion in 2000 to $15.5 billion by 2005.

Online credit card fraud causes substantial problems for online merchants. Initially, many online merchants were defrauded when people, using others' credit card numbers, ordered merchandise and had it shipped to foreign locations that were clearly different from the addresses of the true credit card holders. Under the policies that major credit card issuers established, merchants must bear the losses for online purchases, which qualify as "card- not-present" transactions. As a number of merchants took defensive measures, such as installing software designed to flag possibly fraudulent online transactions, some criminals changed their methods to request shipment of the goods they ordered with others' credit card numbers to United States addresses. Confederates then sell or ship those goods to another location.


To commit online payment-card fraud, criminals need access to valid payment-card numbers. One means of acquiring them is the unlawful accessing of e-commerce Websites. Within the past year, several computer intrusions that made possible the downloading of tens of thousands, if not millions, of credit card numbers -- such as the exposure of more than 3 million credit cards at Egghead.com -- have received worldwide attention in the media.


A number of Internet credit card schemes involve computer hacking as the means of accessing the numbers. For example, in United States v. Bosanac, No. 99CR3387IEG (S.D. Cal. filed Dec. 7, 1999), the defendant was involved in a computer hacking scheme that used home computers for electronic access to several of the largest United States telephone systems and for downloading thousands of calling card numbers (access codes). The defendant, who pleaded guilty to possession of unauthorized access devices and computer fraud, used his personal computer to access a telephone system computer and to download and transfer thousands of access codes relating to company calling card numbers. In taking these codes, the defendant used a computer program he had created to automate the downloading, and instructed his coconspirators on how to use the program. The defendant admitted that the loss suffered by the company as a result of his criminal conduct was $955,965. He was sentenced to eighteen months' imprisonment and $10,000 in restitution. * * *

Identity Theft and Fraud

Online payment-card fraud is closely related to the problem of identity theft and fraud. The Federal Trade Commission (FTC) reports that its Consumer Sentinel Website, which provides law enforcement with access to more than 300,000 complaints about all types of consumer fraud, has received more complaints about identity theft and fraud than any other category of consumer fraud. (See www.consumer.gov/sentinel/trends.htm.) While identity theft can be committed in furtherance of many types of crime, a number of recent federal prosecutions have combined identity theft and Internet fraud.


In United States v. Christian, No. 00-03-SLR (D. Del. filed Aug. 3, 2000), two defendants obtained the names and Social Security numbers of 325 high-ranking United States military officers from a public Website, then used those names and identities to apply for instant credit at a leading computer company and to obtain credit cards through two banks. They fenced the items they bought under the victims' names, and accepted orders from others for additional merchandise. The two defendants, after pleading guilty to conspiracy to commit bank fraud were sentenced to thirty-three and forty-one months imprisonment and restitution of more than $100,000 each.


Similarly, in United States v. Wahl, No. CR00-285P (W.D. Wash. sentenced Oct. 16, 2000), the defendant obtained the date of birth and Social Security number of the victim (who shared the defendant's first and last name and middle initial). He then used the victim's identifying information to apply online for credit cards with three companies and to apply online for a $15,000 automobile loan. He actually used the proceeds of the automobile loan to invest in his own business. (The defendant, after pleading guilty to identity theft, was sentenced to seven months' imprisonment and nearly $27,000 in restitution).

Business Opportunity Fraud

Business opportunity or "work-at-home" schemes are also making their way onto the Internet. In United States v. Shklowskiy (C.D. Cal. sentenced June 9, 2000), the defendants used the Internet to harvest e-mail addresses and send more than 50 million unsolicited e-mails ("spam") to offer people a "work-at-home" opportunity that promised tremendous returns in exchange for a $35 "processing fee." Approximately 12,405 individual victims sent money to what they thought were various businesses, but in fact, were postal mailboxes. As part of the scheme, the defendants forged the e-mail headers in their "spam" to make it appear that the e-mails were coming from an Internet service provider, BigBear.Net. As a result of the header forgery, when approximately 100,000 recipients of the spam responded with complaints by e-mail, the unexpected large volume of e-mails caused BigBear.Net's computer file servers to crash or cause disruptions in their service to customers. BigBear.Net had to hire three temporary workers for nearly six months to respond to the large numbers of complaints. (Ultimately, two defendants, after pleading guilty to conspiracy to commit mail and wire fraud, were sentenced to twenty seven months' imprisonment and restitution of $104,000 to fraud victims, including BigBear.Net).

The Response to Internet Fraud

As the case examples above indicate, more and more United States Attorneys' Offices are pursuing significant cases of Internet fraud. The cases being prosecuted tend to show that the criminal statutes that apply to other types of white collar crime -- conspiracy, mail and wire fraud, credit card fraud, securities fraud, money laundering, and identity theft -- are equally applicable to various forms of Internet fraud. In addition, a variety of existing sentencing guidelines enable federal prosecutors to seek higher sentences in appropriate cases of Internet fraud. These include enhancements for mass-marketing (USSG § 2F1.1(b)(3)), identity theft (USSG § 2F1.1(b)(5)(C)), conducting a substantial part of a scheme from outside the United States (USSG § 2F1.1(b)(6)(B)), large numbers of vulnerable victims (USSG § 3A1.1(b)(2)(B)), and use of a special skill (USSG 3B1.3; compare United States v. Petersen, 98 F.3d 502, 506-08 (9th Cir. 1996), with United States v. Godman, 223 F.3d 320, 322 (6th Cir. 2000)).

C.  Hacking

Computer crime often involves illegally accessing and damaging computers.  Illegally accessing and damaging computers runs the gamut from the mischievous to the malicious.  This section first addresses hacktivism, a relatively benign form of illegal access and damage to computers undertaken for a political purpose.  Hacktivism includes web defacement, web sit-ins, and denial-of-service attacks.  The discussion then shifts to more malicious denial-of-service attacks; worms and viruses, which propagate destructively through the Internet; and finally systems hacking.

A.  Hacktivism

Cyberwarriors, by Dorothy Denning, Harvard International Review, Vol. XXIII, No. 2, Summer 2001, pp. 70-75.
As Palestinian rioters clashed with Israeli forces in the fall of 2000, Arab and Israeli hackers took to cyberspace to participate in the action. According to the Middle East Intelligence Bulletin, the cyberwar began in October, shortly after the Lebanese Shi’ite Hezbollah movement abducted three Israeli soldiers. Pro-Israeli hackers responded by crippling the guerrilla movement’s website, which had been displaying videos of Palestinians killed in recent clashes and which had called on Palestinians to kill as many Israelis as possible. Pro-Palestinian hackers retaliated, shutting down the main Israeli government website and the Israeli Foreign Ministry website. From there the cyberwar escalated. An Israeli hacker planted the Star of David and some Hebrew text on one of Hezbollah’s mirror sites, while pro-Palestinian hackers attacked additional Israeli sites, including those of the Bank of Israel and the Tel Aviv Stock Exchange. Hackers from as far away as North and South America joined the fray, sabotaging over 100 websites and disrupting Internet service in the Middle East and elsewhere. 
The Palestinian-Israeli cyberwar illustrates a growing trend. Cyberspace is increasingly used as a digital battleground for rebels, freedom fighters, terrorists, and others who employ hacking tools to protest and participate in broader conflicts. The term “hacktivism,” a fusion of hacking with activism, is often used to describe this activity. * * * 

Hacktivists see cyberspace as a means for non-state actors to enter arenas of conflict, and to do so across international borders. They believe that nation-states are not the only actors with the authority to engage in war and aggression. And unlike nation-states, hacker warriors are not constrained by the “law of war” or the Charter of the United Nations. They often initiate the use of aggression and needlessly attack civilian systems.

Hacktivism is a relatively recent phenomenon. One early incident took place in October 1989, when anti-nuclear hackers released a computer worm into the US National Aeronautics and Space Administration (NASA) SPAN network. The worm carried the message, “Worms Against Nuclear Killers.…Your System Has Been Officically [sic] WANKed.…You talk of times of peace for all, and then prepare for war.” At the time of the attack, anti-nuclear protesters were trying (unsuccessfully) to stop the launch of the shuttle that carried the plutonium-fueled Galileo probe on its initial leg to Jupiter. The source of the attack was never identified, but some evidence suggested that it might have come from hackers in Australia.

In recent years, hacktivism has become a common occurrence worldwide. It accounts for a substantial fraction of all cyberspace attacks, which are also motivated by fun, curiosity, profit, and personal revenge. Hacktivism is likely to become even more popular as the Internet continues to grow and spread throughout the world. It is easy to carry out and offers many advantages over physical forms of protest and attack.

The Attraction to Hacktivism

For activists, hacktivism has several attractive features, not the least of which is global visibility. By altering the content on popular websites, hacktivists can spread their messages and names to large audiences. Even after the sites are restored, mirrors of the hacked pages are archived on sites such as Attrition.org, where they can be viewed by anyone at any time and from anywhere. Also, the news media are fascinated by cyberattacks and are quick to report them. Once the news stories hit the Internet, they spread quickly around the globe, drawing attention to the hackers as well as to the broader conflict.

Activists are also attracted to the low costs of hacktivism. There are few expenses beyond those of a computer and an Internet connection. Hacking tools can be downloaded for free from numerous websites all over the world. It costs nothing to use them and many require little or no expertise.

Moreover, hacktivism has the benefit of being unconstrained by geography and distance. Unlike street protesters, hackers do not have to be physically present to fight a digital war. In a “sit-in” on the website of the Mexican Embassy in the United Kingdom, the Electronic Disturbance Theater (EDT) gathered over 18,000 participants from 46 countries. Hacktivists could join the battle simply by visiting the EDT’s website. 

Hacktivism is thus well-suited to “swarming,” a strategy in which hackers attack a given target from many directions at once. Because the Internet is global, it is relatively easy to assemble a large group of digital warriors in a coordinated attack. The United Kingdom-based Electrohippies Collective estimated that 452,000 people participated in their sit-in on the website of the World Trade Organization (WTO). The cyberattack was conducted in conjunction with street protests during WTO’s Seattle meetings in late 1999.

Another attraction of hacktivism is the ability to operate anonymously on the Internet. Cyberwarriors can participate in attacks with little risk of being identified, let alone prosecuted. Further, participating in a cyberbattle is not life-threatening or even dangerous: hacktivists cannot be gunned down in cyberspace.

Many hacktivists, however, reject anonymity. They prefer that their actions be open and attributable. EDT and Electrohippies espouse this philosophy. Their events are announced in advance and the main players use their real names.

Web Defacement and Hijacking

Web defacement is perhaps the most common form of attack. Attrition.org, which collects mirrors and statistics of hacked websites, recorded over 5,000 defacements in the year 2000 alone, up from about 3,700 in 1999. Although the majority of these may have been motivated more by thrills and bragging rights than by some higher cause, many were also casualties of a digital battle. 

Web hacks were common during the Kosovo conflict in 1999. The US hacking group called Team Spl0it broke into government sites and posted statements such as, “Tell your governments to stop the war.” The Kosovo Hackers Group, a coalition of European and Albanian hackers, replaced at least five sites with black and red “Free Kosovo” banners.

In the wake of the accidental bombing of China’s Belgrade embassy by the North Atlantic Treaty Organization (NATO), angry Chinese citizens allegedly hacked several US government sites. The slogan “Down with Barbarians” was placed in Chinese on the web page of the US Embassy in Beijing, while the US Department of Interior website showed images of the three journalists killed during the bombing and crowds protesting the attack in Beijing. The US Department of Energy’s home page read:

“Protest USA’s Nazi action!…We are Chinese hackers who take no cares about politics. But we can not stand by seeing our Chinese reporters been killed which you might have know [sic].…NATO led by USA must take absolute responsibility.…We won’t stop attacking until the war stops!”

Web defacements were also popular in a cyberwar that erupted between hackers in China and Taiwan in August 1999. Chinese hackers defaced several Taiwanese and government websites with pro-China messages saying Taiwan was and always would be an inseparable part of China. “Only one China exists and only one China is needed,” read a message posted on the website of Taiwan’s highest watchdog agency. Taiwanese hackers retaliated and planted a red and blue Taiwanese national flag and an anti-Communist slogan, “Reconquer, Reconquer, Reconquer the Mainland,” on a Chinese high-tech Internet site. The cyberwar followed an angry exchange between China and Taiwan in response to Taiwanese President Lee Teng-hui’s statement that China must deal with Taiwan on a “state-to-state” basis.

Many of the attacks during the Palestinian-Israeli cyberwar were web defacements. The hacking group GForce Pakistan, which joined the pro-Palestinian forces, posted heart-wrenching images of badly mutilated children on numerous Israeli websites. The Borah Torah site also contained the message, “Jews, Israelis, you have crossed your limits, is that what Torah teaches? To kill small innocent children in that manner? You Jews must die!” along with a warning of additional attacks.

Hacktivists have also hijacked websites by tampering with the Domain Name Service so that the site’s domain name resolves to the IP address of some other site. When users point their browsers to the target site, they are redirected to the alternative site.

In what might have been one of the largest mass website takeovers, the anti-nuclear Milw0rm hackers joined with the Ashtray Lumberjacks hackers in an attack that affected more than 300 websites in July 1998. According to reports, the hackers broke into the British Internet service provider (ISP) EasySpace, which hosted the sites. They altered the ISP’s database so that users attempting to access the sites were redirected to a Milw0rm site, where they were greeted by a message protesting the nuclear arms race. The message concluded with “Use your power to keep the world in a state of PEACE and put a stop to this nuclear bullshit.”

Web Sit-ins

Web sit-ins are another popular form of attack. Thousands of Internet users simultaneously visit a target website and attempt to generate sufficient traffic to disrupt normal service. A group calling itself Strano Network conducted what was probably the first such demonstration as a protest against the French government’s policies on nuclear and social issues. On December 21, 1995, they launched a one-hour Net’Strike attack against the websites operated by various government agencies. At the appointed hour, participants from all over the world pointed their browsers to the government websites. According to reports, at least some of the sites were effectively knocked out for the period.

In 1998, EDT took the concept a step further and automated the attacks. They organized a series of sit-ins, first against Mexican President Ernesto Zedillo’s website and later against US President Bill Clinton’s White House website, the Pentagon, the US Army School of the Americas, the Frankfurt Stock Exchange, and the Mexican Stock Exchange. The purpose was to demonstrate solidarity with the Mexican Zapatistas. According to EDT’s Brett Stalbaum, the Pentagon was chosen because “we believe that the US military trained the soldiers carrying out the human rights abuses.” For a similar reason, the US Army School of the Americas was selected. The Frankfurt Stock Exchange was targeted, Stalbaum said, “Because it represented capitalism’s role in globalization utilizing the techniques of genocide and ethnic cleansing, which is at the root of the Chiapas’ problems. The people of Chiapas should play a key role in determining their own fate, instead of having it pushed on them through their forced relocation.…which is currently financed by Western capital.”

To facilitate the strikes, the organizers set up special websites with automated software. All that was required of would-be participants was to visit one of the FloodNet sites. When they did, their browser would download the software (a Java Applet), which would access the target site every few seconds. In addition, the software let protesters leave a personal statement on the targeted server’s error log. For example, if they pointed their browsers to a non-existent file such as “human_rights” on the target server, the server would log the message, “human_rights not found on this server.”

When the Pentagon’s server sensed the attack from the FloodNet servers, it launched a counter-offensive against the users’ browsers, redirecting them to a page with an Applet program called “HostileApplet.” Once there, the new applet was downloaded to their browsers, where it endlessly tied up their machines trying to reload a document until the machines were rebooted. The Frankfurt Stock Exchange reported that they were aware of the protest but believed it had not affected their services. Overall, EDT considered the attacks a success. “Our interest is to help the people of Chiapas to keep receiving the international recognition that they need to keep them alive,” said Stalbaum.

Since the time of the strikes, FloodNet and similar software have been used in numerous sit-ins sponsored by EDT, the Electrohippies, and others. There were reports of FloodNet activity during the Palestinian-Israeli cyberwar. Pro-Israel hackers created a website called Wizel.com, which offered FloodNet software and other tools before it was shut down. Pro-Arab hackers put up similar sites. 

The Electrohippies have been criticized for denying their targets’ right to speech when conducting a sit-in. Their response has been that a sit-in is acceptable if it substitutes the deficit of speech by one group with a broad debate on policy issues and if the event used to justify the sit-in provides a focus for the debate. The Electrohippies also demand broad support for their actions. An operation protesting genetically modified foods was aborted when the majority of visitors to their site did not vote for the operation.

Denial-of-Service Attacks

Whereas a web sit-in requires participation by tens of thousands of people to have even a slight impact, the so-called denial-of-service (DoS) and distributed denial-of-service (DDoS) tools allow lone cyberwarriors to shut down websites and e-mail servers. With a DoS attack, a hacker uses a software tool that bombards a server with network messages. The messages either crash the server or disrupt service so badly that legitimate traffic slows to a crawl. DDoS is similar except that the hacker first penetrates numerous Internet servers (called “zombies”) and installs software on them to conduct the attack. The hacker then uses a tool that directs the zombies to attack the target all at once.

During the Kosovo conflict, Belgrade hackers were credited with DoS attacks against NATO servers. They bombarded NATO’s web server with “ping” commands, which test whether a server is running and connected to the Internet. The attacks caused line saturation of the targeted servers.

Similar attacks took place during the Palestinian-Israeli cyberwar. Pro-Palestinian hackers used DoS tools to attack Netvision, Israel’s largest ISP. While initial attacks crippled the ISP, Netvision succeeded in fending off later assaults by strengthening its security.

B.  Malicious Computer Attacks 

1.  Mafiaboy: Denial-of-Service Attacks Outside the Political Arena.
On February 2000, news reports indicated that that Yahoo, Cable News Network, eBay, Amazon.com, E*Trade, and Buy.com, (among other sites) experienced distributed denial of service ("DDOS") attacks. The challenges to apprehending the suspects proved substantial. In many cases, the attackers used "spoofed" IP addresses, so that the address that appeared on the target's log was not the true address of the system that sent the messages.

The FBI was able to identify a 16-year old Canadian teenager, known as "Mafiaboy" as a suspect by reviewing Internet chat room logs that showed Mafiaboy asking others what sites he should take down - before the sites were attacked. For example, there was discussion of a possible denial of service attack on CNN before CNN's site was taken down. Mafiaboy was arrested in April 2000.

In January of 2001, Mafiaboy pleaded guilty to 56 counts of "mischief to data" in relation to the DDOS attacks from February 2000. He was charged with "a DDOS attack that brought down CNN.com, Amazon.com, eBay, Dell Computer and others between February 8 and 14, 2000. The teenager eventually received a sentence of eight months in detention followed by a year of probation for his actions. The judge also required him to donate $250 to charity. Mafiaboy allegedly caused more than US $1.5 billion in damage in connection with the various DDOS attacks.

2.  Worms and Viruses

Both worms and viruses are malicious programs which propagate uncontrollably over the Internet.  A worm program is to designed to invade a computer and replicate itself by sending the worm to other computers on a network or in the user’s address book.  Worms cause damage by clogging up computer networks, slowing down or even crippling individual computers and shared servers.  

Unlike worms, which do nothing but replicate themselves, viruses both replicate themselves and carry a malicious payload.  This malicious payload may be a program which immediately corrupts or deletes data on the infected machine.  Or the virus may unleash a “logic bomb” which lies dormant on the machine and destroys data when the infected computer’s clock reaches a certain date.

In the past, viruses and worms were spread through floppy disks and infected macro attachments to common files like Microsoft Word documents.  Today, many viruses and worms are spread through e-mail and activated when the user opens an e-mail attachment.  A “Trojan horse” is an e-mail attachment that appears benign.  When the user opens the Trojan horse, however, a hidden worm or virus is activated that can damage the user’s computer and send itself to other computers on the user’s network. 

Love Letter Virus, from National Infrastructure Protection Center website, at http://www.nipc.gov/investigations/loveletter.htm 

In May of 2000, companies and individuals around the world were stricken by the "Love Bug," a virus (or, technically, a "worm") that traveled as an attachment to an e-mail message and propagated itself extremely rapidly through the address books of Microsoft Outlook users. According to the General Accounting Office, "The [Love Bug] virus reportedly hit large corporations such as AT&T, TWA, and Ford Motor Company; media outlets such as the Washington Post and ABC news; international organizations such as the International Monetary Fund, the British Parliament, and Belgium's banking system; state governments; school systems; and credit unions, among many others, forcing them to take their networks off-line for hours." Further the virus/worm also reportedly penetrated at least 14 federal agencies--including the Department of Defense (DOD), the Social Security Administration, the Central Intelligence Agency, the Immigration and Naturalization Service, the Department of Energy, the Department of Agriculture, the Department of Education, the National Aeronautics and Space Administration (NASA), along with the House and Senate. Damage estimates from the virus range upwards of $10 billion. 

Investigative work by the FBI's New York Field Office, with assistance from the NIPC, traced the source of the virus to the Philippines within 24 hours. The FBI then worked, through the LEGAT in Manila, with the Philippines' National Bureau of Investigation, to identify the perpetrator. The speed with which the virus was traced back to its source is unprecedented. The investigation in the Philippines was hampered by the lack of a specific computer crime statute. Nevertheless, Onel de Guzman was charged on June 29, 2000 with fraud, theft, malicious mischief, and violation of the Devices Regulation Act. However, those charges were dismissed in August 2000 by Philippine authorities upon determining that traditional laws did not apply to these newer high-tech cybercrimes. 

As a postscript, it is important to note that the Philippine government on June 14, 2000 approved the E-Commerce Act, which now specifically criminalizes computer hacking and virus propagation.

3.  Hacking

Hacking involves penetrating a secure area by subverting its security measures.  Hackers might accomplish this by setting up programs like “war dialers” that try thousands of common passwords until one is accepted.  A hacker may set up "packet sniffers," programs that scan data from the target system’s network ports to find out more about a network and penetrate it more easily. 

Once hackers penetrate the servers that host their target’s computer systems, they can alter or remove files, steal information and erase the evidence of those activities. While many hackers break security systems just out of curiosity, other hackers, however, have attempted to use their skills for illegal personal financial gain.

Hacking for Financial Gain

Two Kazakhstan Citizens Accused Of Breaking Into Bloomberg L.P.'s Computer and Extortion Are Extradited, from U.S. Department of Justice’s Computer Crime and Intellectual property website (2002), at http://www.usdoj.gov/criminal/cybercrime/bloombergIndict.htm   

Zezov and Yarimaka are both charged in a four-count Superseding Indictment with one count of unauthorized computer intrusion; one count of conspiracy; one count of interfering with commerce by using extortion; and one count of extortion of a corporation using threatening communications.

According to the Complaints filed in this case, Zezov gained unauthorized access to the internal Bloomberg Computer System from computers located in Almaty, Kazakhstan. In the Spring of 1999, Bloomberg provided database services, via a system known as the "Open Bloomberg," to Kazkommerts Securities ("Kazkommerts") located in Almaty, Kazakhstan. Zezov is employed by Kazkommerts and is one of four individuals at Kazkommerts associated with Kazkommerts’ contract with Bloomberg.

In addition, according to the Complaints, Zezov sent a number of e-mails to Michael Bloomberg, the company’s founder, under the name "Alex," demanding that Bloomberg pay him $200,000 in exchange for Zezov’s telling Bloomberg how he was able to infiltrate Bloomberg's computer system.

According to the Complaints, in e-mail communications to Michael Bloomberg, Zezov demanded that $200,000 be deposited into an offshore account, and Bloomberg opened an account at Deutsche Bank in London and deposited $200,000 into the account. 

As described in the Complaint against Yarimaka, Yarimaka and Zezov flew from Kazakhstan to London, and on August 10, 2000, Yarimaka and Zezov met with Bloomberg L.P. officials, including Michael Bloomberg, and two London Metropolitan police officers, one posing as a Bloomberg L.P. executive and the other serving as a translator. At the meeting, Yarimaka allegedly claimed that he was a former Kazakhstan prosecutor and explained that he represented "Alex" and would handle the terms of payment. According to the Complaint, Yarimaka and Zezov reiterated their demands at the meeting. Shortly after the meeting Yarimaka and Zezov were arrested in London. The United States sought their extradition from England and, after being extradited, Yarimaka and Zezov arrived in the United States on May 17, 2002.

If convicted, Yarimaka and Zezov each face up to 5 years in prison on the conspiracy charge, up to 20 years in prison on the interference with commerce by using extortion charge; 2 years in prison for the extortion of a corporation using threatening communications charge; and 1 year in prison for the unauthorized computer intrusion charge. Each defendant faces a maximum fine of $250,000, twice the gross gain or loss resulting from the crime for each count.


Hacking into the Department of Defense

Ikenna Iffih, from National Infrastructure Protection Center website (2000), at http://www.nipc.gov/investigations/ikennaiffih.htm
On February 23, 2000, Ikenna Iffih, age 28, of Boston, Massachusetts, was charged with using his home computer to illegally gain access to a number of computers, including those controlled by NASA and an agency of the U.S. Department of Defense, where, among other things, he allegedly intercepted login names and passwords, and intentionally caused delays and damage in communications. 

In April 1999, Iffih obtained unauthorized access to a corporate internet account which he then used to illegally access a computer controlled and operated by the U.S. Defense Logistics Agency. Iffih then concealed his actual computer address through a service known as "telnet proxy" which created the appearance that his address was that of the government's computer. Once "hidden", Iffih accessed, without authorization, the web site of internet service provider, ZMOS, and recklessly caused damage to the ZMOS computer located in the State of Washington. As a result, ZMOS, which hosts corporate web pages and provides internet service for corporate customers, suffered a significant loss of business. 

Beginning in May 1999 and continuing until August, 1999, Iffih obtained unauthorized access to the same corporate internet account this time using it to access the NASA computer research project web server located in Maryland. Iffih seized control of the NASA computer, allowing him to read, delete or modify any files on the system. He then installed a "sniffer" program onto the system to intercept and save login names and passwords of users that were transferred over the NASA system for his own later use. The compromised NASA web server did not contain classified or sensitive information and was not involved in any way with satellite command or control. 

Iffih also used the NASA computer as a platform to launch attacks on other computer systems, such as an attack on the U.S. Department of the Interior's web server where he defaced its web page with hacker graphics. 

Iffih accessed various computers operated by Northeastern University from which he illegally copied a file containing the names, dates of birth, addresses and social security numbers of numerous men and women affiliated with the University, either as students, faculty, administration or alumni. Investigators are not aware of any use or dissemination of this information. Northeastern University cooperated fully with investigators on this matter. 

On June 29, 2000, Iffih pleaded guilty in federal court to three felony counts. Count one pertained to intentionally intercepting and endeavoring to intercept login names and passwords transmitted to and through a National Aeronautics and Space Administration ("NASA") computer. Count two was intentionally and without authorization accessing a web site, used for interstate and foreign commerce, owned by Zebra Marketing Online Services ("ZMOS"), causing significant damage. Count three was willful and malicious interference with a U.S. Government communication system, that of the Defense Logistics Agency, and obstructing, hindering and delaying the transmission of communications over such system. 

On November 17, 2000, he was sentenced to 6 months home detention, placed on supervised release for 48 months, and ordered to pay $5,000 in restitution to victim ZMOS.

C.  Legalizing Hacking by Hollywood?

Statement of the Honorable Howard L. Berman (D-CA) on Introduction of Legislation to Promote Technology Solutions to P2P Piracy (July 25, 2002).

The growth of peer-to-peer (P2P) networks has been staggering, even by Internet standards.  From non-existence a few years ago, today nearly a dozen P2P networks have been deployed, a half-dozen have gained widespread acceptance, and one P2P network alone is responsible for 1.8 billion downloads each month.  The steady growth in broadband access, which exponentially increases the speed, breadth, and usage of these P2P networks, indicates that P2P penetration and related downloading will continue to increase at a breakneck pace.

Unfortunately, the primary current application of P2P networks is unbridled copyright piracy.  P2P downloads today consist largely of copyrighted music, and as download speeds improve, there has been a marked increase in P2P downloads of copyrighted software, games, photographs, karaoke tapes, and movies.  Books, graphic designs, newspaper articles, needlepoint designs, and architectural drawings cannot be far behind.  The owners and creators of these copyrighted works have not authorized their distribution through these P2P networks, and P2P distribution of this scale does not fit into any conception of fair use.  Thus, there is no question that the vast majority of P2P downloads constitute copyright infringements for which the works' creators and owners receive no compensation.

The massive scale of P2P piracy and its growing breadth represents a direct threat to the livelihoods of U.S. copyright creators, including songwriters, recording artists, musicians, directors, photographers, graphic artists, journalists, novelists, and software programmers.  It also threatens the survival of the industries in which these creators work, and the seamstresses, actors, Foley artists, carpenters, cameramen, administrative assistants, and sound engineers these industries employ.  As these creators and their industries contribute greatly both to the cultural and economic vitality of the U.S., their livelihoods and survival must be protected. * * * 

While pursuit of many of these components to the P2P piracy solution requires no new legislation, I believe legislation is necessary to promote the usefulness of at least one such component.  Specifically, enactment of the legislation I introduce today is necessary to enable responsible usage of technological self-help measures to stop copyright infringements on P2P networks. * * *

One approach that has not been adequately explored is to allow technological solutions to address technological problems.  Technological innovation, as represented by the creation of P2P networks and their subsequent decentralization, has been harnessed to facilitate massive P2P piracy.  It is worth exploring, therefore, whether other technological innovations could be harnessed to combat this massive P2P piracy problem.  Copyright owners could, at least conceptually, employ a variety of technological tools to prevent the illegal distribution of copyrighted works over a P2P network. Using interdiction, decoys, redirection, file-blocking, spoofs, or other technological tools, technology can help prevent P2P piracy.

There is nothing revolutionary about property owners using self-help -- technological or otherwise --  to secure or repossess their property.  Satellite companies periodically use electronic countermeasures to stop the theft of their signals and programming.  Car dealers repossess cars when the payments go unpaid.  Software companies employ a variety of technologies to make software non-functional if license terms are violated.  However, in the context of P2P networks, technological self-help measures may not be legal due to a variety of state and federal statutes, including the Computer Fraud and Abuse Act of 1986.  In other words, while P2P technology is free to innovate new, more efficient methods of P2P distribution that further exacerbate the piracy problem, copyright owners are not equally free to craft technological responses to P2P piracy.

Through the legislation I introduce today, Congress can free copyright creators and owners to develop technological tools to protect themselves against P2P piracy.  The proposed legislation creates a safe harbor from liability so that copyright owners may use technological means to prevent the unauthorized distribution of that owner’s copyrighted works via a P2P network.

This legislation is narrowly crafted, with strict bounds on acceptable behavior by the copyright owner. For instance, the legislation would not allow a copyright owner to plant a virus on a P2P user's computer, or otherwise remove, corrupt, or alter any files or data on the P2P user's computer.

The legislation provides a variety of remedies if the self-help measures taken by a copyright owner exceed the limits of the safe harbor.  If such actions would have been illegal in the absence of the safe harbor, the copyright owner remains subject to the full range of liability that existed under prior law.  If a copyright owner has engaged in abusive interdiction activities, an affected P2P user can file suit for economic costs and attorney's fees under a new cause of action.  Finally, the U.S. Attorney General can seek an injunction prohibiting a copyright owner from utilizing the safe harbor if there is a pattern of abusive interdiction activities.

This legislation does not impact in any way a person who is making a fair use of a copyrighted work, or who is otherwise using, storing, and copying copyrighted works in a lawful fashion.  Because its scope is limited to unauthorized distribution, display, performance or reproduction of copyrighted works on publicly accessible P2P systems, the legislation only authorizes self-help measures taken to deal with clear copyright infringements.  Thus, the legislation does not authorize any interdiction actions to stop fair or authorized uses of copyrighted works on decentralized, peer-to-peer systems, or any interdiction of public domain works.  Further, the legislation doesn't even authorize self-help measures taken to address copyright infringements outside of the decentralized, P2P environment.

This proposed legislation has a neutral, if not positive, net effect on privacy rights. First, a P2P user does not have an expectation of privacy in computer files that she makes publicly accessible through a P2P file-sharing network - just as a person who places an advertisement in a newspaper cannot expect to keep that information confidential.  It is important to emphasize that a P2P user must first actively decide to make a copyrighted work available to the world, or to send a worldwide request for a file, before any P2P interdiction would be countenanced by the legislation. Most importantly, unlike in a copyright infringement lawsuit, interdiction technologies do not require the copyright owner to know who is infringing the copyright.  Interdiction technologies only require that the copyright owner know where the file is located or between which computers a transmission is occurring.

No legislation can eradicate the problem of peer-to-peer piracy. However, enabling copyright creators to take action to prevent an infringing file from being shared via P2P is an important first step toward a solution. Through this legislation, Congress can help the marketplace more effectively manage the problems associated with P2P file trading without interfering with the system itself.

1.  Text of Proposed Bill to Promote Technology Solutions to P2P Piracy

H.R. 5211, 107th Cong. (2002)

SECTION 1. LIMITATION ON LIABILITY FOR PROTECTION OF COPYRIGHTED WORKS ON PEER-TO-PEER NETWORKS. 
§ 514. Remedies for infringement: use of technologies to prevent infringement of copy- 
righted works on peer-to-peer computer networks 
(a) IN GENERAL.—Notwithstanding any State or Federal statute or other law, and subject to the limitations set forth in subsections (b) and (c), a copyright owner shall not be liable in any criminal or civil action for disabling, interfering with, blocking, diverting, or otherwise impairing the unauthorized distribution, display, performance, or reproduction of his or her copyrighted work on a publicly accessible peer-to-peer file trading network, if such impairment does not, without authorization, alter, delete, or otherwise impair the integrity of any computer file or data residing on the computer of a file trader. 

(b) EXCEPTIONS.—Subsection (a) shall not apply to a copyright owner in a case in which—

(1) in the course of taking an action permitted by subsection (a), the copyright owner— 

(A) impairs the availability within a publicly accessible peer-to-peer file trading network of a computer file or data that does not contain a work, or portion thereof, in which the copyright owner has an exclusive right granted under section 106, except as may be reasonably necessary to impair the distribution, display, 

performance, or reproduction of such a work, or portion thereof, in violation of any of the exclusive rights of the copyright owner under section 106; 

(B) causes economic loss to any person other than affected file traders; or 

(C) causes economic loss of more than $50.00 per impairment to the property of the affected file trader, other than economic loss involving computer files or data made available through a publicly accessible peer-to-peer file trading network that contain works in which the owner has an exclusive right granted under section 106; or

(2) the copyright owner fails to comply with the requirements of subsection (c).

(c) NOTIFICATION REQUIREMENT.—(1) A copyright owner shall not be liable under subsection (a) for an act to which subsection (a) applies only if—

(A) the copyright owner has notified the Department of Justice, in such manner as the Attorney General shall specify, of the specific technologies the copyright owner intends to use to impair the unauthorized distribution, display, performance, or reproduction of the owner’s copyrighted works over a publicly accessible peer-to-peer file trading network; and

(B) the notification under paragraph (1) was made at least 7 days before the copyright owner engaged in the act.

(2) At the request of an affected file trader or the assignee of an Internet Protocol address used by an affected file trader, a copyright owner shall provide notice to the affected file trader or assignee (as the case may be) of— 

(A) the reason for impairing trading in the computer file or data containing the copyrighted work of the copyright owner;

(B) the name and address of the copyright owner; and

(C) the right of the affected file trader to bring an action described in subsection (d).

(d) CAUSE OF ACTION FOR WRONGFUL IMPAIRMENT.—

(1) If, pursuant to the authority provided by subsection (a), a copyright owner knowingly and intentionally impairs the distribution, display, performance, or reproduction of a particular computer file or data, and has no reasonable basis to believe that such distribution, display, performance, or reproduction constitutes an infringement of copyright, and an affected file trader suffers economic loss in excess of $250 as a result of the act by the copyright owner, the affected file trader may seek compensation for such economic loss. * * * 

2.  The Hackers Strike Back

After the Recording Industry Association of America’s endorsement of Berman’s bill, the RIAA’s website was partially disabled by denial-of-service attacks over a period of four days.  While no one claimed responsibility for the attack, one unidentified RIAA representative responded: "Don't they have something better to do during the summer than hack our site?  Perhaps it at least took 10 minutes away from stealing music."  Declan McCullagh, RIAA Web site disabled by attack, ZDNet News (July 30, 2002), at http://zdnet.com.com/2100-1105-947101.html
· . 

D.  18 U.S.C. § 1030: The Computer Fraud and Abuse Act

18 U.S.C. § 1030, the Computer Fraud and Abuse Act, is the principal statute for prosecuting cybercrime.  Section 1030 has been amended numerous times since its original passage in 1984 to match the evolution of cybercrime, most notably with the USA Patriot Act in 2001 (see discussion in Cyberterrorism section infra).  

Section 1030 divides federal cybercrimes into seven groups of offenses which are differentiated by the targeted computer, the defendant’s mens rea and actions, and type of damage caused.

Targeted computer.  Section 1030 is limited to “protected computers”, which are defined as U.S. government computers, a financial institution computers, or any computer connected to the Internet.  18 U.S.C. § 1030(e)(2).  Penalties for damaging U.S. government computers are generally higher than penalties for damaging other protected computers.

Defendant’s mens rea and actions.  Section 1030 assigns a higher penalty for a defendant’s actions if he intentionally rather than knowingly acted.  Higher penalties also accrue if a defendant acted completely without authorization (e.g., a foreign hacker) as opposed to merely exceeding his authorization (e.g., an employee who stumbled into the wrong system).  § 1030(a)(3), for example, requires the prosecution to prove the defendant intentionally accessed a government computer without authorization.  In opting for the higher standard, Congress excluded “knowing access” and “exceeded authorized access” from (a)(3) to avoid punishing federal employees who inadvertently accessed a computer system they were not authorized to use.   See S. Rep. No. 99-432, 99th Cong., 2d Sess. 5 (1986), reprinted in 1986 U.S. Code Cong. & Admin. News 2479, 2484-85.

Type of damage caused.  For some offenses, merely accessing and obtaining information from a protected computer can lead to liability (e.g. § 1030(a)(1), which protects national security information).  Other offenses require at least $5,000 in damage to a protected computer before the defendant can be prosecuted.  § 1030(a)(4)-(5).

	§ 1030 Offense
	Prohibited Conduct


	Authorization and Access Requirement
	Maximum Penalty

	(a)(1)
	Obtaining national security information
	Knowing access without authorization or by exceeding authorized access
	10 years for first time offenders; 20 years for repeat offenders

	(a)(2)
	Obtaining information from a protected computer
	Intentional access without authorization or by exceeding authorized access
	1-5 years for first time offenders; 10 years for repeat offenders

	(a)(3)
	Trespassing in a government computer
	Intentional access without authorization
	1-5 years for first time offenders; 10 years for repeat offenders

	(a)(4)
	Accessing a protected computer with the intent to defraud, where the object of the fraud is worth at least $5000
	Knowing access without authorization or by exceeding authorized access
	5 years for first time offenders; 10 years for repeat offenders

	(a)(5)(i)
	Intentionally transmitting a program, information, code, or command which causes at least $5000 in damage to a protected computer(s).
	Knowing access.
	10 years for first time offenders; 20 years for repeat offenders

	(a)(5)(ii)
	Recklessly transmitting a program, information, code, or command which causes at least $5000 in damage to a protected computer(s).
	Intentional access without authorization
	5 years for first time offenders; 20 years for repeat offenders

	(a)(5)(iii)
	Transmitting a program, information, code, or command which causes at least $5000 in damage to a protected computer(s). (no mens rea requirement)
	Intentional access without authorization
	1-5 years for first time offenders; 10 years for repeat offenders

	(a)(6)
	Trafficking in a password or similar information by which a protected computer can be accessed without authorization
	Knowingly and with intent to defraud
	1-5 years for first time offenders; 10 years for repeat offenders

	(a)(7)
	Threatening to damage a computer to extort something of value
	None
	5 years for first time offenders; 10 years for repeat offenders


Representative § 1030 Prosecutions

§ 1030(a)(2): Theft of trade secrets from  insider employees obtaining trade secrets and e-mailing secrets to competitor.  In Shurgard Storage Ctr’s. v. Safeguard Self Storage, Inc., the plaintiff and defendant companies were competitors in the self-storage business.  See Shurgard Storage Ctr’s. v. Safeguard Self Storage, Inc., 119 F.Supp.2d 1121, 1122-23 (W.D.Wash. 2000).  After being approached by the defendant, one of the plaintiff’s employees e-mailed the plaintiff company’s confidential business plans, expansion plans, and other trade secrets to the defendant.  Id. at 1123.  Defending against a civil 1030(a)(2)(C) charge for improperly obtaining information, the defendant argued that the plaintiff’s employees had authorized access to the trade secrets on the plaintiff’s computers, and so the charge should fail.  See id. at 1124.  The court disagreed, drawing on the Restatement (Second) of Agency § 112 (1958) to rule that the authority of the plaintiff’s employees ended when they became the defendant’s agents.  Once an employee becomes an agent of another company, the employee’s access of his employer’s computers is “without authorization” for the purposes of 1030(a)(2)(C).  Id. at 1125.

§§ 1030(a)(2), (a)(4), and (a)(5): Theft of trade secrets from public databases using scraping software and robots.  When does authorization to access a public database becoming criminally unauthorized access for purposes of 1030?  In Register.com, Inc. v. Verio, Inc., Verio used search robots to cull Register’s online customer database for mass marketing purposes.  See Register.com, Inc. v. Verio, Inc., 126 F.Supp.2d 238, 243 (S.D.N.Y. 2000).  The court noted that because Register objected to Verio’s use of search robots, the use of search robots constituted unauthorized access for the purposes of sections 1030(a)(2)(C) and (a)(5)(C).  Id. at 251.  Unauthorized access was also established because Register had explicitly prohibited access to its database for mass marketing purposes in its terms of use.  Id. at 253.  In short, the court reasoned that access can be unauthorized either because of the way the defendant accesses the information, or because of the defendant’s prohibited purpose in accessing the information.

§ 1030(a)(3): Government employees’ liability for accessing a government computer without authorization.  In Sawyer v. Dept. of Air Force, Sawyer was a government programmer who altered Air Force computer contracts in order to improperly disburse $17,738 to himself.  See Sawyer v. Dept. of Air Force, 31 M.S.P.R. 193, 194-195 (Merit Sys. Protection Bd. 1986).  The agency fired Sawyer on the basis of a 1030(a)(3) charge claiming that Sawyer had accessed and altered the accounts payable system without authorization.  See id.  Rejecting Sawyer’s claim that he was trying to point out security deficiencies in the accounts payable system, the Merit Systems Protection Board affirmed, finding that Sawyer’s access was unauthorized.  See id. at 195-96.  Thus, 1030(a)(3)’s “without authorization access” requirement covers both outsiders and government “insider” employees who access and alter a government system for an unauthorized purpose.

§ 1030(a)(4): Government employee exceeding authorized access.  In the criminal case U.S. v. Czubinski, an Internal Revenue Service employee was found to have exceeded his authorized access to the IRS database of taxpayer records.  See U.S. v. Czubinski, 106 F.3d 1069, 1072 (1st Cir. 1997).  Czubinski looked up taxpayer records of people ranging from a woman he had dated a few times to the assistant district attorney who was prosecuting his father on an unrelated charge.  See id.  In finding that Czubinski had exceeded his authorized access, the court adopted his organization’s internal rules as a benchmark, noting that Czubinski had “knowingly disregard[ed] IRS rules by observing the confidential information he accessed.”  Id.  The 1030 (a)(4) charges ultimately failed, however, because the prosecutors could not prove Czubinski had the necessary fraudulent intent or had obtained something of value in merely viewing the records.  See id. at 1075.  The prosecutors may have been more successful charging Czubinski with a (a)(2) violation, which simply requires intentional access without authorization or exceeding authorized access to a protected computer.

§§ 1030(a)(4) and (a)(7): Unauthorized access with intent to defraud by a foreign hacker.  In the criminal case of U.S. v. Ivanov, Ivanov hacked into a Connecticut e-commerce company’s computers and obtained credit card numbers of its customers.  See U.S. v. Ivanov, 175 F.Supp.2d 367, 368-69 (D.Conn 2001).  Ivanov then contacted the company and threatened to damage the company’s computers unless he was paid $10,000.  See id. at 369.  Prosecutors charged Ivanov with a 1030 (a)(4) violation for accessing a computer without authorization with the intent to defraud and a 1030 (a)(7) violation for threatening to cause damage to a protected computer with intent to extort something of value.  See id. at 370.  Discussing the requirements of a (a)(4) charge, the court found that Ivanov’s access was unauthorized and that he had obtained something of value – the credit card numbers.   See id. at 371-72.  If Ivanov had merely viewed the information and not taken the credit card numbers, however, he probably would not have obtained something of value and the (a)(4) charge would have been dismissed.  Cf. supra discussion of Czubinski.  Although Ivanov protested that he was located in Russia at the time he hacked into the company’s computers and 1030 did not apply extraterritorially, the court analyzed 1030's legislative history and concluded that Congress intended 1030 to apply to foreign hackers.  See id. at 374-75.

§ 1030(a)(5): Worm causing damage through unauthorized access to protected computers.  In the criminal case of U.S. v. Morris, Morris was a Cornell University graduate student who released a stealth “worm” on a networked computer.  See U.S. v. Morris, 928 F.2d 504,. 505-06 (2d Cir. 1991).  Morris miscalculated the rate at which the worm would spread and how much damage it would cause.  His actions caused a massive meltdown of academic, government, and industry computers connected to the Internet.  See id. at 505.  At trial, Morris was convicted of a 1030(a)(5) charge for accessing a protected federal computer without authorization and causing damage.  See id.  On appeal, Morris argued that his actions were not “without authorization” – because he was permitted to send mail to other protected computers, he should be considered an authorized user with authorized access to those computers.  See id. at 509.  Alternatively, Morris argued that his actions merely “exceeded authorized access”, which falls short of the without authorization requirement of 1030(a)(5).  See id.  The court rejected his argument, drawing on 1030's legislative history to conclude that Congress intended to impose liability on individuals with some legitimate access to federal computers who subsequently gained unauthorized access to other federal computers.  See id. at 510.

§ 1030(a)(5): Mass e-mails causing damage through unauthorized access to protected computers.  In the criminal case of U.S. v. Drew, Drew was convicted of sending large quantities of e-mails to his former employer’s server in order to damage his employer’s computer systems.  See U.S. v. Drew, 27 Fed.Appx. 164 (4th Cir. 2001).  On appeal, Drew argued that sending large quantities of e-mails to a server was not access without authorization for the purposes of 1030(a)(5).  See id.  The Fourth Circuit affirmed Drew’s conviction, holding that the statute’s unambiguous language clearly criminalized Drew’s conduct.  See id.  Two civil cases brought by America Online against unsolicited bulk e-mailers have also held that sending large quantities of e-mails may constitute access without authorization.  See America Online, Inc. v. LCGM, Inc., 46 F.Supp.2d 444, 451 (E.D.Va. 1998) (holding that 1030(a)(5) requirement of access without authorization satisfied because defendant bulk e-mailer violated plaintiff ISP’s Terms of Service in harvesting ISP customers’ e-mail addresses and sending bulk e-mails to those customers); cf. America Online, Inc. v. Nat’l Health Care Discount, Inc., 174 F.Supp.2d 890, 899 (N.D. Iowa 2001) (court more equivocal on whether defendant’s sending bulk e-mails to plaintiff ISP’s customers in violation of ISP’s Terms of Service was sufficient for 1030(a)(5) access without authorization, but ultimately ruled in favor of ISP).

§ 1030(a)(5): “Time bombs” and software that damages a computer.  A “time bomb” refers to a disabling code that which makes a software program inoperable at a pre-set time or date.  In the civil case of North Tex. Preventive Imaging, L.L.C. v. Eisenberg M.D., the defendant software manufacturer and plaintiff medical diagnostics company had a dispute about the extension of a software licensing agreement.  See North Tex. Preventive Imaging, L.L.C. v. Eisenberg M.D., 1996 WL 1359212 at *1-4 (C.D. Cal. Aug. 19, 1996).   The software manufacturer sent an “update” floppy disk to the medical company secretly containing a time bomb to disable the software after a certain date, which the company unwittingly installed.  See id. at *2.  When the company found the time bomb, they sued the software manufacturer under 1030(a)(5), claiming that the time bomb had accessed their computers without authorization and damaged their computers.  See id. at *3.  The question of authorization was contentious because the plaintiff’s own employees had installed the defendant’s time bomb, so the defendant had not directly accessed the plaintiff’s computers without authorization.  See id. at *5.  Drawing on 1030's legislative history, however, the court found that 1030 probably criminalized the use of disabling codes which were not specified in a lawful licensing agreement or which were installed without the knowledge and authorization of the affected computer’s owner.  See id.  Whether the use of a time bomb was illegal thus required a case-by-case analysis of the defendant’s intent, the type of computer involved, and the magnitude of the resulting harm.  Id.  Accordingly, the court denied the defendant’s motion to dismiss the plaintiff’s 1030 claim.  See id. at *9.

A class action suit by America Online consumers and competitor ISPs brought suit on a civil 1030(a)(5) claim against AOL, claiming that AOL’s software was defective and had damaged their computers by interfering with any non-AOL communications and software services.  In re America Online Inc. Version 5.0 Software Litigation, 168 F.Supp.2d 1359, 1364-65 (S.D. Fla. 2001).  AOL argued that its access to the consumers’ computers was not without authorization, because the consumers had expressly authorized the installation of AOL 5.0 on their computers.  Id. at 1368.  AOL contended that at most it had exceeded authorized access by distributing defective software, which was less than the unauthorized access required by 1030(a)(5).  Id. at 1368-69.  The court agreed with AOL and found that Congress had deliberately excluded exceeded authorized access in articulating the act requirement for 1030(a)(5).  See id. at 1369-72.  Drawing on 1030's legislative history, however, the court allowed the plaintiff’s 1030 claims to go forward on the grounds that 1030 covers “anyone who intentionally damages a computer, regardless of whether they were an outsider or an insider otherwise authorized to access the computer.”  See id. at 1371 (quoting S. Rep. No. 104-357, 104th Cong., 2nd Sess. 11 (1996)) (emphasis in original).  In other words, the court discarded 1030(a)(5)’s requirement for access without authorization and found that authorized insiders who intentionally damage a computer can still be liable.

After the 2001 amendments to 1030, however, it is unclear if the reasoning in North Tex. Preventive Imaging and In re America Online Inc. Version 5.0 Software Litigation is still valid.  Section 1030(a)(5)(i) has been amended to allow liability for causing damage without authorization – there is no requirement for accessing the computer without authorization.  18 U.S.C. § 1030(a)(5)(i) (2002).  On the other hand, 1030(g) now states that “No [civil] action may be brought under this subsection for the negligent design or manufacture of computer hardware, computer software, or firmware.”  18 U.S.C. § 1030(g) (2002).  So while consumers may now sue authorized companies which cause unauthorized damage to their computers, they cannot bring actions for the negligent design of software that damages their computer.  More case law is needed to resolve the tension between these two provisions.

D. Child Pornography

[To be supplied.]

E.  Cyberterrorism

A.  Cyberterrorism – by Professor Dorothy Denning of Georgetown University
What is Cyberterrorism?

Cyberterrorism is the convergence of cyberspace and terrorism.  It refers to unlawful attacks and threats of attack against computers, networks, and the information stored therein when done to intimidate or coerce a government or its people in furtherance of political or social objectives.  Further, to qualify as cyberterrorism, an attack should result in violence against persons or property, or at least cause enough harm to generate fear.  Attacks that lead to death or bodily injury, explosions, or severe economic loss would be examples.  Serious attacks against critical infrastructures could be acts of cyberterrorism, depending on their impact.  Attacks that disrupt nonessential services or that are mainly a costly nuisance would not.

Numerous scenarios have been suggested.  In one, a cyberterrorist attacks the computer systems that control a large regional power grid.  Power is lost for a sustained period of time and people die.  In another, the cyberterrorist breaks into an air traffic control system and tampers with the system.  Two large civilian aircraft collide.  In a third, the cyberterrorist disrupts banks, international financial transactions, and stock exchanges.  Economic systems grind to a halt, the public loses confidence, and destabilization is achieved.  While none of these or similar scenarios has played out, many believe it is not a question of “if” but “when.”

Terrorists in Cyberspace

Terrorists have moved into cyberspace to facilitate traditional forms of terrorism such as bombings.  They use the Internet to communicate, coordinate events, and advance their agenda. While such activity does not constitute cyberterrorism in the strict sense, it does show that terrorists have some competency using the new information technologies.  

By 1996, the headquarters of terrorist financier Osama bin Laden in Afghanistan was equipped with computers and communications equipment.  Egyptian “Afghan” computer experts were said to have helped devise a communication network that used the Web, e-mail, and electronic bulletin boards.  Hamas activists have been said to use chat rooms and e-mail to plan operations and coordinate activities, making it difficult for Israeli security officials to trace their messages and decode their contents.  The Revolutionary Armed Forces of Columbia (FARC) uses e-mail to field inquiries from the press.

The Web is especially popular as a medium for reaching a global audience.  For example, after the Peruvian terrorist group Tupac Amaru stormed the Japanese Ambassador’s residence in Lima on December 17, 1996 and took 400 diplomatic, political, and military officials as hostage, sympathizers in the United States and Canada put up solidarity Web sites.  One site included detailed drawings of the residence and planned assault.

In February 1998, Hizbullah was operating three Web sites: one for the central press office (www.hizbollah.org), another to describe its attacks on Israeli targets (www.moqawama.org), and the third for news and information (www.almanar.com.lb).  That month, Clark Staten, executive director of the Emergency Response & Research Institute (ERRI) in Chicago, testified before a U.S. Senate subcommittee that “even small terrorist groups are now using the Internet to broadcast their message and misdirect/misinform the general population in multiple nations simultaneously.” He gave the subcommittee copies of both domestic and international messages containing anti-American and anti-Israeli propaganda and threats, including a widely distributed extremist call for “jihad” (holy war) against America and Great Britain.

In June 1998, U.S. News & World Report noted that 12 of the 30 groups on the U.S. State Department’s list of terrorist organizations are on the Web.  Now, it appears that virtually every terrorist group is on the Web.  Forcing them off the Web is impossible, because they can set up their sites in countries with free-speech laws.  The government of Sri Lanka, for example, banned the separatist Liberation Tigers of Tamil Eelam, but they have not even attempted to take down their London-based Web site. * * *

Many terrorists are using encryption to conceal their communications and stored files, compounding the difficulties of providing effective counter-terrorism. Hamas, for example, reportedly has used encrypted Internet communications to transmit maps, pictures, and other details pertaining to terrorist attacks. Ramsey Yousef, a member of the international terrorist group responsible for bombing the World Trade Center in 1994 and a Manila Air airliner in late 1995, encrypted files on his laptop computer. The files, which U.S. government officials decrypted, contained information pertaining to further plans to blow up eleven U.S.-owned commercial airliners in the Far East. The Aum Shinrikyo cult, which gassed the Tokyo subway in March 1995, killing 12 people and injuring 6,000 more, also used encryption to protect their computerized records, which included plans and intentions to deploy weapons of mass destruction in Japan and the United States.

Cyberspace Attacks

* * * Governments are particularly concerned with terrorist and state-sponsored attacks against the critical infrastructures that constitute their national life support systems.  The Clinton Administration defined eight: telecommunications, banking and finance, electrical power, oil and gas distribution and storage, water supply, transportation, emergency services, and government services.

There have been numerous attacks against these infrastructures.  Hackers have invaded the public phone networks, compromising nearly every category of activity, including switching and operations, administration, maintenance, and provisioning (OAM&P).  They have crashed or disrupted signal transfer points, traffic switches, OAM&P systems, and other network elements.  They have planted “time bomb” programs designed to shut down major switching hubs, disrupted emergency 911 services throughout the eastern seaboard, and boasted that they have the capability to bring down all switches in Manhattan.  They have installed wiretaps, rerouted phone calls, changed the greetings on voice mail systems, taken over voice mailboxes, and made free long-distance calls at their victims’ expense -- sticking some victims with phone bills in the hundreds of thousands of dollars.  When they can’t crack the technology, they use “social engineering” to con employees into giving them access.

In March 1997, one teenage hacker penetrated and disabled a telephone company computer that serviced the Worcester Airport in Massachusetts.  As a result, telephone service to the Federal Aviation Administration control tower, the airport fire department, airport security, the weather service, and various private airfreight companies was cut off for six hours.  Later in the day, the juvenile disabled another telephone company computer, this time causing an outage in the Rutland area.  The lost service caused financial damages and threatened public health and public safety.  On a separate occasion, the hacker allegedly broke into a pharmacist’s computer and accessed files containing prescriptions. 

Banks and financial systems are a popular target of cyber criminals.  The usual motive is money, and perpetrators have stolen or attempted to steal tens of millions of dollars.  In one case of sabotage, a computer operator at Reuters in Hong Kong tampered with the dealing room systems of five of the company’s bank clients.  In November 1996, he programmed the systems to delete key operating system files after a delay long enough to allow him to leave the building.  When the “time bombs” exploded, the systems crashed.  They were partially restored by the next morning, but it took another day before they were fully operational.  However, the banks said the tampering did not significantly affect trading and that neither they nor their clients experienced losses.

In another act of sabotage against a critical infrastructure, a fired employee of Chevron’s emergency alert network disabled the firm’s alert system by hacking into computers in New York and San Jose, California, and reconfiguring them so they’d crash.  The vandalism was not discovered until an emergency arose at the Chevron refinery in Richmond, California, and the system could not be used to notify the adjacent community of a noxious release.  During the 10-hour period in 1992 when the system was down, thousands of people in 22 states and 6 unspecified areas of Canada were put at risk.

An overflow of raw sewage on the Sunshine Coast of Australia in June was linked to a 49-year-old Brisbane man, who allegedly penetrated the Maroochy Shire Council’s computer system and used radio transmissions to create the overflows.  The man faced 370 charges that included stealing, computer hacking, and use radio communications equipment without authority.

Government computers, particularly Department of Defense computers, are a regular target of attack.  Detected attacks against unclassified DoD computers rose from 780 in 1997 to 5,844 in 1998 and 22,144 in 1999. * * *

Politically and Socially Motivated Cyberattacks

[T]here are a few indications that some terrorist groups are pursuing cyberterrorism, either alone or in conjunction with acts of physical violence.  In February 1998, Clark Staten told the Senate Judiciary Committee Subcommittee on Technology, Terrorism, and Government Information that it was believed that “members of some Islamic extremist organizations have been attempting to develop a ‘hacker network’ to support their computer activities and even engage in offensive information warfare attacks in the future.”

In November 1998, the Detroit News reported that Khalid Ibrahim, who claimed to be a member of the militant Indian separatist group Harkat-ul-Ansar, had tried to buy military software from hackers who had stolen it from Department of Defense computers they had penetrated.  The attempted purchase was discovered when an 18-year-old hacker calling himself Chameleon attempted to cash a $1,000 check from Ibrahim.  Chameleon said he did not have the software and did not give it to Ibrahim, but Ibrahim may have obtained it or other sensitive information from one of the many other hackers he approached. Harkat-ul-Ansar declared war on the United States following the August cruise-missile attack on a suspected terrorist training camp in Afghanistan run by bin Laden, which allegedly killed nine of their members.  

The Provisional Irish Republican Army employed the services of contract hackers to penetrate computers in order to acquire home addresses of law enforcement and intelligence officers, but the data was used to draw up plans to kill the officers in a single “night of the long knives” if the British government did not meet terms for a new cease-fire.  As this case illustrates, terrorists may use hacking as a way of acquiring intelligence in support of physical violence, even if they do not use it to wreak havoc in cyberspace.* * *

Potential Threat

To understand the potential threat of cyberterrorism, two factors must be considered: first, whether there are targets that are vulnerable to attack that could lead to violence or severe harm, and second, whether there are actors with the capability and motivation to carry them out.

Looking first at vulnerabilities, several studies have shown that critical infrastructures are potentially vulnerable to cyberterrorist attack.  Eligible Receiver, an exercise conducted by the Department of Defense in 1997 with support from National Security Agency penetration testing teams, found the power grid and emergency 911 systems had weaknesses that could be exploited by an adversary using only publicly available tools on the Internet.  Although neither of these systems were actually attacked, study members concluded that service on these systems could be disrupted.  Also in 1997, the President’s Commission on Critical Infrastructure Protection issued its report warning that through mutual dependencies and interconnectedness, critical infrastructures could be vulnerable in new ways, and that vulnerabilities were steadily increasing, while the costs of attack were decreasing.

Although many of the weaknesses in computerized systems can be corrected, it is effectively impossible to eliminate all of them.  Even if the technology itself offers good security, it is frequently configured or used in ways that make it open to attack.  In addition, there is always the possibility of insiders, acting alone or in concert with other terrorists, misusing their access capabilities.  According to Russia’s Interior Ministry Col. Konstantin Machabeli, the state-run gas monopoly, Gazprom, was hit by hackers in 1999 who collaborated with a Gazprom insider.  The hackers were said to have used a Trojan horse to gain control of the central switchboard which controls gas flows in pipelines, although Gazprom, the world’s largest natural gas producer and the largest gas supplier to Western Europe, refuted the report.

Consultants and contractors are frequently in a position where they could cause grave harm.   This past March, Japan’s Metropolitan Police Department reported that a software system they had procured to track 150 police vehicles, including unmarked cars, had been developed by the Aum Shinryko cult.  At the time of the discovery, the cult had received classified tracking data on 115 vehicles.  Further, the cult had developed software for at least 80 Japanese firms and 10 government agencies.  They had worked as subcontractors to other firms, making it almost impossible for the organizations to know who was developing the software.  As subcontractors, the cult could have installed Trojan horses to launch or facilitate cyberterrorist attacks at a later date.  Fearing a Trojan horse of their own, last February, the U.S. State Department sent an urgent cable to about 170 embassies asking them to remove software, which they belatedly realized had been written by citizens of the former Soviet Union. * * *

Future Prospects

In August 1999, the Center for the Study of Terrorism and Irregular Warfare at the Naval Postgraduate School in Monterey, California, issued a report titled “Cyberterror: Prospects and Implications.”  Their objective was to articulate the demand side of terrorism.  Specifically, they assessed the prospects of terrorist organizations pursuing cyberterrorism.  They concluded that the barrier to entry for anything beyond annoying hacks is quite high, and that terrorists generally lack the wherewithal and human capital needed to mount a meaningful operation.  Cyberterrorism, they argued, was a thing of the future, although it might be pursued as an ancillary tool. 

The Monterey team defined three levels of cyberterror capability.  First is simple-unstructured: the capability to conduct basic hacks against individual systems using tools created by someone else.  The organization possesses little target analysis, command and control, or learning capability.

Second is advanced-structured: the capability to conduct more sophisticated attacks against multiple systems or networks and possibly, to modify or create basic hacking tools.  The organization possesses an elementary target analysis, command and control, and learning capability.

Third is complex-coordinated: the capability for a coordinated attacks capable of causing mass-disruption against integrated, heterogeneous defenses (including cryptography).  The organization has the ability to create sophisticated hacking tools.  They possess a highly capable target analysis, command and control, and organization learning capability.

The Monterey team estimated that it would take a group starting from scratch 2-4 years to reach the advanced-structured level and 6-10 years to reach the complex-coordinated level, although some groups might get there in just a few years or turn to outsourcing or sponsorship to extend their capability.

The study examined five terrorist group types: religious, New Age, ethno-nationalist separatist, revolutionary, and far-right extremists.  They determined that only the religious groups are likely to seek the most damaging capability level, as it is consistent with their indiscriminate application of violence.  New Age or single issue terrorists, such as the Animal Liberation Front, pose the most immediate threat, however, such groups are likely to accept disruption as a substitute for destruction.  Both the revolutionary and ethno-nationalist separatists are likely to seek an advanced-structured capability.  The far-right extremists are likely to settle for a simple-unstructured capability, as cyberterror offers neither the intimacy nor cathartic effects that are central to the psychology of far-right terror.  The study also determined that hacker groups are psychologically and organizationally ill-suited to cyberterrorism, and that it would be against their interests to cause mass disruption of the information infrastructure.

Thus, at this time, cyberterrorism does not seem to pose an imminent threat.  This could change. For a terrorist, it would have some advantages over physical methods.  It could be conducted remotely and anonymously, and it would not require the handling of explosives or a suicide mission.  It would likely garner extensive media coverage, as journalists and the public alike are fascinated by practically any kind of computer attack.  Indeed cyberterrorism could be immensely appealing precisely because of the tremendous attention given to it by the government and media.

Cyberterrorism also has its drawbacks.  Systems are complex, so it may be harder to control an attack and achieve a desired level of damage than using physical weapons.  Unless people are injured, there is also less drama and emotional appeal.  Further, terrorists may be disinclined to try new methods unless they see their old ones as inadequate, particularly when the new methods require considerable knowledge and skill to use effectively.  Terrorists generally stick with tired and true methods.  Novelty and sophistication of attack may be much less important than assurance that a mission will be operationally successful.  Indeed, the risk of operational failure could be a deterrent to terrorists.  For now, the truck bomb poses a much greater threat than the logic bomb.

The next generation of terrorists will grow up in a digital world, with ever more powerful and easy-to-use hacking tools at their disposal.  They might see greater potential for cyberterrorism than the terrorists of today, and their level of knowledge and skill relating to hacking will be greater.  Hackers and insiders might be recruited by terrorists or become self-recruiting cyberterrorists, the Timothy McVeigh’s of cyberspace.  Some might be moved to action by cyber policy issues, making cyberspace an attractive venue for carrying out an attack.  Cyberterrorism could also become more attractive as the real and virtual worlds become more closely coupled, with a greater number of physical devices attached to the Internet.  * * * Unless these systems are carefully secured, conducting an operation that physically harms someone may be easy as penetrating a Web site is today.

B.  Riptech Internet Security Report

Riptech, Inc. was founded in 1998 by a group of U.S. Department of Defense security professionals to protect its clients’ network security needs.  Riptech publishes a semiannual Internet Security Report based on a sample set of its more than 400 clients located in more than 30 countries throughout the world.  

· During the six-month period from January – June 2002, Riptech discovered that 39% of attacks appeared to be targeted at a specific organization rather than a general search for any exploitable system.

· Power and Energy, Financial Services, and High Tech companies continued to experience the highest rate of overall attack activity, and also suffered relatively higher rates of severe and highly aggressive attacks.  70% of Power and Energy companies suffered at least one severe attack during the first six months of 2002, as opposed to 57% during the last six months of 2001.

The Internet Security Report also includes an analysis of cyberterrorism attacks from countries included on Riptech’s “Cyber-Terrorism Watch List”, which includes the U.S. State Department’s list of countries who are designated state sponsors of terrorism.

· Countries on the Watch List generated less than 1% of all attacks detected over the past six months; 84% of this activity originated in Kuwait, Pakistan, Egypt, Indonesia, and Iran.

· Attacks were detected from only three of the seven countries designated by the U.S. State Department as “State Sponsors of Terrorism.” 90% of this activity emanated

· from Iran, while the remaining 10% was split evenly between Cuba and Sudan. Iraq, Syria, North Korea, and Libya did not show any attacks over the past six months; however, this is likely attributable to Internet connectivity and mapping restraints.  Because Iraq, North Korea, Syria, and Libya, have little, if any, IP space assigned to them, it is difficult to detect attacks coming directly from these nations. Therefore, it is certainly possible that these countries are launching attacks, but they are being funneled through ISPs located in neighboring countries.

· The average attacks per Internet capita for countries with between 100,000 and 1 million Internet users is approximately 50% higher than the average rate for countries with more than 1 million Internet users.

· Iran and Kuwait top the list of attacking countries per Internet capita for countries with less than one million Internet users. The rate of attack activity from Kuwait far exceeds the rest of the top ten countries and is more than twice the mean of all of the top ten attacking countries in this category.

C.  USA Patriot Act: Deterrence and Prevention of Cyberterrorism 

Section 814 of the USA Patriot Act amended 18 U.S.C. § 1030, the Computer Fraud and Abuse Act to strengthen its use against cyberterrorism. Did these amendments go too far – or not far enough – in prosecuting cyberterrorism?

· Increased penalties for hackers who damage protected computers (from a maximum of 10 years for first offenders to a maximum of 20 years for a repeat offenders).  18 U.S.C. § 1030(c)(4).

· Clarified the mens rea required for 1030(a)(5) offenses to make explicit that a hacker need only intend to damage the computer or the information on it, and not a specific dollar amount of loss or other special harm.  18 U.S.C. § 1030(a)(5)(B).

· Allowed the government to meet the $5,000 jurisdictional threshold for damaging a protected computer by aggregating “loss resulting from a related course of conduct affecting one or more other protected computers.”  18 U.S.C. § 1030(a)(5)(B)(i).

· Added a new offense for damaging computers used for national security or criminal justice, even if that damage does not result in provable loss over $5,000.  18 U.S.C. 1030(a)(5)(B)(v).

· Expanded the coverage of the statute to include computers in foreign countries so long as there is an effect on U.S. interstate or foreign commerce, allowing speedier domestic procedures to join in international hacker investigations.  18 U.S.C. § 1030(e)(2)(B)

D.  Obstacles and Options for Cyber Arms Controls – by Dorothy Denning

Presented at Arms Control in Cyberspace, Heinrich Böll Foundation, Berlin, Germany, June 29-30, 2001.  

Introduction

The Internet has evolved from a benign research environment to a venue for crime and conflict.  Increasingly, cyber spies, thieves, and vandals exploit computers and networks to disrupt service, sabotage information and systems, and steal sensitive information.  Although cyber defenses are improving, the number and cost of attacks seems to be rising at an even faster rate.  Further, there is a real danger that cyber terrorists, hostile nations, and others will launch attacks that cause catastrophic damage, potentially leading to loss of life or widespread economic failure.

The question arises then whether an international cyber arms control treaty might diminish the criminal and national security threats, while promoting greater cyber peace.  Such a treaty might pertain to the development, distribution, and deployment of cyber weapons, or it might apply only to their use.  It might relate primarily to criminal law, or it might govern the conduct of nation states in the domain of international law.

The purpose of this paper is to address obstacles and options for implementing a cyber arms control treaty.  It is concerned mainly with computer network attacks and the cyber weapons deployed in those attacks.  These weapons include software and methods for sabotaging systems and data and for launching computer viruses, worms, and denial-of-service attacks.  After reviewing obstacles, the paper presents options for overcoming these obstacles. * * * 

Obstacles

To be effective, a cyber arms control treaty must overcome obstacles in several areas: enforcement, security, privacy, free speech, corporate liabilities and responsibilities, and foreign policy.

Enforceability

Before considering the enforceability of a cyber arms control treaty, it is worth noting that it has been extremely difficult to enforce existing criminal laws that pertain to computer network attacks.  Many attacks are never detected in the first place.  When they are, finding the perpetrator is seldom easy, especially when the person has looped through numerous computers in different countries.  An attack against computers in one country, for example, might appear to originate from government computers in another, all the while being perpetrated by teenage hackers in a third country who had gained control over the computers.  Further, many countries do not have adequate cyber crime laws, making it difficult or impossible to prosecute persons in those countries who commit acts that are illegal in their victim’s county.  Even if their laws are good, their investigative capability may be inadequate, or they may not agree to cooperate in an international investigation.

A cyber arms control treaty could alleviate many of these problems by promoting greater harmony of national crime laws and greater cooperation among international law enforcement agencies.  Enforcement would still be nontrivial, however, as it only takes a few non-compliant countries to complicate an investigation.  Further, enforcement would be problematic as it relates to the actions of sovereign states, as it can be hard to know if an attack originated from a state or non-state actor.  The United States government has yet to determine who is responsible for the ongoing Moonlight Maze intrusions into Department of Defense computers other than that they are coming out of Russia.

Currently, most crime laws do not prohibit the production, distribution, or possession of cyber weapons, at least when the tools are not used in conjunction with a crime.  Given that many treaties and laws restrict these activities as they pertain to certain physical weapons, particularly chemical, biological, and nuclear weapons, it is reasonable to consider whether a cyber arms control treaty should extend such restrictions to cyber weapons.

At least on the surface, it would seem to be much more difficult to enforce general prohibitions against cyber weapons, as they can be manufactured without any special physical materials or laboratory facilities.  All that is required is a computer and standard software, both of which are readily available.  A nation could abrogate a cyber arms control treaty one day and develop cyber weapons the next.

Moreover, once produced, cyber weapons are easily copied and distributed on the Internet through electronic mail, websites, instant messaging, peer-to-peer sharing systems, and other mechanisms.  Unlike many physical weapons, software weapons can be transmitted and stored without posing any physical danger to the parties involved.  Thousands of copies can be produced and transmitted to other locations at virtually no cost. 

Monitoring for treaty compliance would also be hard given the rapid changes in technology and in methods and tools of attack.  New computer viruses, worms, Trojan horses, denial-of-service programs, exploit scripts, and other types of cyber weapons are continually being developed.

There are tools for detecting the presence of some cyber weapons, but they are not perfect, and cyber weapons often evolve in ways that foil detectors.  Most anti-viral tools, for example, scan mainly for known viruses.  One of the costliest viruses, ILOVEYOU, succeeded in part because it was new and escaped detection.  Further, the presence and distribution of cyber weapons can be concealed with the use of encryption, steganography, anonymity, and other information hiding tools and methods.

Verification and monitoring for compliance would also require a level of intrusion that few if any people would find acceptable.   It would be impossible to know if a government agency, for example, had access to prohibited cyber weapons without scanning all computers and storage devices owned by the agency, including all classified systems.  No agency would agree to this.  Scanning the personal computers of citizens likewise would be unacceptable, as it would violate human rights (see also the section on privacy).  The best that could be achieved would be to scan the public spaces of network servers for certain hacking tools.  This might help keep the tools from some, but it would not keep them from determined individuals, who could swap them through private channels.  Nor would it keep them from governments, who could develop them on their own.

Another issue is that even if the presence of a controlled cyber weapon is detected, it would be impossible to find and eliminate all copies, which might be stored on thousands of computers all over the world. Some of these servers could be located in places that are not party to a cyber arms control treaty or that operate safe havens, for example, the offshore Sealand platform, which is said to be the world's smallest sovereign territory.  Hacking tools can be published through systems such as Publius that use encryption and distributed storage techniques to create an environment that is highly resistant to censorship. * * *

Security

There is another argument against enacting cyber arms controls that prohibit the production and distribution of attack tools.  Such controls would curtail research and publication in the area of computer security.   It is not possible to build strong defenses without knowing what attacks are possible and what vulnerabilities might be exploited, so investigating methods and tools of attack is an important element of cyber security.  

Indeed, it is frequently argued that “full disclosure,” which includes publishing information about system vulnerabilities and the tools that exploit them, contributes to security by making the information available to everyone and not just “the bad guys.”  Researchers can build on each other’s work, thereby accelerating progress in information security.  Further, it is argued, publication pushes the vendors to fix security flaws.  While the merits of full disclosure, particularly the publication of the actual tools of attack, are debatable, it must be recognized that it is not just malicious hackers who support the concept.

System administrators and security consultants would also object if the controls prohibited them from using hacking tools to test their own systems or the systems of their clients for vulnerabilities.  It is common to use many of the same types of tools used by hackers for this purpose, for example, scanners, password crackers, sniffers, and network monitoring tools.  The difference lies in whether the tools are used for attack or defense.

Hacking tools are also used for “active defense,” that is, launching some sort of operation against the perpetrator to trace their location or abort their attack.  Governments especially might object if they could not use hacking tools against adversaries that disable or penetrate systems and threaten national security.

Privacy

To investigate crimes in cyberspace, law enforcement agencies need the capability to search and seize digital evidence and to intercept network communications.  To facilitate these operations, they have asked for hardware and software tools and, in some cases, additional legal authorities.  In the United States, for example, the FBI developed Carnivore, now called DCS1000, to support court-authorized Internet wiretaps.  When installed at a subject’s Internet Service Provider, DCS1000 intercepts particular message traffic belonging to the subject, for example, all e-mail messages sent to or from the subject, as specified in the court order.  In the United Kingdom, the Regulation of Investigatory Powers (RIP) bill has provisions that facilitate government monitoring of Internet traffic and provide access to encryption keys.

These law enforcement advances have raised privacy concerns.  Opponents of Carnivore argue that the tool could be misused in order to conduct mass surveillance or otherwise acquire evidence that was not legally permitted, although no evidence of abuse was put forth.  Opponents of RIP argue that the ability of the government to demand encryption keys sets a dangerous precedent. * * * If a cyber arms control treaty prohibited certain cyber weapons, the process of policing the Internet for these weapons would raise additional privacy issues.  Scanning the personal computers of citizens would violate the privacy laws of many nations.

Free Speech

Restrictions on cyber weapons, particularly source code and scripts, would raise significant legal issues in countries with laws protecting speech.  In the United States, speech is protected under the First Amendment, and software is considered to be a type of speech. * * * Treating cyber weapons in the form of software differently from more general information about cyber weapons is also problematic [under the First Amendment].  For example, a programmer can translate a mathematical or English-language description of an algorithm into a working program.  Should the program be restricted but not the description?  Further, source code can be embedded in prose or poetry, as illustrated by a version of the DeCSS, with commentary, in haiku form.  Professor David Touretzky of Carnegie Mellon University has over two dozen different versions of the DeCSS on his website, including the haiku version and a “dramatic reading” of the code.  It would be extraordinarily difficult to draw a line between what could be published and what could not. 

Corporate Responsibilities and Liabilities

A cyber arms control treaty could have a substantial impact on industry.  Industry might be required to implement costly mechanisms to control the use or spread of cyber weapons or to investigate violations of arms control.  They might also be held liable for actions taken on their network in violation of laws stemming from the treaty. * * *

Companies, particularly service providers, are also concerned about being burdened with subpoenas and court orders originating in foreign countries.  Many companies already spend considerable resources responding to requests relating to crimes in their own countries.

Foreign Policy

It will be impossible to establish meaningful cyber arms controls if nation states are opposed.  * * * Information warfare covers a much broader range of activity than computer network attacks, however.  It also includes psychological operations and perception management, deception, electronic warfare, and intelligence collection.  Many of these operations are used by governments during peacetime as well as during conflicts.  It is, therefore, not surprising that any attempt to impose international restrictions on information warfare would meet with resistance. * * *

[G]overnments might oppose a cyber arms control treaty is that they might be concerned that such a treaty could preclude computer espionage operations by prohibiting network penetrations.  These operations are designed to acquire access to secrets without damaging data and resources.  Because technologies such as encryption are hampering the ability of intelligence agencies to intercept communications, computer espionage might be regarded as an attractive, perhaps essential, alternative.  Espionage is not considered to be an act of war or aggression, and computer espionage should be similarly regarded.  * * *

Governments might also oppose any treaty that restricts their ability to develop offensive cyber weapons on the grounds that such restrictions would hamper their ability to prepare an adequate cyber defense in the event of an attack.  As noted earlier, a thorough understanding of attack methodologies and tools is essential for building a strong defense, and attack tools play an important role in assessing one’s own defensive posture.

The position of the United States has been that it is premature to discuss negotiating an international agreement on information warfare, and that the energies of the international community are better spent cooperating to secure information systems against criminals and terrorists.  Although the government takes the state-sponsored threat seriously, it does not see this threat as something that lends itself to an international treaty. * * *

Criminal Law vs the Law of War

There are two general options for an international treaty relating to cyber arms.  One is a treaty that pertains exclusively to the domestic crime laws and procedures of the signatories.  It would have no bearing on the law of war and the military operations of sovereign states.  The other option is a treaty that pertains to the law of war in addition to or in lieu of domestic laws. * * *

If nation states are not interested in pursuing a cyber arms control treaty that limits state-level operations, a possible alternative might be some sort of agreement acknowledging that the law of war applies to cyberspace.  Such an agreement could confirm that a computer network attack causing damage within a sovereign state is comparable to the use of force against that state, even if it is not considered to be an armed attack.  It might establish general guidelines for proportionality.  For example, the use of nuclear weapons to counter a cyber attack that did not lead to loss of life or injury would clearly constitute a disproportionate response.  An agreement might also establish that computer espionage operations, like other forms of espionage, are considered lawful under international law and provide conditions under which such operations could be conducted. * * *

Conclusions

An international cyber crime treaty along the lines of that under consideration in the Council of Europe could help reduce and fight domestic cyber crimes.  It avoids many of the obstacles that would defeat a treaty that attempted to restrict the general production and distribution of cyber weapons or the cyber warfare operations of sovereign states.  It may be the only viable approach at this time, as nation states may not be willing to pursue a cyber arms control treaty that limits state-level operations beyond what is considered acceptable under current international law.  

E. OECD Guidelines:  International Cooperation Towards a Culture of Security

The Organization of Economic Cooperation and Development adopted the following “Guidelines for the Security of Information Systems and Networks” as a Recommendation of the OECD Council at its 1037th Session on 25 July 2002.  The OECD recommended that its member countries enact policies reflecting the guidelines, cooperate at national and international levels to implement the guidelines, and disseminate the guidelines throughout the public and private sectors.  How substantive will these guidelines be in moving towards an international culture of cyber security?

1) Awareness

Participants should be aware of the need for security of information systems and networks and what they can do to enhance security.

Awareness of the risks and available safeguards is the first line of defence for the security of information systems and networks. Information systems and networks can be affected by both internal and external risks. Participants should understand that security failures may significantly harm systems and networks under their control. They should also be aware of the potential harm to others arising from interconnectivity and interdependency. Participants should be aware of the configuration of, and available updates for, their system, its place within networks, good practices that they can implement to enhance security, and the needs of other participants.

2) Responsibility

All participants are responsible for the security of information systems and

networks.

Participants depend upon interconnected local and global information systems and networks and should understand their responsibility for the security of those information systems and networks. They should be accountable in a manner appropriate to their individual roles. Participants should review their own policies, practices, measures, and procedures regularly and assess whether these are appropriate to their environment. Those who develop, design and supply products and services should address system and network security and distribute appropriate information including updates in a timely manner so that users are better able to understand the security functionality of products and services and their responsibilities related to security.

3) Response

Participants should act in a timely and co-operative manner to prevent, detect and

respond to security incidents.

Recognising the interconnectivity of information systems and networks and the potential for rapid and widespread damage, participants should act in a timely and co-operative manner to address security incidents. They should share information about threats and vulnerabilities, as appropriate, and implement procedures for rapid and effective co-operation to prevent, detect and respond to security incidents. Where permissible, this may involve cross-border information sharing and co-operation.

4) Ethics

Participants should respect the legitimate interests of others.

Given the pervasiveness of information systems and networks in our societies, participants need to recognise that their action or inaction may harm others. Ethical conduct is therefore crucial and participants should strive to develop and adopt best practices and to promote conduct that recognises security needs and respects the legitimate interests of others.

5) Democracy

The security of information systems and networks should be compatible with

essential values of a democratic society.

Security should be implemented in a manner consistent with the values recognised by democratic societies including the freedom to exchange thoughts and ideas, the free flow of information, the confidentiality of information and communication, the appropriate protection of personal information, openness and transparency.

6) Risk assessment

Participants should conduct risk assessments.

Risk assessment identifies threats and vulnerabilities and should be sufficiently broad-based to encompass key internal and external factors, such as technology, physical and human factors, policies and third-party services with security implications. Risk assessment will allow determination of the acceptable level of risk and assist the selection of appropriate controls to manage the risk of potential harm to information systems and networks in light of the nature and importance of the information to be protected. Because of the growing interconnectivity of information systems, risk assessment should include consideration of the potential harm that may originate from others or be caused to others.

7) Security design and implementation

Participants should incorporate security as an essential element of

information systems and networks.

Systems, networks and policies need to be properly designed, implemented and coordinated to optimise security. A major, but not exclusive, focus of this effort is the design and adoption of appropriate safeguards and solutions to avoid or limit potential harm from identified threats and vulnerabilities.  Both technical and non-technical safeguards and solutions are required and should be proportionate to the value of the information on the organisation’s systems and networks. Security should be a fundamental element of all products, services, systems and networks, and an integral part of system design and architecture. For end users, security design and implementation consists largely of selecting and configuring products and services for their system.

8) Security management

Participants should adopt a comprehensive approach to security management.

Security management should be based on risk assessment and should be dynamic, encompassing all levels of participants’ activities and all aspects of their operations. It should include forward-looking responses to emerging threats and address prevention, detection and response to incidents, systems recovery, ongoing maintenance, review and audit. Information system and network security policies, practices, measures and procedures should be coordinated and integrated to create a coherent system of security. The requirements of security management depend upon the level of involvement, the role of the participant, the risk involved and system requirements.

9) Reassessment

Participants should review and reassess the security of information systems

and networks, and make appropriate modifications to security policies,

practices, measures and procedures.

New and changing threats and vulnerabilities are continuously discovered.  Participants should continually review, reassess and modify all aspects of security to deal with these evolving risks.

* [Slightly edited versions of Baker’s stories – including the story that gave rise to this prosecution – are still available at various sites on the Internet, including � HYPERLINK "http://www.eff.org/Legal/Cases/Baker_UMich_case/#files" ��http://www.eff.org/Legal/Cases/Baker_UMich_case/#files�.  WARNING:  This material is extremely graphic and is likely to offend most readers.  Eds.]





9 Cf. � HYPERLINK "http://web2.westlaw.com/Find/Default.wl?DB=506&SerialNum=1996052658&FindType=Y&AP=&RS=WLW2.80&VR=2.0&SV=Split&MT=LawSchool&FN=_top" \t "_top" �United States v. Dinwiddie, 76 F.3d 913 (8th Cir.1996)�, 


cert. denied, � HYPERLINK "http://web2.westlaw.com/Find/Default.wl?DB=708&SerialNum=1996197897&FindType=Y&AP=&RS=WLW2.80&VR=2.0&SV=Split&MT=LawSchool&FN=_top" \t "_top" �519 U.S. 1043, 117 S.Ct. 613, 136 L.Ed.2d 538 (1996)�, a decision under the federal Freedom of Access to Clinical Entrances Act of 1994 (� HYPERLINK "http://web2.westlaw.com/Find/Default.wl?DB=1000546&DocName=18USCAS248&FindType=L&AP=&RS=WLW2.80&VR=2.0&SV=Split&MT=LawSchool&FN=_top" \t "_top" �18 U.S.C. § 248)�, which illegalized, inter alia, threats of force used to intimidate any person from obtaining or providing reproductive health services, in which the Eighth Circuit mandated that a forbidden threat exists where, in light of its entire factual context, "the recipient of the alleged threat could reasonably conclude that it expresses 'a determination or intent to injure [someone] presently or in the future.' " � HYPERLINK "http://web2.westlaw.com/Find/Default.wl?SerialNum=1996052658&FindType=Y&AP=&RS=WLW2.80&VR=2.0&SV=Split&MT=LawSchool&FN=_top" \t "_top" �Id. at 925� (citation omitted).


4 On the FACE claims, the jury awarded $39,656 to Crist, $14,429 to Hern, $15,797.98 to Elizabeth Newhall, $375 to James Newhall, $405,834.86 to PPCW, and $50,243 to PFWHC from each defendant as compensatory damages and $14.5 million to Crist, $13 million to Hern, $14 million to Elizabeth Newhall, $14 million to James Newhall, $29.5 million to PPCW, and $23.5 million to PFWHC in punitive damages. On the RICO claims (after trebling), Crist was awarded $892,260; Hern, $324,657; Elizabeth Newhall, $355,454; James Newhall, $8,442; PPCW $9,131,280; and PFWHC, $1,130,466.
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