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Abstract: Small and medium-sized enterprises (SMEs) are a very heterogeneous group of businesses usually operating in the service, trade, agri-business, and manufacturing sectors. They include a wide variety of firms such as village handicraft makers, small machine shops, and computer software firms that possess a wide range of sophistication and skills. Some are dynamic, innovative, and growth-oriented while others are satisfied to remain small and perhaps family owned. SMEs usually operate in the formal sector of the economy and employ mainly wage-earning workers. SMEs are often classified by the number of employees and/or by the value of their assets. The size classification varies within regions and across countries relative to the size of the economy and its endowments. It is important to note that there is a minimum as well as a maximum size for SMEs.

From small to giant companies – some samples
Take a look at any big company. Now, look back through time and track down when the company actually began. Not too many were born the size of the National Federal Bank or Procter&Gamble. Almost every company we know of began as an SME. The all-powerful Microsoft began as a couple of guys in a small garage in North-America; Vodafone as we know it today was once a little spin-off from Racal; Hewlett-Packard started in a little wood shack; Google was begun by a couple of young kids who thought they had a good idea; even Volkswagen at one point was just a little car maker in Germany (as opposed to being a giant small car maker globally).

Everything is up to points of view
The whole issue of SMEs is one of scale. A company of 20 people is viewed as an SME to a company of 500; and a company of 500 might be viewed as an SME to one of 5,000; and as well, you get the picture. But at some point in time, most companies were small and medium enterprises. Companies usually start because someone has what they think is a good idea. They take that good idea, and with commitment to it, go out and find customers who want it, and they are in business. Starting a business is bloody hard work, and when (and if) you get through the first year or two, you begin to run up against bigger businesses. And this is where running an SME becomes less than fun in some cases.

SMEs provide products and services that the big competitors don't for one reason or another. Perhaps it is because the market place is too small. SMEs deliver what no one else seems to want to deliver, and in many cases, they do it very well. Then why is it that many large companies treat SMEs like indentured servants that can be pushed around with (sometimes) unreasonable demands? The only reasons we can think of are firstly; a sense of power, and/or secondly; they forget that without SMEs out there, many big companies would not be able to deliver what they promise to customers.

Having the 'power' over smaller companies can be a nice thing. You get to decide what you want, when you want it, how you want it, and what you will pay for it. All fine. But when you press SMEs too far, you run the risk of driving them into the ground, and without them, you might find yourself in a fine mess. If a big company has a reputation of beating SMEs into submission, word can get around, and what used to be a fertile ground of SMEs to choose from may become a deserted wasteland.

SME regulation in EU 

The best description of the key characteristics of a small firm remains that used by the Bolton Committee in its 1971 Report on Small Firms. This stated that a small firm is an independent business, managed by its owner or part-owners and having a small market share. 

The Bolton Report also adopted a number of different statistical definitions. It recognised that size is relevant to sector - i.e. a firm of a given size could be small in relation to one sector where the market is large and there are many competitors; whereas a firm of similar proportions could be considered large in another sector with fewer players and/or generally smaller firms within it. 

Similarly, it recognized that it may be more appropriate to define size by the number of employees in some sectors but more appropriate to use turnover in others. Across government, it is most usual to measure size according to numbers of full-time employees or their equivalent. 

The Companies Act in the UK of 1985 states that a company is ‘small’ if it satisfies at least two of the following criteria: (Small Business Service, UK)

· a turnover of not more than £5.6 million; 

· a balance sheet total of not more than £2.8 million; 

· not more than 50 employees 

A medium sized company must satisfy at least two of the following criteria: 

· a turnover of not more than £22.8 million; 

· a balance sheet total of not more than £11.4 million; 

· not more than 250 employees 

For statistical purposes, the Department of Trade and Industry in he UK and governments all-around EU usually uses the following definitions: 

· micro firm: 0 - 9 employees 

· small firm: 0 - 49 employees (includes micro) 

· medium firm: 50 - 249 employees 

· large firm: over 250 employees 

However, in practice, schemes which are nominally targeted at small firms adopt a variety of working definitions depending on their particular objectives. In February 1996, the European Commission adopted a communication setting out a single definition of SMEs. The Commission now applies this across Community programmes and proposals. The communication also includes a (non-binding) recommendation to Member States, the European Investment Bank and the European Investment Fund encouraging them to adopt the same definitions for their programmes. The communication permits them to use lower threshold figures, if desired. The communication explains that existing SME definitions in Community programmes may continue to be used unti31 December 1997. After that date, the single definition must be used. The single definition must be used if programmes are modified in the meantime. (On 6 May 2003 the Commission adopted a new Recommendation 2003/361/EC regarding the SME definition which will replace Recommendation 96/280/EC from 1 January 2005. The thresholds for the number of employees remain unchanged but changes were made to the financial thresholds. )

In general, statistical definitions of a small to medium sized enterprise (SME) use one or other of three defining measurements; number of employees, turnover, or the size of the balance sheet. As shown in the table below, The European Commission revised its definition of SMEs in May 2003, taking into account economic developments since 1996 and the application of the definition. This was an attempt to ensure that enterprises that were part of a larger grouping did not benefit from SME support schemes. An increase in the financial ceilings was also designed to avoid penalizing enterprises that invest, though this is unlikely to increase the number of SMEs significantly. These categories are also used in Hungary from the beginning 2005.

	Enterprise 

category
	Headcount
	Turnover or balance sheet total

	Micro
	Less than 10
	Less than euro 2 million

	Small
	Between 10 and 49
	Euro 10 million to 49 million

	Medium
	Between 50 and 250
	Euro 50 million and up


Table 1. Enterprise categories in EU

In the European Union today, SMEs are economically important with 98% of an estimated 19.3 million enterprises defined as SMEs, providing around 65 million jobs. Again, almost all of these are small enterprises, with 18 million enterprises (93.2%) employing less than ten people and only 35,000 enterprises employing more than 250 people. The average European business provides employment for four people, including the owner/manager.

Figures show that SMEs account for roughly two thirds (66%) of employment within the EU, with micro enterprises accounting for 34%, small enterprises accounting for 19% and medium-sized enterprises accounting for 13%; more than half (52%) of private sector turnover within the EU, average turnover being approximately 500,000 Euros (EUROSTAT 2003).

The Position of SMEs in Europe-19

93 % of all European enterprises have less than 10 employees. There are 20.5 million enterprises in the European Economic Area (EEA) and Switzerland, providing employment for 122 million people. Some 93 % of these enterprises are micro (0-9 employees), 6 % are small (10-49), less than 1 % are medium-sized (50-249) and only 0.2 % are large enterprises (250+). Of all these enterprises nearly 20 million are established  within the European Union. Two thirds of all jobs are in SMEs, so one third of all jobs is provided by large enterprises. Within SMEs, total employment is split up roughly equally between micro enterprises (employing less than 10 employees), and small and medium-sized enterprises. (Competence development in SMEs. 2003 Observatory of European SMEs 2003/1 Eurorean Comission.)

The size-class distribution of employment differs, however, between countries. For example, the share of micro enterprises in total employment is 48 % in Italy, and 57 % in Greece. On the other hand, the share of large enterprises in total employment is over 45 % in Ireland the United Kingdom.

	
	
	SME
	Large
	Total

	Number of enterprises
	(1000)
	20.415
	40
	20.455

	Employment
	(1000)
	80.790
	40.960
	121.750

	Persons employed per enterprise
	
	4
	1.020
	6

	Turnover per enterprise
	Million €
	0,6
	255,0
	1,1

	Share of exports in turnover
	%
	13
	21
	17

	Value added per person employed
	€ 1000
	65
	115
	80

	Share of labour cost in value added
	%
	63
	49
	56


Table 2. Basic facts about SMEs and large enterprises in Europe-19; 2000

Source: Estimated by EIM Business & Policy Research; estimates based on Eurostat' s SME Database. Also based on European Economy, Supplement A, June 2001 and OECD: Economic Outlook, No. 65, June 2001.

The average European enterprise employs 6 people

On average, an enterprise in Europe - even including all very large enterprises- provides employment to 6 people; the average for SMEs only is 4 people. However, this varies between 2 people in micro enterprises, and over 1 000 in large enterprises. Between countries, there are large differences as well. On average, an enterprise has 2 occupied persons in Greece and in Hungary too; and 3 in Italy, compared with 10 in Ireland, Luxembourg, Austria and the Netherlands.

Most jobs in Europe are created by micro enterprises

On balance, large enterprises lost jobs between 1988 and 2001, while employment in the SME-sector increased. In the early years this growth was concentrated in micro and small enterprises, as significant employment growth in medium-sized and large enterprises only started in 1997. In 2001, employment growth slowed down, because of world economy decrease. Current estimates show that this occurred both in SMEs and large enterprises, but the slow down is slightly more pronounced in large enterprises.

Of the 19.3 million enterprises in the European Union (EU) today, 99.8% are defined as SMEs and employ some 75 million people. There are only 35,000 enterprises, with more than 250 employees, but 18 million enterprises employ fewer than 10 people - the micro-enterprises. The average European business provides employment for 4 people, including the owner/manager, the average turnover being 500,000 euro . (6th Annual Report of the European Small Business Observatory )

On a global scale, small and medium-sized enterprises provide some 66% of jobs in the European Union (EU) - a percentage which is predicted to rise as SMEs face challenges and opportunities associated with increased globalisation, largely through e-commerce and greater Internet usage by entrepreneurs. In the last decade, SMEs were the principle creators of new jobs, whilst on average; big industry has downsized and reduced employment. EU SMEs currently generate 56.2% of the  private sector turnover.  

	Size
	Employees
	Percentage

	Micro
	10
	93.0%

	Small
	10-49
	5.9%

	Medium
	50-249
	0.9%

	SMEs
	
	99.8%

	Large
	249 +
	0.2%


Table 3. Percentage of employment by size of business in EU

	Size
	Employees
	Share

	Micro
	2
	34%

	Small
	20
	19%

	Medium
	90
	13%

	Large
	1025
	34%


Table 4. Average enterprise size and employment by size class in EU
SMEs in the UK

There are 3.7 million businesses in the UK, or one for every ten people of working age. Of those businesses, 99.8 per cent have fewer than 250 employees. Only 31,000 businesses have 50 or more employees. One in eight of the workforce, or 2.3 million businesses, are self-employed. 

The United Kingdom has a large business population by international standards although it has fewer small employers (as opposed to sole traders) than Italy or Germany. 24,000 businesses were medium sized (50 to 249 employees) and almost 7,000 were large (over 250 employees). The latter group accounted for 45% of non-government employment and 49% of turnover. Women are now responsible for a third of all business start-ups, an increase of over 22% over the last 4 years. (Barcleys Bank Report December 2000.)

SMEs are crucial to the UK’s economy. Businesses with under 250 employees account for 56% of the UK non-government jobs and 52% of turnover. This is a smaller share than any other European Union country, partly due to a greater proportion of employment in large corporations in the UK than elsewhere in the EU. Many smaller businesses in the UK make a vital contribution to innovation. They do so as originators of new ideas and technologies; as links in supply chains promoting technical advances; and as sources of knowledge and specialized goods and services for larger businesses. Small businesses accounted for a higher proportion of employment in some industries including agriculture, business activities and construction. 

Small businesses are recognised as the backbone of the British economy, accounting for more than half of the UK’s turnover. Businesses employing fewer than 50 people account for 37 per cent of UK turnover and 44 per cent of private sector employment. But failures are frequent and often are thought to be due to management and leadership weakness. In addition, smaller businesses have little time to navigate through the confusing variety of training schemes available, and are often unable to cope easily with the way training is delivered. (Small and Medium Enterprise (SME) Statistics for the UK, 1999 URN 00/92)

SMEs in the ten new EU member countries
Until 1st May 2004 these countries were the candidate countries. There are many theories as to what impact this may have on the other EU countries. New opportunities will arise for SMEs in all of the countries concerned via collaboration and import/export. A common concern is that there will be a ‘brain drain’ away from these countries into the existing member states and there is also a worry that vast unemployment (around 25% for the under 25s in Poland, which also has the largest population of the accession countries) will lead to an influx of people seeking work. In theory, this could mean increased competition for work in the UK, but on the other hand, it could open up more opportunities abroad as working restrictions are lifted.

Although the Baltic states of Estonia, Latvia and Lithuania have high unemployment rates they also have the fastest rate of growth of GDP (Gross Domestic Product). In addition to the accession countries there are three applicant countries and a further 17 European countries. The latter include Belarus, Moldavia, and the Ukraine, where a high percentage of the population lives in poverty with high unemployment and underemployment, ie higher qualified workers carrying out lower skilled jobs.

The OECD countries

The Organization for Economic Co-operation and Development (OECD) has 30 member countries. The members include all of the 15 pre-accession EU states, four of the accession countries, one applicant country and three of the remaining European countries. The other seven countries are Australia, Canada, Japan, Korea, Mexico, New-Zealand and the United States.

Of this group, SMEs represent over 95% of enterprises in most countries and generate over half of private sector employment. In New-Zealand, for example, nine out of ten businesses employ less than ten people. IT is of particular importance, with the number of employees in this area in 2003 more than doubling that of 1997.

Most OECD governments promote entrepreneurship and develop SMEs with a myriad of policies and programmes. As in the EU, this is to combat SME difficulties such as financing, technology and innovation, e-commerce, management and internationalization. For example, in Korea measures include tax breaks and reduced interest loans for starting new businesses in rural areas. 

In America, small business benefited from about US$2 billion in the financial year of 2003, approximately 20% of total authorizations. In value terms, almost 23% of the contracts reported were awarded to small businesses; about a third of these were to small disadvantaged businesses. Procurement policy also seeks to increase the participation of small businesses, veteran-owned small businesses, small disadvantaged business, and women-owned small businesses. The Small Business Act (P.L. 85-536), as amended, requires that each contract with an anticipated value greater than US$ 2,500 but less than US$ 100,000 be reserved exclusively for small business concerns unless the contracting officer is unable to obtain offers from two or more small businesses that are competitive with market prices and with the quality of the goods or services to be purchased.

Rest of the world

Latin-America: After focusing on large investments and wooing multinationals for years, Latin American politicians are beginning to realize that SMEs are the true job creators, as well as important players in technology supply chains. The vast majority (approximately 80-90%) of companies are micro enterprises and the governments have vastly reduced red tape to ensure SMEs needs are attended to swiftly. Among the major regional economies, only Argentina experienced a drop in the number of SMEs between 1998 and 2002, while these types of businesses flourished elsewhere in Latin-America, especially in Brazil and Mexico. While in Brazil the economy expanded by only 0.8% in 1999, SMEs grew by 6.5%. In Colombia, SMEs now account for 36% of all jobs and 63% of industrial jobs. Moreover, SME membership in Colombia’s chambers of commerce rose from an average of 20% in 2000 to 93% in 2002.

Asia: 'It has been recognised that some of the world’s best performing economies, notably Taiwan and Hong Kong, are very heavily based on small enterprises'. 81% of all employment in Japan is in SMEs where the average enterprise employs nine staff as opposed to four in the EU.

South Africa: 'South Africa: as in Latin America, the share of employment located in the micro, small and medium sectors taken together is high – estimated recently at 60% while the sector generated about 40% of output'. (Government of South Africa, 1999)

The Developing World

The International Finance Corporation states (see Figure 1): 'in much of the developing world the private economy is almost entirely comprised of SMEs' and that ‘they are the only realistic employment opportunity for millions of poor people throughout the world'.

Some experts explain that 'a significant section of SMEs in developing countries remains in traditional activities generally with low levels of productivity, poor quality products, serving small, localized markets. There is little or no technological dynamism in this group, and few ‘graduate’ into large size or modern technologies. In many poor countries, there is also a large underclass of (formal and informal) micro enterprises that ekes out a bare survival'.

What do SMEs need for success?

The globalisation of business has increasingly drawn SMEs into global value chains through different types of cross-border activities. Many entrepreneurs are recognizing the opportunities that this process offers and gaining access to global markets has become a strategic instrument for their further development. Access to global markets for small businesses can offer a host of business opportunities, such as larger and new niche markets; possibilities to exploit scale and technological advantages; upgrading of technological capability; ways of spreading risk; lowering and sharing costs, including R&D costs; and in many cases, improving access to finance. Gaining access to global markets can help prospective high-growth firms realize their potential and is often an essential strategic move for SMEs with large investments in intellectual property.

To prosper, SMEs need a conductive business environment and regulations, adequate basic infrastructure services, access to short and long-term funding at reasonable rates, equity and venture capital, advisory assistance, and knowledge about market opportunities. They typically suffer from weak entrepreneurial skills as well as deficiencies in accounting, production management, and business planning. As SMEs grow, they increasingly need connectivity to export markets and the world economy. 

So far, the lessons of international experience show that very few government and donor initiatives have succeeded in implementing sustainable strategies for SME development.  To succeed, sustainable SME development will require concerted efforts among the various parties concerned including commercial and rural banks, leasing companies and equity providers, consulting and training firms, internet providers, as well as local business associations. 

Governments’ role in the process should be limited to providing the enabling environment for private sector development, correcting potential market failures and creating a level-playing field that will allow SMEs to compete with their larger counterparts on an equall basis. Governments do not have the finances nor the ability to get involved directly in economic activities such as SME financing and service provision. Emerging international experience is demonstrating that government is not the appropriate vehicle to implement and coordinate such efforts, and that public-private partnerships for SME development are a critical element for the success of these efforts.
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Abstract: Competitiveness is a fairly complex concept. There is no one single indicator used to measure competitiveness, which is, additionally, very complicated to be measured. Analyzing the competitiveness from the view of small and medium enterprises, the companies questioned are optimistic regarding the quality and price of the products, but they feel their sales networks and marketing activities need some improvement. In medium sized companies a serious problem is the weakness of their own development capacities. Company experts believe the lack of capital and the disadvantageous rate of return on R&D expenditures to be the most important obstacles of innovation. 

Defining competitiveness

Competitiveness is a widely used concept in economics, usually it refers to the commitment in market competition in case of companies and success in international competition in case of countries. In the last two decades, in parallel with recruitment of globalization, competitiveness became one of the key concepts in which the successful participation and the phenomenon of global competition among new conditions is described in case of companies, countries and regions. 

Competitiveness is a hardly definable concept, essentially it means the liability and skill for market contention and the skill for position gain and permanent commitment that are indicated especially by expansion of business successfulness, market share and profitability. As Ádám Török describes “on micro level the concept of competitiveness means the skill of position gain and self-maintainment in the market competition among companies, each other’s competitors and - in respect of macro economy – among national economies (Lengyel 2005).”  

Regarding the creation of a unique concept of competitiveness, more people consider the documents of OECD - the Council of Competitiveness of USA – and EU as directives. According to more documents of OECD and the sixth regional (in 1999) and second cohesion report (in 2001) of EU, the unique concept of competitiveness is: the skill of companies, industries, regions, nations and regions above nations for creating relatively high incomes and relatively high level of employment while they are exposed to the international, global competition. 

The change of the micro economic index that influences competitiveness 

It is doubtless that we must be very careful with numbers but I think it is important to show some macro economic factors that can possibly influence the competitiveness of small and medium enterprises in Hungary. I compare these with the data of EU, moreover with the data of the other three countries of Visegrad Four. The indexes of competitiveness will not be fully showed, I only would like to emphasize some typical indexes to analyze the competitiveness of national companies. 

The growth of real GDP

One of the influencing factors of competitiveness of companies is that they are working in a country with growing, stagnating or possibly declining economy. The economic growth means the macro level quality change of economic system. This is the enriching process of society in that closer meaning – according to the development – that the opportunities of production, consumption and accumulation of goods are increasing among conditions determined by the quality of national economy. 

Gross domestic product (GDP) is a measure for the economic activity. It is defined as the value of all goods and services produced less the value of any goods or services used in their creation. The calculation of the annual growth rate of GDP at constant prices (1995) is intended to allow comparisons of the dynamics of economic development both over time and between economies of different sizes. The growth rate is calculated from figures at constant prices since these give volume movements only, i.e. price movements will not inflate the growth rate. 

The growth of real GDP in Hungary shows decrease until 2003 but 1% increase can be seen in the next year. The data referring to 2005 and 2006 on the diagram are, of course, only forecasts but these predict an increase below 4%. This highly exceeds the average that refers to 25 countries of European Union but it can not reach the level of the other three examined countries that can disadvantageously influence the competitiveness. 
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Rate of inflation

Because of its difficulty and variable nature literature defines and explains inflation in several ways. According to its more usual explanation it means the permanent increase of price level and continuous decrease of purchasing value of money unit. In view of microeconomics, the meaning of inflation is: the same thing expressed in the same currency costs a lot more on a later date without it would be generally up-valuated compared to other products. Although the rate of inflation is usually described by the index of average increase of price level, usually a significant regroup process of price rate is going on in the background. The price increases of inflation can be very different by branches, product types, even companies. While examining a shorter period, the difference is more bigger. Because the certain managing organizations have very different opportunities, furthermore they apply different concepts of price and market policy to prevent and avoid harmful effects of inflation. (Illés 2002)

The rate of inflation has been stabilized around 2% in the European Union. In respect of competitiveness of domestic companies it is disadvantageous that we are facing a quite high level of inflation among the Visegrad Four; the highest level was measured here in 2001 and 2002 among the four countries. As a curiosity it can be mentioned that the rate of inflation – that was already low - in the Czech Republic decreased below zero percentage in 2003 so the economy of the Czech Republic was characterized not by inflation but deflation that year.
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Figure 2. The changes of rate of inflation between 2000 and 2004

(Eurostat)

Productivity per employee
Gross domestic product (GDP) is a measure of economic activity. It is defined as the value of all goods and services produced less the value of any goods or services used in their creation. GDP per person employed is intended to give an overall impression of the productivity of national economies expressed in relation to the European Union (EU-25) average. If the index of a country is higher than 100, this country's level of GDP per person employed is higher than the EU average and vice versa. Basic figures are expressed in PPS, i.e. a common currency that eliminates the differences in price levels between countries allowing meaningful volume comparisons of GDP between countries. 

The productivity projected to the number of employees can play a role in development of competitiveness but we can not draw far-reaching conclusions only based on this index because the productivity is influenced by a lot of hardly measurable factors for example the level of mechanization and automatization.

Although the productivity of Hungary is behind the average of European Union, it shows slow but continuous increase that will also continue in 2005 and 2006 according to the forecasts. In respect of competitiveness it is definitely positive that the data of Hungary surpass the productivity of other countries of Visegrad Four.
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Figure 3. The change of productivity related to employees 

(Eurostat)

Business investments

Gross fixed capital formation (GFCF) consists of resident producers’ acquisitions, less disposals of fixed assets plus certain additions to the value as non-produced (usually natural) assets realised by productive activity. GFCF includes acquisition less disposals of, e.g. buildings, structures, machinery and equipment, mineral exploration, computer software, literary, artistic originals and major improvements to land such as the clearance of forests. The private sector consists of non-financial corporations, financial corporations, households and non-profit organisations serving households. The ratio gives the share of GDP that is used by the private sector for investment.

The business investments achieved by the private sector in Hungary – in spite that those surpass the average of European Union – do not show a good picture since we only precede Poland between 2001 and 2003. The data of Slovakia and the Czech Republic, examined for four years, highly surpass the domestic business investments. Most probably it also has a disadvantageous influence on the competitiveness of Hungarian companies. 
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Figure 4. Gross fixed capital formation by the private sector as a percentage of GDP

FDI index

In respect of a country we can approach the relationship of FDI and competitiveness especially by the influence of direct foreign investments of capital that effects on the economical growth. According to the neoclassical theoretical model of growth, the direct foreign investments of capital do not influence the schedule of long-term growth. On the other hand, the endogen theory of growth – that does not keep the condition of perfect competition – gives a bigger space for the influence of FDI on growth. In this theory the investment and so the FDI can influence the schedule of growth through the research and development and the effect on the human capital. Even if the return of equity is decreasing, it can effect on the growth of FDI through externals. In company respect the most important characters are the multinational companies that accomplish the FDI. These companies do the most research and development. By that, they are the most important sources of technological transfer. The influence of technology transfer can appear in the improvement of productivity, change of industrial structure, increase of expenses of research and development, transformation of structure of export and import and the change of human capital (Sass 2003).

The data referring to the FDI index cover a quite short period, reliable data can be found only between 2001 and 2003. The direct foreign investments of capital show decrease in Hungary in the examined period but exceed the average of European Union in those three years. Two descendant states of former Czechoslovakia became attractive for the foreign investments of capital. The FDI index of Poland stayed below the average of European Union recently.
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Figure 5. The change of direct foreign investments of capita

 (Eurostat)

Competitiveness of small and medium enterprises in the European Union

In the followings I would like to show how the small and medium enterprises in Hungary judge their competitiveness. For that I use a survey that was made by the GKI (Economy Research Institute) in autumn of 2002. 
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Figure 6. The self-judgment of competitiveness of small and medium enterprises in Hungary 

(Innovational survey of GKI in autumn of 2002)

As it can be seen on the diagram, 38% of small and medium Hungarian enterprises thought that their products have EU quality and 41% of enterprises had the opinion that the quality of their products can be increase to the quality of EU by a little expenditure. Moreover, 46% of enterprises think that the prices of their products are also competitive on the European markets. They rather find the problems in the insufficiency of their sales network and weak marketing. But unfortunately more facts contradict this self-judgment. A significant part of small and medium enterprises can not show serious export for example. Only exceptional companies can sell more than 10% of their products by using the distribution channel of export companies. And the situation is just a bit better on field of own export since at most of enterprises the return from own export does not reach the 10% of total return.

It can be a question that what could be the reason that the mentioned enterprises can not even sell those products that – according to their judgment – are produced on EU-level and competitive price. The interviews and surveys also make the explanation of latter problem probable. Because these refer to that there is no regular market research at most of small and medium Hungarian enterprises, nobody examines the lifespan of products and technologies and analyzes the trends of technical improvement. Of course, they learned about the methods of simpler trend analysis and usually they apply those also. But they do not spend time on continuous observation of activities of company, measurement of expenditures and outcomes, evaluation of measuring results and feedback of results. 

The role of innovation in the competitiveness of small and medium enterprises

In our age the importance of company innovational processes can not be overestimated. In the developed countries those activities and institutes give the engine of growth that belong into this sphere. Also in these economies the success of innovational processes – the modernity and competitiveness of producing area – is the key issue of future. According to the latest report of World Economic Forum, our economy – based on the level of its competitiveness – is in the front-rank (among the technology importing countries) but for the further steps in order to catch up, the innovation ability of our manufacturing sphere needs to be improved.

As it is shown in the table the purpose very often is to improve the market activity. Many companies attempt to strengthen market research, to improve distributional channels and to modernize marketing as well. At a considerable part of the companies investments (procurement of machines and instruments) and the improvement of the technological level are also found to be important. Although the commitment to own researches, patent buying and technology transfer is smaller than the desirable (normal rate among international competitors).  

	Actions

	21 - 50
	50 - 250
	251 -
	Total

	
	employees at the company
	

	Own research
	15
	6
	12
	11

	R&D delegation
	5
	4
	4
	5

	Patent buying
	1
	4
	4
	2

	Machine and instrument investments
	56
	66
	68
	59

	Intense market research
	49
	44
	28
	43

	Development of sales networks
	51
	57
	40
	51

	Dynamic advertisement and PR activity
	31
	27
	32
	31


Table 1. Rate of companies taking different actions to improve competitiveness in percentage

(GKI 2002)

The general condition of small and medium enterprises in our country is not as favourable as it would come from the above mentioned. It is also a problem, that the type of the given information could be explained by the generational characteristics of the applied innovation process. It indicates that the innovation processes at the major part of Hungarian SMEs are first or second generational (they are started by R&D and concentrate on technology improvements and they are reactions to market demands). Those who undertake this type of innovations are mainly necessity enterprises, which were outsourced from companies wrestling with difficulties and they got their technology from their “parent company”, which also take the biggest part of their capacities. Others, recognizing market demands on time, got the necessary technologies from companies closing or going bankrupt. A considerable part of theses companies know the market only partially, do not watch the newest scientific and technological explorations, do not know how to improve their products further and they do not care enough about the further improvement of their own capacities. But the above mentioned do not mean that there are no third generational innovation processes among the national small and medium enterprises (seeking for market demands and the integration of technological trends). Companies accomplishing this were founded with a base of special knowledge ab ovo. Many of them were established by people who had worked in scientific or generating fields earlier. Standing on more feet i.e. having two or three interesting but very often different branches of business, although a common base can always be found, is characteristic for these companies. The only problem is that there are not enough of them. As it can be seen from Table 2, the innovation activity of the national companies (either small, medium-sized or large enterprises) is far behind the one of the firms in the European Union both in the field of industry and services.

	Type of companies
	European Union
	Hungary

	
	Industry
	Service
	Industry
	Service

	Small enterprises   
	40
	36
	26
	15

	Medium-sized enterprises
	63
	54
	33
	24

	Large companies
	80
	69
	47
	39

	Total
	47
	44
	29
	17


Table 2. Rate of companies introducing innovation in percentage

About the competitiveness of local companies in short

Even today there are huge differences between the competitiveness of local and multinational companies in the region of Central- and Eastern Europe. As it turns out from the study of Deloitte & Touche, surveying the competitiveness of more than a hundred Polish, Czech, Slovakian, Slovenian and Hungarian large enterprises, the disadvantage in competition of local companies is considerable compared to multinationals operating in the same region. It is also confirmed by the fact that companies located in the region rarely buy up companies, moreover usually they are incorporated by the multinationals. Their advantage usually covers all areas, and it also appears on the list of winners of the Széchenyi plan: 60 per cent of the money distributed for investments to improve competitiveness was taken by large enterprises with foreign ownership in 2001.

The key factor of the lag is the higher - almost twice as much - productivity of international companies than those located in the region for example the Hungarian’s. In factories of the multinationals similar to the Audi’s subsidiary company in Győr the production per capita is more than 120 000 euro while the same in the countries of Central- and Eastern-Europe is average 67 000 euro. All together, the production performance by 19 per cent, the results reached in organizational and human resource questions by 17 per cent, the advancement of the supply chain by 14 per cent and the in the area of preparation for globalization by 13 per cent local companies fall behind multinational companies operating in the same region (Dóra 2005).

It is worth mentioning that not only local small and medium enterprises but also national governments are exposed to global transnational companies, which extort more and more considerable amount of supports and preferences in order to realize investments in one or another country. Taking all these into consideration statements regarding the outstanding efficiency of multinational companies must be reconsidered sooner or later. If companies do not have to pay taxes, they get business domicile free of charge, their workers are trained for nothing, they get support for their research and development activities, etc., it is not that hard to be effective and successful. So when evaluating the vulgar myths regarding the effectiveness and efficiency of large international companies we should not forget about the supports and preferences, which are exacted from national and local governments by them possessing a considerable dominance. When these preferences and supports are taken into consideration, the efficiency and success of global international enterprises can be viewed from a different aspect (Árva 2005).

Conclusions
Competitiveness is a fairly complex concept. It concerns business management processes, elements of organizational culture and macroeconomic factors at the same time. There is no one single indicator used to measure competitiveness (maybe its main reason is that even the concept of competitiveness cannot be defined in a uniform and adequate way), which is, additionally, very complicated to be measured. Although the growth rate of real GDP exceeds the EU average, it falls behind the other three countries of the Visegrad Four. The rate of inflation has stabilized on 5-7 percent for years, but it is two or three times bigger than that of the European Union comprising 25 member states. Concerning the productivity of the national companies, we precede the Visegrad Four showing up a 10 per cent improvement in the last five years, but we still attain only 70 per cent of the value calculated for the European Union. Business investments are a little bit higher than the EU average, after all Hungary falls behind the other countries except Poland. The value of the FDI indicator exceeds the average of the EU member states and the data of Poland, but falls behind the two Czechoslovakian successor states. 

Analyzing the competitiveness from the aspect of small and medium enterprises, the inquired companies are optimistic regarding the quality and price of the products, but they feel their sale networks and marketing activities need some improvement. Besides the expansion of tasks connected to marketing, the improvement of their innovational ability is also needed, since the innovational activity of the national small and medium enterprises falls behind the European Union. A national research pointed up that Hungarian firms, especially the small ones are unsatisfied with the economic environment of the innovations. In the sphere of SMEs a very important obstacle on the return of innovational expenditures is overtaxing and the unfair competition. At medium sized companies a serious problem is the weakness of the own development capacities. Company experts believe the lack of capital and the disadvantageous rate of return on R&D expenditures to be the most important obstacles of innovation. It is though obvious at the same time, that the long-term objectives of both the Hungarian innovational policies and the policies regarding national small and medium enterprises must be harmonized with the innovational perspectives of the EU. The starting point is that the European Union – in order to obtain/preserve world-economic competitiveness- wishes to build a knowledge-based society. The Barcelona Summit decided in March 2002 marking out the path of the accomplishment that the R&D expenditures of the member states should reach 3 per cent of the GDP by 2010. In order to achieve this, it recommended harmonized actions in the field of research and development to strengthen technology transfer, to encourage research mobility, to increase the numbers of research co-operations over the borders, to strengthen the relationship between the government and industry, etc. It also felt necessary to build an economic policy supporting innovation better than the existing system, to make research- and innovation-friendly rules of competition, to form a system for the protection of the modern intellectual property, to increase tax benefits for innovative small and medium enterprises and to raise the amount of state supports.

Local companies have disadvantages of competition against multinational companies. It is also revealed in the incorporation of the national companies by the multinationals or they just “simply” go bankrupt. One of its main reasons is thought to be the higher productivity of multinational companies against local small and medium enterprises. This is caused by, among others, the supports and preferences given to multinationals settled down in Hungary by the government, endangering the further operation of local companies. Experts believe that global transnational companies established through direct investments by foreigners can combine the economic resources more effectively than ever; therefore all of their efficiency indicators exceed the ones of the local SMEs. The later can only survive if they become part of the global international companies or at least they form strong contractor relationship with them. 

Summarizing the above mentioned it becomes clear that both the national economic policy and the Hungarian companies have many things to do in order to increase competitiveness, but to accomplish this, weaknesses have to be recognized and determinate steps have to be made in order to reach better results. 
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Abstract: The increasing importance of small and medium sized enterprises can be observed, and is also acknowledged by many studies dealing with the sector
. Small and medium sized enterprises play an important role in employment, they give a considerable part of the GDP, and besides these they have an outstanding importance in the field of innovation. The economic processes of globalisation and the advances in technology have changed the environment of the companies. Cooperation among firms can be an answer to the changing economic environment and to strengthening competition. The purpose of this paper is to highlight the new opportunities for small and medium sized enterprises founded by cooperation. 

Also this type of enterprises has to face the increasing competition and the continuously changing environment. Their competitiveness is influenced by many special factors originating from their sizes, for example the innovation and financial services, the training and the attitude formed in connection with the enterprise. Their success depends on whether they try to proceed by adjusting to the changed circumstances or they become victims.

The small and medium sized enterprises may answer to the changed conditions by corporate cooperation. Cooperation always got an important role in their lives earlier, cooperation with other owners and with the workers of institutions helping the operation of the companies. The change can be traced in the quality of the connection and in the personality of the people involved in the connection. Smaller companies get a more and more important role in the value chain of the products produced by large companies as a subassembly or the providers of other services.

The sector of SMEs is quite differentiated; there is no way to draw general conclusions examining any field. A large part of micro-enterprises employing only one person (i.e. himself) belong to this sector as well as the medium sized enterprises operating with many employees and can show considerable results in the field of innovation. 

	
	micro
	small
	medium
	SME
	large
	total

	Number of Enterprises

(1000)
	17 824
	1 261
	185
	19 270
	40
	19 310

	Employment

(1000)
	55 038
	24 275
	18 105
	97 417
	42 297
	139 714

	Persons employed by the enterprise
	3
	19
	98
	5
	1 052
	7

	Turnover per enterprise (1000 EUR)
	440
	3610
	25680
	890
	319020
	1550

	Value added/enterprise

(1000 EUR)
	120
	1180
	8860
	280
	126030
	540

	Value added/1 person employed(1000 EUR)
	40
	60
	90
	55
	120
	75


Table 1. The Importance of Small and Medium-Sized Enterprises in the European Union

(Observatory of European SMEs 2003/7)

According to the European Union legislation a company is regarded as a SME if the number of employees is less than 250 and other institute does not have dominant influence in it. The EU statistic does not take into account companies owned by the state and local government and agricultural companies. Definitions of most OECD countries harmonize with it.

	
	Micro enterprise
	Small enterprise
	Medium-sized enterprise

	Number of employees
	1-9
	10-49
	50-249

	Annual turnover and/or
	Less than 2 million EUR
	2-10 million EUR
	10-50 million EUR

	Balance sheet total
	Less than 2 million EUR
	2-10 million EUR
	10-43 million EUR


Table 2. The Definition of the Small and Medium-Sized Enterprise Sector in the European Union from 01. 01. 2005 

(EC 2002)

The importance of corporate cooperation

Corporate cooperation means the connection of independent companies or partners, which objective is to combine their resources and efforts in the value creation process. Corporate cooperation may be an answer given to the changed economic environment and the increasing competition. This possibility is open for the small and medium-sized enterprises as well. The continuous and quick change of their environment such as the technological improvement or the increasing competition set new requirements for companies. Therefore the accomplishment of new tasks and purposes makes the SMEs interested in the corporate cooperation. The next table illustrates this process:
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Figure 1. Tendencies due to cooperation
The achievement of the cooperation has several forms between the hierarchical and the market solutions. Such a solution is the joint venture, in which the partners divide the ownership rights and the managerial tasks. Another possible form of the cooperation is the franchise, the consortium, the association or the Japanese keiretsu. These show differences mainly in the field of the ownership or the management, and the durability and the content of the cooperation is also different. The network cooperation is more complex than the corporate integration, here a many-character and a direct connection emerges among the companies.

Grouping firms into systems of connection depends on many factors. The most determining factor is its range of activity but the technical efficiency or the available research and development potential are also important as well. Companies having different divisions of labour connections have to fulfil different requirements and their development can be supported by different ways.  

The low transaction cost makes the cooperation possible for low and medium sized enterprises, which arises from the fact that mutual trust is strong(er), therefore it supersedes several high cost processes (signing a contract).

According to Hoványi (Hoványi 2000), the driving forces of the world-wide technological and economic development are companies located on the two poles, i. e. they are based on the cooperation of the SMEs and the large companies. The cleverness, the existential commitment to keep up with the technological development and the flexibility of the micro-, small and medium enterprises twins in a narrower range of their activity with the capital intensiveness, capacity, international skills and the risk reducing ability of the slothful international mega companies are to be mentioned. 

The connection of the small and medium sized enterprises to the large companies can be successful if the process relies on some kind of an integrating institution or force. This function can be completed by networks or their special outward forms, the clusters. 

Cooperation between companies contributes to the improvement of competitiveness and efficiency. Besides this its main objectives can be the broadening of the product range, the achievement of the profitable size or the selling and the purchasing either in the field of infrastructural investments or during the talks with the public sphere. A further advantage can be the possibility of the information diffusion concerning market and technology. The horizontal connection of the small and medium-sized enterprises contributes to the development of the collective efficiency (Schmitz 1997), cooperation creates competitive advantage. Therefore the measure of the collective efficiency is determined by the appropriate infrastructure and the available public services, etc. (Berry 1997).

Nooteboom summarised the possible goals of collaboration along the efficiency, competences and positioning. 

	Efficiency
	Avoid overcapacity

	
	Economy of scale, scope or time

	
	Spread risk

	
	Combination or swap of products

	Competencies
	Complementary competences

	
	Variety of learning

	
	Flexibility of configuration

	Positioning
	Adjustment of products, technology or inputs to local market conditions

	
	Fast access to new markets of products inputs 

	
	The offer of a joint product package

	
	Attack a competitor in his home market


Figure 2. Possible goals of collaboration

(Nooteboom 2003)

All this goals are familiar from the literature. The goals embody the positive side of collaboration but next to this there are numerous drawbacks. Due to specialisation the company can increase its efficiency but it can realize loss because of the downsizing of capacities, knowledge and/or competencies. Companies may surrender capability that later turns out to be crucial and that rebuilding is expensive and time-consuming. Another problem can be the insistence on the partner. The relationship can be too durable and can be turn into social liability (Gabbay, Leenders 2002).

Types of corporate cooperation

Companies can have different type of relations with each other. We can make distinctions according to the distance or conditions of the companies in the relations. 

Network

We can witness the formation of networks in all fields of life, in the personal relationships as well as among the companies. These networks usually intertwine, behind the economy there is a dense known and power network (Barabási 2003). There is no accepted definition of networks, usually they are interpreted as a system of connections among companies, which is characterized by a lasting cooperation concerning many companies emerging the actors, which manifests in complicated interactions in order to reach a common goal (Kocsis 2000). Networks can take several different forms, they can serve different purposes and they are not concentrated geographically.

The connection between the members of the network can be formal or informal. In practice not one of the two types appears, but they are complementary (Dyker and his co-authors 2002). Informal networks are very important for the small and medium-ized enterprises; they use connections between organizations and persons nowadays.

The extended familiar, social, i.e. the informal networks are useful for the SME’s, but less suitable for reaching large companies. 

Kocsis has made the summarization of the driving forces of networking (Kocsis 2000):

· Profit maximalization, the final incentive of networking. The final incentive of every networking effort is profit maximalization, so behind any other motivation this incentive draws. 

· Saving of expenses, for which one source can be time sharing, that is the system based on time sharing, which works out, when more companies use the same capacity. Another important field of expense saving can be reached on the side of labour forces. 

· Searching for safety. The reaction to the quick change of the external environment is an important driving force of networking. A flexible network is able to quickly adjust to sudden changes of the business environment. 

· Advantages gained from competition. The strong competition of the external contactors are against the opportunist behavior of the own employees during the consideration. 

· Expansion of the resource barriers. Motivation of cooperation can be knowledge-sharing, knowledge creation or the division of the high R&D costs originating from the lean resources of the small and medium-sized enterprises. 

It is important to distinguish between different types of networks, such as vertical and horizontal relationships.

Vertical network

Vertical network consists of small and medium-sized enterprises organized round one or some large companies. Its most typical form is the supplier network. The vertical network bears certain elements of the corporate hierarchy. In this network all companies contribute to the production of the final product. One of the companies practices control over the final product, and this company coordinates the members of the network at the same time. Vertical connection may have several forms depending on how complex the connection is. 

Based on that Baldoni distinguishes four additional types considering the degree of technological and operational integration.

	
	low
	high

	high 
	Technological agreements
	Partnership

	low
	Market based traditional relationship
	JIT



Figure 3. Categories of vertical networks

(Baldoni 2001)

Traditional relations are characterised by low level of integration, both in operational and in strategic terms. Market relations are prevalent in this case. If the relation is based on Just in Time agreements where there is both operational integration and formal agreements, the suppliers and buyers can control the delivery of products from the point of view of the quality and the time of delivery.

In case of technological agreements the supplier participates in the development of the final products in strict cooperation with the final producer. The strategic integration is the key element of the relationship although the integration in the production (quality and product) is low. Partnership is characterised by high level of integration both in operational and in strategic terms. 

The most important benefits of the vertical networks are: 

· It offers direct or indirect access international markets 

· Partners stimulate the development of the company

· The possibility of leaning and access of information

· Easier access to financial resources

Horizontal cooperation

Another type of corporate networks is the horizontal corporate coordination when the partnership materializes among companies with the same position. In this case the objective is to gain common competitive advantages, such as advantages originating from the economies of scale or the bigger purchasing power.

The most important objectives of the SME cooperation can be grouped in four categories (Observatory of European SMEs 2003 No5.):

· Scarce resources. In literature this objective seems to be overemphasized. 

· Reduction of transaction costs. Through networking companies can reduce the costs of administration contracting annd that of legal advice. On the other hand thanks for the cooperation the contracting parties can reduce the risk associated with trading with unknown partners and purchased unknown products. 

· Access to markets. The main motivation of the cooperation among small and medium sized enterprises is that due to the shared infrastructure they are able to reach more effective new markets. The network enables the better harnessing of capacities in the field of production, marketing and R&D as well. 

· Learning and access to technology. The motivation of the cooperation among small and medium sized enterprises can be the obtaining of a desired technology or attaining new knowledge. 

To measure the advantages of cooperation is quite complicated because they go beyond a simple cost reduction. They have an outstanding importance in reducing the uncertainty generated by the quick change of the market. Obviously this effect is hard to be measured quantitatively.

Concerning the networks of SMEs there are two other confinable types worth mentioning. On one hand the dynamic, in time changing combinational networks (“virtual” enterprise), on the other hand the so-called hybrid forms, in which smaller and bigger companies are equally perceptible.

The ENSR Enterprise Survey 2003 ranked the reasons for enterprises cooperating with other SMEs according to the answers of their managers. The sample of the survey processes information from 19 European country and Switzerland.

	
	Micro enterprises
	Small enterprises
	Medium-sized enterprises

	1. ranked reason
	Access to new and larger markets
	Access to new and larger markets
	Reduced costs

	2. ranked reason
	Broader supply of products
	Additional production capacity
	Access to know-how and technology

	3. ranked reason
	Access to know-how and technology
	Reduced costs
	Access to new and larger markets

	Last ranked reason
	Access to capital
	Access to capital
	Access to capital


Table 3. Reasons for SME cooperation, percentage of European SMEs*

(ENSR Enterprise Survey 2003 No 5.)

*The survey includes only the cooperating companies. Several answers were allowed.

The table highlights the differences within the SME sector. The larger a company is, the more consideration it dedicates to cost reduction. 

In practice it is impossible to create such clear groups neither among the types of networks nor among the features and motivations. The majority of the business collaborations bear both types of networks’ characteristics. 

Cluster

A special contradiction is reflected, that while the globalizational processes seem to reduce the importance of distances, at the same time a reverse tendency can be observed, regionalism. We can say that globalization rather concentrates than disperses the economic activities (OECD 2000). The success and competitiveness of companies depends on their local environment. 

In general, cluster means the extensional concentration of companies and business partners belonging to a given industry/business branch, and the connecting institutions. (Lengyel-Deák 2002). According to Porter regional cluster is the geographical concentration based on the innovative connection-system of competing and cooperating companies of a given industry, connecting and supporting industries, financial institutions, service and cooperating infrastructural institutions (education, training, research), entrepreneurial associations (chambers, clubs).
According to Rosenfeld (2001) the cluster is a collecting conception; one efficient cause of the geographical concentration of economic activities is technology, which is an important criterion of the company’s productivity. The improvement of the technology is an innovational process, which contributes to the increasing role of extensity, the ‘clusterizing’.

Four main schools can be distinguished in interpretation of clustering (Observatory of European SMEs 2002/3):

· Industrial districts contain external economies, which relate to the achievement of effective production through extensive division of labour within networks of specialised small firms. The development of industrial districts is based on a number of social and cultural factors, which are territorially specific. The existence of mutual trust and ‘industrial atmosphere’ are necessary ingredients in the definition of industrial districts and these factors stimulate the development of incremental innovations in local firms.

· The Californian school analysed the growth of new industrial spaces emphasising vertical disintegration of production chains in a new era of ‘flexible accumulation’, which leads to agglomeration of firms to reduce inter-firm transaction costs and the formation of specialised local labour markets.

· Nordic School stresses that innovation is the basis for obtaining competitiveness for firms, regions and nations. Innovation is conceptualised as a complex and interactive learning process, emphasising the importance of co-operation and mutual trust that are further promoted by proximity. Learning is furthermore seen as mainly a localised process.

· According to Porter companies gain competitive strength in regional clusters because of a better access to specialised and experienced employees, suppliers, specialised information and public goods, and through the motivating force of local rivalry and demanding customers. It is the case of external economies strengthened by proximity.

The ‘real’ cluster, such as the network is organized by itself. The members of the cluster may enjoy besides the advantages described earlier smooth import substitution, the support of the local society and the exchange of knowledge connecting to the cooperation. 

Rosenfeld (2001) made an attempt to distinguish networks and clusters:

	Network
	Cluster

	access to specialized services at lower costs
	attract essential specialized services to a region

	restricted membership
	open “membership”

	based on contractual agreements
	based on social values that foster trust and encourage reciprocity

	easier for firms to engage in complex production
	generate demand for more firms with similar and related capabilities

	based on cooperation
	require both cooperation and competition

	common business goals
	collective visions


Figure 4. Comparing networks to clusters

(Rosenfeld 2001)

Between the size of the company and its mobility there is an inverse proportionality, for small and medium-sized enterprises the local market is more important. Clusters have an outstanding importance from the point of view of these companies, since the cluster is bulged in regionally, and it provides a higher level of stability for the SME’s connecting to the central company as a partner. On the contrary, multinational companies seek for global optimalization, i.e. they try to site their production where the required inputs are available on the most favorable terms. It may occur that the large company simply takes on its subsidiary companies, sewing up the suppliers working for it in case when they are not willing or not able to follow their customer.

A regional cluster provides more safety for supplier small and medium-sized enterprises than the network because of its social integration. 

Subcontracting

Every activity, which serves the production of components needed for the production of a final product or provides services for other companies, can be considered as subcontracting.

The subcontracting is a legal and economic relation between two actors, in which two elements appear simultaneously: substitution and subordination. Substitution means that the supplier takes over the technological and financial risk of the partner; subordination means that the supplier has to follow the partner’s instructions. (Pagnani 1989).

In my examinations I classify all the companies as suppliers, if a considerable part of its sales revenue is connected to large companies, or small and medium sized enterprises supplying for large companies.

The most typical relation occurs between SME’s and large companies, because the motivation for subcontracting is bigger in some activities for larger companies, while in others the smaller enterprises are better. Small and large companies do not compete with each other directly. Dynamic complementation takes place (Nooteboom 1994), smaller companies take aim market gaps, which could be exploited by the larger companies with less success.

The complementation between the different company sizes makes the bases for the establishment of vertical relations. In those fields where an incidental competition may emerge between large and small companies, there the importance of the cooperation among the smaller ones come to the fore. 

While earlier the subcontracting was a national, regional activity, today, thanks to the technology and multinational companies, it has an international aspect. 

Products, which require suppliers, are becoming more international and they are connected to virtual companies, rather than local enterprises, which require further competencies from the supplying company.

Subcontracting can take several different forms, just like any other corporate connection-systems. Some activities do not require strong cooperation from the partners, while others cannot be accomplished without it. Supplier relations also differ in the complexity of the goals; some activities are simple and standardized, with a simple, while other goals could be achieved with a complex coordination.
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Figure 5. Taxonomy of sub-contractors

(Christensen 1999)

Small and medium-sized enterprises can play various roles in vertical networks. Christensen (1999) grouped the possible roles according to the degree of coordination needed and task complexity in the integration. Three main types are distinguished: 

In case of standard sub-contracting the supplier invests in specialisation of standard components, to which the final products have to comply. It that type, the product and task standardisation has a high level and accordingly a low interactive complexity and a low adaptation to individual customer needs. 

The group of traditional sub-contractors comprise two types of sub-contractors. Capacity suppliers’ role is to ensure the optimal capacity of their costumers. They act as buffers and cost efficient suppliers. This type of sub-contracting needs the close proximity of the partners. Since their customers have the same capacity and skills, the most important competitor can be actually the customer. 

The group of traditional sub-contractors also comprise the specialised suppliers. The competitive situation of this group differs from the capacity suppliers, because they are characterised by co-specialised competence of the customer. Information exchange and coordination is relatively simple in both types of traditional sub-contractors. 

The third type of supplier is the strategic development sub-contractor. Within this group we can distinguish two further types. One group represents those sub-contractors, which deliver strategic, but not exclusive value to the contractor. This type of supplier has specialised technological capability, able to provide specialised after sales service, acts as a coordinating system supplier and also has the ability to take part in the product development of the contractor. Therefore the exit costs are high, but not in a balanced way.

In the case of partnership based relationship a strong mutual dependency exists caused by the complexity of the relationship and the high investments needed. Capabilities or business opportunities are interwoven; the sub-contractor is often highly involved in R&D. 

Conclusions
The development of informational technology, the internationalization and the accelerated globalization draw the attention to the new possibilities of the small and medium sized enterprises. On the other hand these processes mean considerable challenges for the companies. The accommodation and the retention of competitiveness are strategic questions for the European Union, since these companies are the key actors of the European economy. This is the reason why the motivation for cooperation and the utilization of advantages originating from it has got emphasis. 
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Abstract: The paper addresses the issue of mobility of business knowledge. Capital is largely regarded as a mobile factor, while labour as one whose mobility is greatly limited. Business knowledge is usually divided into two groups: tacit and explicit knowledge. Interestingly enough the duality can be observed in case of its mobility as well, because explicit business knowledge is found to be a mobile factor, while the mobility of tacit knowledge is more like that one of labour. This duality has great effects on the investment strategy of transnational corporations as well.

1. Introduction

The investment strategy of transnational corporations (TNCs) is often driven by the continuous search for better quality, and/or cheaper inputs. The presence or lack of certain inputs in certain regions can motivate TNCs to get access to them through foreign direct investment, a method we call indirect, because it does not bring the resources to the company (a direct method), but rather it brings the company to the resources.

One of the inputs companies are looking for is business knowledge. We define business knowledge as action-related skills, and codified messages that contribute to the effective combination of inputs. Most authors break down knowledge into two main categories: into a tacit and an explicit one. This paper takes a dual approach in the analysis of foreign direct investment:

· we assume that foreign direct investment can be motivated by the scarcity, or abundance of business knowledge in certain regions;

· and it is also assumed that the mobility of business knowledge may at least partly explain the decisions made over choosing a direct or indirect way of acquiring it.

The core of the paper addresses the problem of mobility of business knowledge. First of all it argues that the duality of knowledge (tacit and explicit form) affects its mobility as well. Explicit knowledge is partly separated from the human dimensions, and many of its characteristics therefore make it similar to capital, a mobile factor. Tacit knowledge however cannot be separated from its owner – individuals. This fact makes it more similar to labour, a factor that has several mobility limitations.

Apart from the similarities drawn between the different forms of business knowledge, and traditional factors of production, mobility, or, better put, the lack of mobility is also explained by the presence of so called innovation systems. Innovation systems offer a special atmosphere for the creation and sharing of knowledge. The best qualified people are educated in such innovation systems, and they hesitate to leave them, because the system helps them to get access to knowledge they can use during their professional career. In other words the creation of tacit business knowledge is highly concentrated, and it does not spread out either (through mobility), because it can be used much more effectively within the system. The very fact of interaction between the creation and use of knowledge makes these innovation systems so powerful.

If companies want to get access to tacit business knowledge, they can be forced to choose the indirect way, and acquire it through foreign direct investment. By doing it, they not only will establish a new corporation but will also became a part of an informal network of the innovation system.

2. Foreign direct investments and the mobility of factors

Foreign direct investments (FDI) have been the driving force behind the economic development of many developing countries. Still, much of the invested capital has flown towards the three most developed regions (UNCTAD 2004). There are many theories addressing the reasons of capital flows, however they can be categorised into three main groups:

1. Into the first group fall those theories that explain FDI with the securing of certain advantages. They analyse the endowments of the country of destination, and try to identify elements that may explain the investment. Such element can be the presence of some scarce factors, favourable input prices, or market conditions. The argument of this paper can also be referred into this group.

2. The second group of theories is related to the use of existing competitive advantages. They do not address the issues concerning the creation of such advantages and only deal with the challenges arising when a company already has an edge over its competitors.

3. Finally, into the third group fall the theories that explain FDI with the TNCs attempt to avoid certain disadvantages. They are much the same as the ones in the first group, but this time the characteristics of the emissive country are analysed (Szentes 1999: 456-478).

The above typology suggests that FDI is often determined by the scarcity of resources in a region. If an input is not locally available, companies have three options: 1) substitute the input with another; 2) import it directly from other regions; or 3) choose the indirect way, and get access to it through FDI. If the first option is excluded, the decision will depend on the mobility of the given factor. It is generally accepted that capital is the factor that is most mobile, land is immobile, and labour is somewhere in between the two.

Among these classical factors business knowledge is not listed. The restricted size of the paper does not make it possible to argue for or against the inclusion of business knowledge, so here we will assume that business knowledge is an important input of the company, and strategies concerning its acquisition do not differ from those of the other factors. If this assumption is taken into consideration, then the decision again will depend on the mobility of business knowledge.

This paper adopts a comparative approach in the analyses of mobility of business knowledge. Comparing its characteristics to those of capital and labour, we can find the elements determining its mobility. Figure 1. shows us a theoretical rank of factors in terms of their mobility. Knowledge related to labour is tacit knowledge, while that related to capital is explicit knowledge. The distinction between the two forms of knowledge was introduced by Michael Polányi (1966), and later on adopted by most authors researching knowledge management issues. The knowledge of every person is made up of two spheres: one that is related to facts and arguments (explicit); and another much deeper and complex one that comprises beliefs, feelings, experience etc (tacit). Although the latter is more important, often only the first can be shared with others. The reason for that is that only explicit knowledge is separated from individuals, in other words only explicit knowledge is available in a form that anyone can have access to.




Figure 1. Mobility of factors

The similarities with labour and capital are apparent. Just as the labour force cannot be separated from individuals, tacit knowledge cannot be either, and, on the other hand, capital and explicit knowledge can flow easily from one individual to another. This is the reason why first the characteristics of the labour, and capital flow is examined.

2.1. Capital. 

The dynamic growth of capital flows among regions is both explained by instrumental and institutional conditions. I call instrumental the conditions that are directly related to the given factor. Such an instrumental condition is the fact that the owner and the user of capital can be separated. Capital can easily find its way to those who are willing to invest it – domestically or internationally. Another instrumental condition is that capital is more or less independent from the variants of the environment. When investment options are examined the only relevant factors considered are the risk and the expected profit. No regional characteristics can really get among the important factors considered.

However, risk is something that might vary from region to region. So there might be regions that are excluded from the options of good investment destinations because of intolerably high risks. Institutional conditions of capital movement are the one that guarantee that the risk of investment is within a tolerable range in most parts of the world. Such institutional conditions are – amongst others – the international agreements guaranteeing the rights of investors, the convertibility of currencies or other legislative guarantees taken in most developing countries of the world.

2.2. Labour

The international flow of labour has its instrumental and institutional conditions as well. First of all, the owner and user of labour is the same individual – they cannot be separated. Therefore labour not only has to be available in abundance in a region, but the owner of the labour has to be willing to use it as well, or if the demand is stronger in other regions, has to be willing to move it across borders. That is a significant limitation to the flow of labour, because many people do not like to move at all. Besides, the use of labour is largely dependent on the variants of the environments. The language can be different, also the tempo, the intensity, the timing of work. Finally, another instrumental condition of labour flow is the difficulty related to the mobilisation of individual assets and properties.

Despite these difficulties, many choose to try and find a job in a different country. They are not limited by the instrumental conditions, however they most often are by institutional ones. Countries defend their domestic labour market with many administrative regulations. Usually only a limited number of foreign employees are allowed to legally apply for a job, no wonder labour is much less mobile than capital.

2.3. Business knowledge

As suggested above, the instrumental and institutional characteristics of capital and labour flows can be used to explain the mobility of business knowledge as well. As Figure 1. shows explicit business knowledge is closest to capital as regards to its mobility characteristics, yet it is less mobile. Although explicit knowledge can be separated from individuals, it is not independent from environmental variables. Knowledge is only valuable if it is understood, so it can only be used in an environment where adequately qualified people are available who are able to interpret it. But institutional conditions are even more restricting. Capital markets are well developed and solutions are available to all parties at calculable prices. Such markets of explicit business knowledge do not exist. Owners of knowledge often fear that their property can be copied illegally, so they hesitate to offer it on the market. On certain fields the markets of knowledge work well (licensing in pharmaceutical or chemical industry, franchising in certain areas of services), but these areas are very limited. In most cases prices are difficult to foresee, and this leads to a general mistrust towards the commercial exchange of knowledge. Thus explicit business knowledge can be mobile (due to its instrumental characteristics), but it is by far not as frequently transferred over borders as capital is.

Tacit business knowledge on the other hand is more like labour. It cannot be separated from its owner, and so if its owner is not willing, or not allowed to move to another country, it will not become mobile. But tacit business knowledge is also different from labour. One of the main problems with the flow of labour is the differences in language and lifestyles. Tacit knowledge however is typically carried by individuals who are well educated, speak foreign languages and can flexibly adjust themselves to changing conditions. They are also much less restricted by legislative and administrative restraints. Most countries will happily be willing to admit highly qualified employees, because they know that it makes a country more powerful.

If neither the instrumental, nor the institutional conditions restrict the free flow of tacit business knowledge, then what is the reason behind its limited mobility? The limited mobility is explained by the special atmosphere of innovation systems.

3. Mobility of tacit knowledge and innovation systems

The idea of innovation systems was introduced by Freeman (1987), and developed further by Lundvall (1993), and Nelson (1993). They imagined systems that integrated the whole economy of a country. Innovation systems are characterised by intensive formal and informal links among companies, government agencies, universities, R&D institutions, financial banks, organisations of different sectors etc. Later, the idea of regional innovation systems was developed (Cooke 1997). A significant characteristic of the latter is that it is highly specified. Companies and other organisations involved in cooperation within the framework of a regional innovation system belong to the same sector of the industry. Therefore the knowledge needed by the companies of the regional innovation system is also specified, specific to the given sector of the economy. Companies that are connected to innovation systems have a competitive edge over others, because they have access to the best qualified people. 

Specialised innovation systems have great effects on the mobility of tacit business knowledge. Just as companies, employees also benefit from regional innovation systems. Their benefits can be sorted into two groups: benefits during education, and benefits while sharing knowledge. 

As Arrow (1962) pointed out in his paper on learning by doing, the efficiency of education can be much higher if students are not only given a strong theoretical background, but they also have the chance to try out the newly learnt material in practice. In an innovation system, where schools and universities engage in intensive relationships with companies, students have an excellent chance to learn by doing things. When graduated, these students posses much valuable knowledge than those who did not have the chance to learn by doing. This is why the highly qualified workforce is often concentrated in small regions.

One might think that once these students have graduated, they will move to other regions in search of better jobs. Surprisingly however, they often want to get a job within the innovation system. This is because they have actually realised that the sharing of knowledge is much easier in such a system, than outside it. Most employees nowadays cannot stop learning once they left the academia. Most industries are changing very rapidly, and employees are often faced with new situations. When an employee is faced with a new problem, he can either try to find a solution on his own, or alternatively he can ask others to help. The second option is much less time consuming, so it is a much more efficient way of getting things done. But it cannot be applied all the time, mainly for two reasons.

First, the people who posses the knowledge that can help have to be found, and secondly, somehow they have to be persuaded to help. In an innovation system it is not so difficult to find knowledgeable people. Companies have strong formal relationships with many other organisations, and the employees also have many informal relationships they formed during their life. The help of these people however is nothing like a market transaction. They are not paid, are not offered anything specific in exchange. If they will help, that is based on mutual trust. People help each other not because they want something specific in exchange, but because they know that if they need help, others will help as well. Mutual trust is a phenomenon that cannot be explained, however we know that it can only be sustained within a group if the members of the group are in a direct contact with each other. So if someone leaves the innovation system, he loses the direct contact with those who might help. This is why tacit business knowledge is not a mobile factor. It can work more efficiently in concentrated systems of innovation.

If companies want to get access to tacit business knowledge, they can be forced to choose the indirect way, and acquire it through foreign direct investment. By doing it, they not only will establish a new corporation, but they will also became a part of an informal network of the innovation system.
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Abstract: Different models of territorial and economic management are available in the world practice of foreign external activity. Among such complex formations there are economic constructions known as the ‘free economic zones’ (hereinafter referred to as the FEZ). FEZ as the integral territorial formations could be considered both distant and modern. The system of preferences for the investors is an important stimulator of the FEZ development, since the investors before vesting capital usually examine with concern the preference conditions granted to them. The aim of this paper to summarize the most relevant characteristics of economic free zones in Europe. The question is how free economic zones could help in economic development.

1. Introduction

Different models of territorial and economic management are available in the world practice of foreign external activity. Among such complex formations there are economic constructions known as the ‘free economic zones’ (hereinafter referred to as the FEZ). The above free economic zones are called the ‘islands’ or the world economy ‘windows’, through which the foreign investments, technologies and managing experience are introduced into a number of regions and countries. In addition, many economists consider FEZ a prototype of a new policy of the "open doors", which are broken open before the world economy. FEZ as the integral territorial formations could be considered both distant and modern (Makogon J.V-Ljasenko V.I.-Kravcsenko A.V 2004).

Even in ancient countries – Phoenicia, Egypt and China – FEZ were used to develop the external trade. In those times the above zones existed in a form of free ports and harbors. Carthagin has become in 814 B.C. a first free port. Free economic zones originate from the 12th Century. History has preserved the relics of FEZ predecessors at the Polovets land too. These zones lied along the Western Dvina river with, according to chronicles, the ‘silver banks and golden bottom’. This great river was in the early Middle Ages one of the most significant trade routes that connected Arab Caliphate and Chazar Land with Eastern Slav and Scandinavian world (Makogon J.V-Ljasenko V.I.-Kravcsenko A.V 2004), (Поляков С., Амоша О., Біренберг Б. 1996), (Szivacsenko I.J.-Kuharszka N.O.-Levickij M.A. 2002).

The Kyoto Convention states that ‘the free economic zone (or the ‘franco zone’) is a part of the territory of the country where the goods are treated as the objects beyond the limits of the national customs territory and, therefore, are not subjected to common customs control and taxation’. In other words, it is the territory, where the principle of ‘taxation extraterritoriality’ is obeyed. Thinking over the above FEZ definition, Prof. K.A. Semenov noted: ‘It is obvious from this definition that the freedom of a separated part of the state area is not absolute but relative. This territory is free only in the sense that the imported goods are exempted from the customs duties, import taxes and from the other types of import control, which, according to the customs legislation of the country, are applied with respect to the goods being imported to the other territories of this country’. This means that the goods imported to FEZ from abroad should not be declared as those imported to the territory of receiving country. However, at the same time, the law does not exempt goods owners and investors from the current economic legal order, but only mitigate it. 

If one wants to make the above statement more specific, the ‘Large Economic Dictionary’ should be used that defines FEZ as the limited part of the national state territory where specific preferential economic conditions (customs, lease, taxation, visa and labor regime preferences etc) are applied with respect to the foreign and national entrepreneurs, establishing, thus, the conditions for the development of the industry and foreign capital investment.

The above definition not only indicates the specific preferential economic conditions for the foreign and domestic entrepreneurs, but also specifies the most important FEZ preferences. However, such definition does not reflect fully the essence of the mechanism of FEZ functioning management. 

Some economists define FEZ as the instrument of selective reduction of the scale of the state interruption into the economic processes. The above statement includes a wide spectrum of different institutional phenomena related to the preferential economical regime. And, therefore, FEZ is defined not as the geographic territory, but as the part of the national economic area where a certain system of preferences and stimuli not used in its other parts is applied. Free economic zones, in our opinion, are the part of the national economic area, where the local and foreign entrepreneurs are granted such a system of preferences and stimuli, which, based on the novel technologies, allows high-priority branches of economy to be created being capable of providing the production of high-quality commodity products and successful development of social and economical life of the basic regions. In this case the business life of the zone is regulated, in part, by the market relations, and, in part, by the state regulative role.

This definition simply and clearly reflects the place, conditions, targets and mechanism of FEZ management, discloses the essence and purpose of the main and most perfect FEZ types that use novel technology and produce export goods. Such zones combine both production and sales of finished products. The currency earned there becomes a source of expanded reproduction, working places increase and strengthening of the economical potential of the region of FEZ functioning (Szivacsenko I.J.-Kuharszka N.O.-Levickij M.A. 2002), (Tóth 1998). The above definition of FEZ reflects a multilateral character of these economic structures.

1. Goals, tasks, and preconditions of FEZ creation

Countries that create FEZ may set different problems. Some of these countries use the above zones as an integration economic mechanism, others do that with the aim of attracting foreign technologies. For instance, Great Britain beginning from 1981 started creating free airports (in Liverpool, Birmingham, Cardiff, Southampton, Prestrich and Belfast) in order to expand employment capabilities and attract the activity capable of activation of economic conjuncture on the national level. The post-socialist countries use FEZ to test the elements of market economy mechanism. In the USA, in accordance with the 1934 Law, free zones were aimed to assist and favor foreign trade by exempting the foreign goods from import duties. 

As is seen, even a few examples are sufficient to illustrate the different goals of FEZ creation. However, despite the above differences, these goals have a certain common character, within the framework of which one may distinguish economic, social, scientific and technical goals.

Economic goals:

· deeper inclusion of the national market into the world economic system;

· attraction of foreign and domestic investments for the development of highly payable production;

· use of advantages of international division of labor for the expansion of export production;

· increase of the currency receipts to the budget of the country.

Social goals:

· complex development of economically undeveloped regions;

· increase of the number of working places and provision of employment of population;

· education and training of qualified national workers, engineer, economic and managing personnel;

· saturation of the national market by high-quality goods.

Scientific and technical goals:

· use of the novel foreign and domestic technologies;

· implementation of new forms of management;

· attraction of experience and scientific achievements of engineering and technical centers;

· increase of the efficiency of utilized production capabilities, infrastructure and conversion complexes (Makogon J.V-Ljasenko V.I.-Kravcsenko A.V. 2004), (Szivacsenko I.J.-Kuharszka N.O.-Levickij M.A. 2002).

All the aforementioned as well as other goals of FEZ organization may be realized provided the availability of a system of conditions created for the foreign investors by the country-recipient. Let us mention the most important conditions for normal functioning of FEZ:

· political stability inside the country forms generally favorable investment climate. This, as practice has shown, appears to be crucial in attracting foreign investments;

· availability of a well-developed legislative basis that ensures rights and stimulates activity of the foreign and domestic investors;

· availability of developed infrastructure (both production and commercial);

· natural geographic environment is an extremely important condition;

· favorable economic conjuncture is an attractive force for any investor.

The system of preferences for the investors is an important stimulator of the FEZ development, since investors before vesting capital usually examine through considering the preference conditions granted to them. Any country or any region determines its own set of preferences when creating FEZ. In this case, as practice shows, the system of preferences set in FEZ is to a great extent individual and is related to the programs and projects realized on its territory. However, four principal groups of preferences are distinguished in literature:

· Fiscal preferences, which stimulate the development of certain kinds of business. They are applicable to the income taxes, profit taxes, property taxes and to the tax rate level. They cover the issues of permanent or provisional exemption of entrepreneurs from taxation.
· Financial preferences in a form of establishment of low prices for the use of lands, production premises, infrastructure objects, public utilities. Financial preferences include also different kinds of budget subventions and preferential state credits.

· Administrative preferences are usually granted by the FEZ administration in order to simplify the procedures of enterprise registration, foreign citizens entrance/exit and the provision of different services. The simplicity of administrative procedures is always positively appreciated by investors and sometimes is decisive in attracting the foreign capital into the zone.

· Foreign trade preferences are mainly related to the introduction of the simplified order of foreign trade operations as well as to the reduction and abolishment of export and import duties (Szivacsenko I.J.-Kuharszka N.O.-Levickij M.A. 2002), (www.chinaunique.com/business/sez.htm).

As the world practice shows, all the above preferences could be applied in different combinations, however they are not always a decisive stimulus for the foreign capital attraction.

2. Methods and instruments used in free enterprising zones

It should be noted that the enterprising zone is not a separate island or a detached territory of the state or region not only in the territorial aspect but also in the economic one. It would be incorrect to refuse to support the development and strengthening of economic relationships outside the zone while assisting their development and strengthening inside the zone. On the contrary, during the period of validity of the zone status together with the creation of a system network of inner relations, this should be used in order to renew and strengthen the external relations. In the concepts developed up to date, the specialists, in general, failed to answer quite deeply and reasonably a number of important questions, namely:

· what should be particularly done in the course of development;

· what is the reasonable sequence of actions;

· which projects should be implemented first and which financing sources should be attracted;

· how frequently the analysis of the situation and the adoption of possible and necessary steps should be done and how is expedient the introduction of new tactic or strategic elements;

· how should the development of a zone (this question is completely open up to date) be organized. (Makogon J.V-Ljasenko V.I.-Kravcsenko A.V 2004), (Tóth 1998), (Шеховцов А. 2000).
The analysis of the origin and creation of the enterprising zones (industrial regions) in Europe is very interesting. These zones were created for different reasons in different, sometimes controversial circumstances. A good example for that are characteristics of the principal features of European zones:

2.1. Italy

The first important element of the model of the Northeast and Central part of Italy is an environmental factor that is the starting point of industrialization process. Surroundings have a dense network of roads, rather well developed infrastructure is available and the access to services is provided. The family farms dominate in the agricultural sector. Large population maintains good relations with urban inhabitants. The preconditions for the development are available in such environment, of course, provided the existence of other stimulating factors. What specific factors have stipulated the changes in this region? We may speak about three matter-of course factors:

· General process of formation of employment structure in Italian agriculture that has influenced the territories of both Northeast Italy and Central Italy.

· Enormous development of transport and conveyance that allows absolutely new relations to be established within the relevant territory between the countries and the whole world.

· In the conditions of increasing demand for industrial goods the most developed industrial systems become less and less flexible, more rigid and uncontrolled, opening, thus, the way for the development of the industrial systems (structures) of new type.

In many cases the changes began with that the enterprises from distant regions provided the possibility for employees to work at home. There are also such regions, where industrialization has come from the adjacent lands. New enterprises, development projects and their initial expansion were financed first and foremost directly from the entrepreneurs' assets. In their own strategy of capital investment they staked on not large investment objects but abided by the principle of a series of small sequential steps. For this industrialization type is peculiar that the enterprises are in more convenient situation from the viewpoint of the salary and conflict demands. Since the entrepreneurs keep on working in the initial environment, new workers engaged in the industry are in more favorable situation than those forced to move to work to the distant places. 

Both the matter and technology of the industrial activity indicate a close relationship of aforementioned specific features of the Northeast and Central Italy model. New industry demonstrates interest to such branches, technologies and products, for which the small size of the enterprise is not irreducible shortcoming. Taking into account all the above mentioned and answering a question that available markets, raw materials and/or other factors have begun a driving force of industrial development, one should note that in the above model the crucial role belongs to other factors even given some exclusions related to different lands and products. This model has become successful due to the fact that it gave possibility to attract all strengths and reserves (even the most decent) of the previously achieved level of development for the modern industrial progress.

At the initial phase of industrialization, when low level of employment was typical for the environment, sucking entrepreneurs had large offer of the working force with modest demands. On the other hand, authorities and public opinion demonstrated their respect to those entrepreneurs, which created new working places and, thus, were somehow gracious to them, in particular, in the issues related to the compliance with the taxation discipline. Besides, it is difficult to imagine that at this stage such enterprises are being created, which at the first onset are capable of surviving in competitive struggle with virile economic subjects both from the technical and organizational viewpoints. At the development phase the working force offer became less pronounced, the demands became higher, while the public control became more severe. 

At this stage of development the Northeast and Central Italy model has reached high level of progress both with respect to the matter and organization by operating two very fortunate means. One of these means is incorporation of small enterprises into the integrated system, while the second one is specialization on the high-quality goods manufactured in small-series production (Horváth (ed.) 1997), (Palánkai 1999), (Probáld 1998), (Поляков С., Амоша О., Біренберг Б. 1996.)

2.2. Denmark: Western Jutland 

A closely integrated industrial system of small and medium enterprises in rural area and in small towns was formed in Western Jutland. In order to preserve political and economical independence of the territory – as the indication of the attachment to the strong tradition – the integration way has been chosen. Within the framework of this economic association the process of acquirement of the inputs necessary for the production and realization of the products takes place consistently. The flexibility is ensured by a high level of innovation ensured by means of realization of novelties and ideas, whereas business-hatchers and technical information centers provide the enterprises with assistance.

2.3. Ireland: Limerick–Shannon

In Limerick–Shannon, the Central-Northern part of Ireland, there existed a lack of a number of prerequisites for independent and innovative development of this region. The process of the development was started first by the domestic and foreign enterprises established here around the international airport and close to the free enterprising zone created in its vicinity and due to a considerable financial support from the state and EU. The development of the economy has demanded the creation of the university and then the establishment of the technological park. The fact that the state has played an important role in the formation of this zone was illustrated first by the establishment of the university and creation of the park. Creation of the agency in charge of the development of the region as a whole could be called the second sign (Tóth 1998).

One may attribute the realization of the enterprise development policy in accordance with the principle of decentralization and regional set to the principal task of the agency and its basic activity. The most important elements of this policy are briefly listed below:

· development of local infrastructure, implementation and integration of the industrial projects;

· organization of local supply network and its functioning; 

· establishment and support of a system of relations between the universities and entrepreneurs .

High-degree cooperation of entrepreneurs, in some places – industrially experimental cooperation, originated first of all due to the created dense network of local relations, which dominantly has appeared on the basis of very frequent and intense information exchange, and further just this will be a guarantee of competitiveness of the region and types of activity developed there.

Taking into account all stated above, it becomes absolutely clear that no unique scheme exists, which may completely warrant the miraculous ‘recipe’ of the organization and formation of an effective enterprising zone. At the same time there are such specific features inherent not only in the Hungarian zone, but also in the European, zones, which must be in any case regarded. Table 1 illustrates them in a generalized form (probably, not in a full amount):

	CHARACTERISTIC
	DESCRIPTION

	LOCALITIES
	( territories of small towns and villages

	ENTERPRISES 
	( integration of enterprises into a network: trade, production, sales;

( strong interregional relations over economy sectors and specialties;

( establishment of close cooperation relations between the regions;

( flexible production structure (technology) that makes possible fast implementation of innovations;

( organization of joint services;

( high entrepreneur activity;

( good relations between the employers and the employees 

	WORK FORCE
	( flexibility of working places and functional duties within the limits of the zone; 

( high level of traditional training of specialists (skills);

( systematic increase of qualification; 

( distribution of halftime employment;

( diligence, industry and perception of their own mission; 

( respectively stimulating (high) level of salary and bonus payments; 

	INFRASTRUCTURE
	( well-developed transport infrastructure; 

( high level of public infrastructure; 

( comprehensive logistics services

	LOCAL AUTHORITIES
	( independent solutions of economic issues;

( wide spectrum of cooperation with entrepreneurs, support of their activity; 

( fast, correct and high-quality solution of issues;

( participation in joint service rendering

	CULTURE
	( strong local public relations;

( local traditions, holidays, arrangements;

( strong medium class of population, slight public differences;

( high activity of civic organizations 

	EDUCATION 
	( high level of basic and secondary education;

( close cooperation between the enterprises and the educational institutions in the field of training of the specialists; 

( establishment of a close cooperation with higher educational institutions and research institutes in the area of increase of qualification and research 


Table 1. Features of free economic zones

(Tóth: Some considerations on enterprising zones and industrial parks. Proceedings of the Conference on the Zemplén Entrepreneurs' Days, April 24–26, 1998. Sátoraljaújhely)

Summary

When creating the enterprising zones, their initiators and developers estimate the time of zone validity to be, as a rule, about 10–15 years. This corresponds to the validity term of the preferences, which is the above zone directed to. Thus, future planning, development and further realization of moderately realistic long-term business program (business plan) are the mandatory conditions of achieving success. Here we deal with a number of unknown factors and, at the same time, even today a certain number of important issues do exist that affect the future of enterprising zones. Therefore, certain problems are of great importance related to the inclusion of the above inceptions and initiatives into the framework of the policy of the development of the country and regions and the provision of such a system of conditions (preferences) for the development and investment, which will affect favorably the development of the enterprises and capital investments. In addition, it is extremely important to solve the problem of the creation of necessary infrastructure and provide the relevant sources of financing for all the problems state above, to activate and harmonize local, business, domestic and foreign resources to be used for the above purposes (with the allowance made for the location of these projects in the near-border zone). One has also estimate the framework of the cross-border cooperation and related political and economic interests. Finally, it should be clarified how the enterprising zone problems could be integrated into the common programs of European Community, providing, thus, realization of currently acting projects after the inclusion of Hungary to EU.

The above mentioned series of the problems do not cover all the questions, which are worth both asking and answering. We deal with a wide area of activity both at the level of general enterprising zones environment and at the level of the separate prepared projects.
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Field of research: new institutionalism

Abstract: With respect to the European Union the determination of the role of the collective institutinal system seems to be particularly essential. Since a significant percentage of the acquis communautaire must compulsorily be carried out, or has high-priority over the legislation of the individual countries, the collective codification and assertion of law also seem to underpin the convincement of the institutionalists saying that the institutions of the union have a significant effect on the economic, social and other processes of the member states. The purpose of the paper is to provide an overview on the approach of the economics, on the basis of foreign specialist literature, surveys and articles. On the basis of social analysis levels defined by Oliver E. Williamson I systematize and attempt to demonstrate how deeply the representatives of the trend dealed social analysis and what the main fields of their analyses were. 

Introduction

At the time when the political economy was replaced by the neo-classical economy, the subject of examination in economics was also re-structured. The analysis of the societal changes was taken over by other social sciences first of all by sociology. However, the boundaries of this share of work appearing to be firm were brought into question by economics attempting to analyse the social changes economically. Economists created a conceptional toolbar, with the help of which they attempted to derive the economic institutes’ effect upon the activity of the participants of the economy from the economic formation of the costs and earnings. And, if the effect of the different social institutions upon the individual economic decisions becomes examinable by the usual means of the economic analysis, the institutions will be important for the economy as well (Gedeon 1997). 

The New Institutional Economics (NIE) can be derived from the excellent reviewers of the conventional ideas, which believed that the institutions are important from the point of view of the analysis or rather they are suitable for being analyzed. Its representatives wanted to interpret the origin and the change of the institutions on economic basis: the change of the old institutions and the generation of the new ones is to a significant extent brought about by the economic market forces (Mátyás 1999).

They study the interaction of the individual decisions and the institutional changes within a theoretical framework, which states questions referring to the macro society on the ground of the micro theory. Out of its representatives firstly I would like to mention 6 Nobel laureate scholars: Kenneth Arrow, Friedrich Hayek, Gunnar Myrdal, Herbert Simon, Ronald Coase és Douglass North. Path-breakers were the scholarly activities of Alfred Chandler on the field of business history, and the researches in the structural theory carried out mainly in Carnegie, where Richard Cyert and James March can be emphasized in addition to Simon. John R. Commons and Armen Alchian also assisted the study of the institutional economy by providing important thoughts. From the side of the law cogitative theoreticians can also be found especially in connection with the law of contract, for example Karl Llewellyn, Stewart Macaulay, Ion Fuller and Ian Macneil. The German Historical School also dealt with ideas related to this (Furubotn and Richter 1991) . 
1. Four levels of social analysis

The new institutional economy – emphasizes Williamson „unifies the aspect of the jurisprudence, the economics and the structural theory”. Williamson makes distinction between four levels of social analysis:


Figure 1. Levels of social analysis 

The continuous arrows connecting a higher level with a lower one indicate that the higher level sets limits to the level directly below it. The dashed arrows pointing backwards connecting the lower levels with the higher ones represent the feedback, the response.

In the progress of time the system becomes more and more complex. The NIE mainly deals with levels 2 and 3.
2. First level: embeddedness

The highest level is the level of social embeddedness, social ingrainedness. There are the norms, conventions, ethics, traditions and religion. The institutions on this level change very slowly, hundreds or thousands of years are needed for the change. This level is being analyzed by several historians dealing with economics and by other scholars dealing with society (Robert Leonardi, Raffaella Nanetti, Samuel Huntington, Victor Nee), and the literature about the culture (Paul Dimaggio) also deals with it to a large extent. The problems related to this are treated by Neil Smelser and Richárd Swedberg in the introduction of their book with the title ‘Handbook of Economic Sociology’, in which they state that ‘the concept of embeddedness still needs a lot of theoretical specification.’
Several contemplatives think that if we could get acquainted with the mechanisms, by which these informal institutions formed and can survive, and we also could understand them, it would assist the understanding of the slow change of the institutions at level 1 to a large extent. Oliver Williamson thinks that more out of the informal institutions mentioned form spontaneously – i.e. deliberate planning is only characteristic to them in a minimal measure. If these evolutional origins are already given, then they will be ‘adopted’, therefore they are characterised by a high measure of ‘stagnancy’ – some of them because they are functional (for example the conventions); and others because of the fact that they represent a symbolic value because of gatherings of followers of the true faith (Furubotn and Richter 1991). However, the majority of the institutional economists accept this level as it is, and acknowledge that the institutions formed this way have a long term influence thereupon, how a society controls itself.

3. Second level: institutional environment

The second level is the institutional environment. The structures here are partly results of evolutional processes, but here already appears the possibility of sense of purpose. If we overstep the level 1 type ‘informal limits (sanctions, taboos, conventions, traditions, etc.)’, we get to the ‘formal rules (constitutions, acts, proprietary rights)’ (North) (Erik Furubotn and Rudolf Richter, 1991). This gives way to the first-rank economy, the goal of which is to define and specify the formal laws of game. 

The executive-, legislative-, judicial-, and official functions of the government belong to the purposive instruments on the second level, as well as the assignation of the power between the different levels of governing (federalism). Its further important character is the determination and validation of the proprietary rights and the acts of the contractual laws. Although these are unquestionably important with respect to the productiveness of an efficient economy (Nathan Rosenberg, L. E. Birdzell, Ronald Coase, North, Paul Spiller), a progressive type, always accumulative change is hard to keep in check. Mass-dissatisfaction, civil war, (The glorious revolution –North and Barry Weingast), or the occupations after the second world war, suffered threats (meiji revolution), collapses (Eastern-Europe and the former Soviet Union), military putsch (Chile), or a financial crisis (New-Zeeland) – cause on occasions very significant breakage in the acclimatized forms. In such a case the rare opportunity for introducing reformations opens. Such ‘decisive moments’ count rather as exception, than regular. Our reaction to such opportunities often fails. And without such opportunities the larger modifications of the laws of game happen only once a decade or once a century. The European Union for example has already been ‘developed’ for fifty years, and is still in the early stages of its development (Furubotn and Richter 1991).

As I have mentioned, the proprietary rights can be put onto this level, and the researches related to its financial part were characteristic to the 1960’s. One of the central topic of the institutional economics is the property structure. A competitive market ensures the freedom of the private property and the contract. Under properties we understand everything, which brings profit, or causes satisfaction in the widest sense. However, in order to realize this satisfaction, the individual must possess the property. The value of the properties to be exchanged is determined by the measure of the faculties related to the properties, which will be effectively assigned. Accordingly, the explanation of the fact that the marketable value of two physically identical properties differs from each other lies in the fact that the rights for assets related to them are also different. 

There are several categories of the rights for assets, out of which the proprietary right is the most famous one.We make distinction between three main elements of the proprietary right:

1. the right to use the thing (usus)

2. right to collect the profits (usus fructus)

3. the right of disposal with the thing (abusus)

The last element is the most important component of the proprietary right, including the proprietor’s right to assign to others all of his or her property (for example by selling it) or a part of that (for example by letting it), at a mutually advantageous price. Since according to the principle „nemo plus iuris” no one is entitled to assign more rights than himself or herself is in possession of, the mean of exercising an influence on the existing proprietary structure is to control the measure of the barter and the conditions of the transaction.

The proprietary right is exclusive to the effect that it can only be restricted by persons being entitled by the rule of law (or the proprietor him-/herself). If private- or public proprietary rights are debilitated by restrictions, the expectations of the proprietor of the instrument concerning the use of the instrument will also change, therefore the value of the instrument building the ground of the proprietary right will change for the proprietor and for other people as well, and in consequence of all of this the terms of trade of the proprietary rights will also change. The restriction of the rights of the proprietor can be concerned with the modification of the form, content and place of the instrument, or with the transfer of the rights related to the instrument.

In his book ‘The Federal Communications’ Coase argues out that ‘a system of private contractors can not function properly, unless the proprietary rights are raised from financial resources. If so, then the person, who wants to employ a financial instrument, has to pay to the proprietor in order to get that. 

Both the chaos and the government cease, except for the legal system, which is needed to determine the rights and to take decisions in moot cases’ (Coase) (Furubotn and Richter 1991). As soon as the rights are determined and their assertion is also ensured the government stands aside. The market operates wonderfully. Williamson means that this compact affirmation illustrates both the fortes and the weakness of the literature handling with the rights.

· The forte of this theory is that it lays emphasis on the rights, which should be the normal case (Armen Alchian, Coase, Harold Demsetz).

· Its weakness is the unreasonable use of shifts. For example the affirmation saying that the legal system will eliminate the chaos by determining and asserting the rights assumes that the determination and assertion of such rights is easy (cost-free). It can not be stated concerning a lot of transactions.

Beyond the laws of game (property) the course of the game (contract) also needs to be taken into consideration. Here we get to the control of the contractual relations in the 1970’s (Furubotn and Richter 1991). And this leads us to level 3, where the institutions of control and lead are to be found. 

4. Third level: control, management

Although the property remains an important factor, the asserting legal system determining the acts of the perfectly working sales contract is not worked out yet. Since the cost-free juridical decree is only a fiction, the affairs of the contracts and the settlement of the discussions are mostly managed by the parties themselves – on the way of private decrees. The fact also emerged that they rather conform to more acts of contract (Clyde Summers, Ian Macneil), than to one universal act. On this level the control of the contractual relations becomes the centre of the analysis. John R. Commons had already earlier imagined the operation of this by stating the followings: ‘the final synthesis of the activity has to contain in itself the three theories such as conflict, mutualism and the disposal. And this synthesis is nothing else but the transaction.’ This not only results that the economy has to accept the theory saying that the transaction is the basic element of the analysis, but also that the control is an attempt to get skilled in the decrees thus damping the conflict and resulting a mutual profit for both of the parties.

In the standard neoclassical theory namely the contracts were realized by the auctioneer. Faceless economic subjects met on the market for a moment to exchange standardized wares at equilibrium price. The transactions were cost-free. In case of the new institutional school there are no faceless characters, but the identity of the characters is important, and emphasis will be laid on the study of the contract-related processes, it focuses its attention on the after-period of the contract as well.

Costs were given to the transactions as well. According to Coase the cost of the transaction is nothing else, but the ‘cost of the use of the price mechanism’, while Demsetz defined it as ‘the cost of the proprietary title’. Expanding the approaches we can say that under transactional costs we understand the losses of resource, which arise between individuals during preparation, realization, accomplishment, checking and closing of transactions.

The determination of its measure hits against significant difficulties:

· Wallis and North: wanted to enumerate the transactions costs of the American economy on the basis of the national invoices

· Demsetz made an attempt at the direct measure with the help of the costs of the financial market, on the basis of the difference of the purchase-, and the sales interest rate.

Although these approaches were without results, they unambiguously acknowledged that the measure of the transactions costs is determined by the organizational structure, and its sum is always positive. In an economy in which this sum becomes zero, the raison d'ętre of institutions like money, or the common regulation becomes queried. 

A perpetual problem related to the questions mentioned above is the vertical integration, which problem was brought up by Coase in 1937 in his article counting for classic with the title ‘The nature of the firm’. Out of this the fact turns out that any kind of question, which arise in relation to contracts or can be reworded can also be examined in a way, which is useful also from the point of view of the company’s conditions economizing on the transactions costs.

The possible reorganization of the transactions among the control structures is occasionally reconsidered; it might happen either annually or also once a decade, often at the time of novation of the contract or renewal of the instruments. 

5. Fourth level: Resource allocation, and employment

Such different structural analysis of the control must be separated from the level 4, on which level the neo-classicist analysis operates (Erik Furubotn and Rudolf Richter, 1991).

There are optimalizing instruments, often border analysis carried out, and the company characteristically manages productive tasks with this object. The prices and the production are more or less continuously adjusted. The followings are written in notes of former analyses: an evolutional level, at which the mechanisms of the brain shape (Steven Piner). The application of these ideas in the economics is just starting to reshape our conceptions about the human factor. 

Finally besides determining the social levels, Williamson focuses the attention on the question of innovation as well. In his opinion the essays on the structural innovations – compared to the technological innovations – were set aside to a large extent. The NIE attempts to compensate this fact. ‘Out of the innovations of the mankind the utilization of the organization in order to realize the objectives of the human belongs to the earliest and the greatest ones’ (Arrow). We must have respect for the penetrative importance of the technological innovation (Robert Fogel).

And due to the fact that these two operate together, a way must be found for the common handling of the structural innovations (Furubotn and Richter 1991). Although the modern institutionalism has plenty of procedures, the analyses have not resulted complete theory yet. 

Despite this the theory is suitable to solve a number of practical problems, since it wants to solve the problems of the economic factors in the way of contracts concluded within emancipated relations. This way the unreasoned governmental intervention can be avoided, and at the same time the market logic succeeds.
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Abstract: In order to explore the information needed for evaluating companies both factors affecting the value of a company and sources of information needed for this purpose have to be considered. The usual documents that are expected to be examined are the accounting documents (balance sheets, income statements, annual reports, cash flows, etc.). Several questions arise regarding the accuracy of figures provided in these documents and reflecting the past activity of the company, i.e. whether these figures are realisable enough to give a real overview of the value and performance of a company or whether to start the evaluation on the basis of financial data or whether to find out which subjective and hardly measurable factors affect the company value. This study provides criticism of the accounting information, the most popular evaluation methods and their criticism, non-quantitative factors determining company value (value drivers), and accentuated role of human factors (work force and organisation, loyalty, business relationships) in company evaluation.

Criticism of the accounting information

In the past few decades market evaluations of companies have become more and more independent from accounting data. Book values of companies do not play as important role in this process as they used to, they are usually lower than market value. The accounting approach greatly differs from the market one as the former is past-oriented and the company value is highly earnings- related. In the evaluation of the real value of a company it is not only its earnings-related abilities measured in money that should be taken into account. 

Several researchers highlight the distorting factors of accounting systems and the deficiencies of financial indicators taken from accounting documents:

· Ehrbar (2000) considers R+D expenditures to be costs that are to be met and lays stress on goodwill. According to him all expenses that contribute to the future income have to be capitalised.

· The Stern Steward&Co. Consultancy (2002) reported more than 120 potential distortions in the GAAP. With deficiencies in the internal accounting processes the number of corrections reached 160 cases. They divided the most important modifications into 8 groups: accounting of the R+D, strategic investments and acquisitions, recognition of the expenditures, depreciations, expenses spent on reorganisation and restructure, taxes and modifications in the balance sheets. On the basis of their experience they drew a conclusion and said that it is enough to make about 15 modifications in a company to get accurate values. While selecting the 15 most important modifications it is important to bear in mind the features of companies (Dorgai 2003).

· Black and his co-authors (2001) lay emphasis on differences in accounting statements issued for stakeholders, management and investors.

· Rappaport (2002) puts emphasis on the deficiencies in profit indicators, accounting returns on investments indicators (ROI) and accounting returns on equity indicators (ROE). The most serious problem is that these indicators do not count with capital requirements and time value of money. Drawbacks of these indicators are also examined by other researchers, among others Katits (2002), Dorgai (2003), Brealey-Myers (1999).

· Copeland-Koller-Murrin (1999) thinks that in the accounting approach it is the accounting profit of companies that counts. The shortcoming of this approach is that it does not consider the investments needed to create the profit and neglects timing. They suggest working out a refined accounting model. 

· According to Wimmer (2004) the most serious problem is that accounting gives only subsequent screening and does not contribute to the decision-making process at all. Information is aggregated on unsuitable structure. This information is not reliable enough to provide analysis of factors affecting the profit. Dorgai (2003) shares the same ideas.

The most popular valuation methods and their criticism

There are several evaluation methods, but some of them are given preferences. As all methods have more or less deficiencies, applying them without selection and criticism may result in serious problems. Different accounting systems in different countries apply different categories. So does Hungary. In some cases it is almost impossible to find the required data on the basis of the method used in the Hungarian accounting system either. Another problem is that these methods can usually be applied for evaluating large companies and not SMEs. They are not suitable for evaluation of SMEs in spite of all the efforts made in this respect.

Discounted cash flow

Discounted cash flow is the most popular evaluation method. According to this method the value of a company is the total earnings (in cash) that a company realises in its business activity during its operation in the long run. The value of a company is a discounted value of its cash flows expected in the future. 

Shortcomings of the discounted cash flow method: 

· It can only be applied successfully when a company operates in a stable environment and is in the maturity of its life cycle. Cash flows for the next year can be forecasted more or less exactly. In the introduction phase forecasting has no real basis.

· In a dynamic environment or in the period of launching a new branch of industry it is impossible to determine the potential revenue or the free cash flow. 

· Most companies make losses in their first year of operation, thus their cash flows are unfavourable.

· Due to deficiencies of stock exchange data it is difficult to determine the WACC.

Valuation with multiplication indicators

This type of valuation is based on comparison of company indicators. The most widely used indicators are Price/Earnings (P/E), Price/Sales (P/S), P/EBIT, P/EBITDA. In the case of listed companies these indicators are easy to get access to. As for values of companies not listed on the Stock Exchange, average indicators of listed companies and the ones operating in the same sectors are taken into account, as their indicators are easy to compute. 

Shortcomings of this method are as follows:

· Multiplication evaluation based on figures to be compared is not possible to make as the company starts its operation on a completely new business model and there are no companies with a similar profile on the market.

· This method can be applied on a developed capital market where there are a lot of companies the average indicators of which have been computed for a long time and can be used as multiplicators. 

Evaluation based on economic value added (EVA)

The Economic Value Added is Net Operating Profit Less Adjusted Taxes reduced by (Invested Capital*Cost of Capital). The main advantage of EVA is that it takes into account opportunity costs of capital. The main essence of this method is as follows: when a certain amount of capital is invested with a particular aim, we lose the returns we could have realised and invested in something else at the time of investment. The revenues exceeding the expenditures do not really meet the conditions of profitability, as a very important factor namely the fact that the cost of the invested capital has to meet the return objectives is not taken into account. 

It was the Stern Steward&Co. Consultancy that registered the EVA method. Both the Eva and the DCF methods have become main methods in monitoring the creation of shareholder value. EVA is a measure of the value a company has created during a particular period of time. This method provides similar results to the ones computed by DCF. The drawbacks of this method arise from accounting. 

It is worth studying another approach that deals with company valuation. A question arises: Whose interests should be taken into account when value is created? There are three theories related to this issue.

Shareholder value theory

The supporters of this theory think that it is enough to set an objective to maximise the shareholder value as this objective can be achieved through the interests of other stakeholders. The condition of this is to ensure long-term satisfaction of consumers, employees, suppliers and creditors. 
Stakeholder theory

In the centre of this theory lies a collective interest of all stakeholders. The satisfaction of shareholders is only a required condition. The main objective of a company is to reach the stakeholders’ goals. 

Double value creation

Chikán (2003) also deals with this theory. According to his theory of double value creation companies target double value creation. On the one hand, a company creates its consumers value by producing its own products and providing its own services (the product has to meet customer satisfaction and expectation), and on the other hand, it creates its shareholders value by selling its products and services. 

In spite of having different approaches to the same issues both theories have come to the conclusion that company value can be increased only if the interests of both shareholders and stakeholders are taken into account. 

Value drivers

It has been justified that when company value is determined, several factors have to be taken into consideration besides the potential revenue creating ability of a company. 

Besides current investments such factors as expected potential investments, cash flows and opportunities for growth also create values. A company can be valuable not only because it possesses assets which will produce free cash flow sooner or later, but because it can obtain them in the future as well (Damodaran 2001).

Juhász (2004) classified factors leading to differences between book value and market value into categories (see Figure 1). He takes book value as a starting point in determining company value. 

· The first category includes the replacement value of assets. He starts out from the supposition that obtaining the assets recorded in the balance sheet costs more than their book value is.

· The second category contains the assets that can be sold independently and are not shown in the accounting statements, but there is no doubt that they represent value for the company, for example: its own brand name, its secret manufacturing process. 

· The third category includes synergic effects of resource-combinations. This is the added value of a company, for example: management, employees, organisation and knowledge.


Source: Juhász (2004)

Figure 1. Factors leading to differences between book value and market value of a company

I would like to summarise factors determining the company value in Figure 2. I started out from the fact that a company does not exist in complete isolation. There are several elements in the environment that contribute to its operation. It is essential to focus not only on factors closely related to the company operation, but on micro and macro factors as well.



Accentuated role of human factors

In this paper I suppose that human elements do not include only the system of human resources of a company, but also all the factors that are human-related. This paper deals with the three most important elements namely the work force with its organisation factors, the loyalty that can be strong among employees, customers and investors and finally the business relationships, which affect the daily operation of a company and largely contribute to company value.

Work force and organisation

There is a lot of contradiction in human resources. On the one hand, labour force with its wages and contributions is a cost factor; on the other hand, it is the only factor that can influence its own performance. Employees make their knowledge and abilities available for the company and in return expect encouragement, motivation, financial security and etc.

Value drivers related to human resources and examined can be as follows:

· Motivation and satisfaction leading to commitment and loyalty, which affect operation efficiency, company performance and finally market evaluation of a company.

· Knowledge, skills and abilities of employees. Knowledge has different forms. Professional knowledge belongs to the basic category and can be obtained on the basis of certain qualifications by specific trainings. This can be completed by basic education, specific literacy and national as well as regional knowledge. It is the knowledge that companies expect from their employees. Apart from this an employee can acquire sector, market, company-specific and working knowledge. All these forms of knowledge can become stronger with time and work experience. Their overall effect on value creation makes up the value of human resources. The importance of the obtained knowledge differs and depends on the industrial sector, company and even position taken. All these factors should be taken into account while measuring the values of human resources.

· Relationship capital. This is the personal relationship of employees with customers, suppliers, authorities, financial institutions, investors, business partners and so on.

· Key persons: They are the people who have the necessary knowledge, the required skills and the special business relationship with suppliers and customers and who the other employees are loyal to.

· Value creation effects of the organisation include organisational structure, organisational creativity and atmosphere at work.

The things necessary for creating values of human resources are as follows: strong culture, qualified workforce, investments into employees, division of information, fair allowances and motivation systems, good management, good working conditions and effective organisation of work.

Loyalty

According to Reichheld and Teal (1996) loyalty creates value, which includes loyalty of employees, partners and customers as well as investors. Their model is shown in Figure 3.


Figure 3. The loyalty effect by Reichheld and Teal (Reichheld-Teal 1996)

The next figure shows the basic model of factors affecting customer satisfaction and loyalty by Grönhold (2000) in Erzsébet Hetesi (2003).


Figure 4. The basic model of factors affecting customer satisfaction and loyalty

(Grönholdt 2000 in Hetesi 2003)

Consumer satisfaction is determined by the experienced organisation image, consumer expectations, experienced quality and the experienced value. According to this approach quality results in satisfaction that leads to loyalty. However it is difficult to measure the variables of the model or they cannot be measured all. Researchers developed some measurable indicators in order to operationalise the laten variables:

· Consumer satisfaction can be measured by asking such questions as: ’How content are you with the company? Does it meet your expectations and to what extent? How close do you think this company is to an ideal? (The answers are marked and a weighted average is computed (customers’ satisfaction index))

· Consumer loyalty is measured on the basis of such indicators as intent or willingness to repurchase, commitment (purchasing different products from the same company), price sensitivity, offering the product or company to other buyers.

In her studies Hetesi (2003) notes that there are arguments as for the clarity of the chain of quality-satisfaction-loyalty-profitability. In order to achieve profitability there is a need for good quality, consumer satisfaction and loyalty, but they are not enough to ensure profitability (Némethné 2000). 

Business relationships

It is not simple to measure the value of business relationships. Economic, social and time dimensions play an important role in this. Relationships of people concerned have different values. Mandják-Simon-Lantos (2004) conducted extensive interviews in ten companies with different profiles, sizes, market positions, and owners and wanted to get an answer to the question what practising professionals thought of values of business relationships and what the value depended on. They examined both consumer and supplier relationships. According to them value of the relationship depends on the value of its management, strategy and operative decision-making. The evaluation of relationship depends on whether the relationship is considered important or less important. 

The authors came to the conclusions that respect, recurring business opportunities, sales revenues, reduction of commercial expenses, sustainability of the relationship, contribution to capacity utilisation, risk level, references given to others, number of references, the role of developed routines and the security of supply contribute to relationship-based sources of value. In certain sectors of industry (service and consultancy) special attention is laid on personal relationships because there is competition in relationship as well. 

In order to get a clear picture about the value of an enterprise it is worth collecting information on the above-mentioned factors and analysing their effect on value creation. 

System measuring performance is a source of information

Performance evaluation of a company also provides important information for company evaluation if the method applied by the company is known. Wimmer (2004) elaborated the analysis framework for performance evaluation of a company in Figure 5.


Figure 5. Characteristical features of evaluation of company performance – analysis framework (Wimmer 2000)

Wimmer was interested how performance measurements could really serve value creating processes. On the basis of her model the most important moments in value creation processes are as follows:

· Performance measurements should provide information supporting decision-making and ensure feedback.

· It is important to know what sort of information the company regularly collects and on what. The source of information (internal or external), its character (objective or subjective), harmonization of different methods used for analysis, the experienced importance (usefulness), coherency (whether it is important, less important or worth monitoring, why,), their conformity with strategy and objectives are very essential indicators. 

Methods applied

As it has already been mentioned in the criticism of accounting information in the case of accounting approach the financial information is given preference. There is a great need for methods on the basis of which not only financial indicators, but also the relationship between financial and operational performances can be analysed. Comprehensive and complex strategical performance measuring systems could serve this purpose. The methods are as follows: performance prism, Scandia Navigator, Balanced Scorecard, Shareholder value net and etc.

References

Black, A.-Wright, P.-Bachman, J. E. – Davies, J. (1999) Shareholder value: Az értékközpontú vállalatirányítás. Budapest, KJK Kerszöv.

Brealey, R. – Myers S. C. (1992) Modern vállalati pénzügyek. McGraw-Hill Companies Inc. – Budapest, Panem Könyvkiadó Kft.

Chikán, A. (2003) A kettős értékteremtés és a vállalat alapvető célja. Vezetéstudomány XXXIV. No. 5. 

Copeland, T. –Koller, T. – Murrin, J. (1999) Vállalatértékelés – Értékmérés és értékmaximalizáló vállalatvezetés. Panem-John Wiley&Sons.

Damodaran, A. (2001) Investment Valuation, Tools and techniques for determining the value of any asset. John Wiley and Sons Inc 

Dorgai, I. (2003) A részvényesi értékmaximalizálás és a vállalati teljesítménymérés kapcsolata. Vezetéstudomány, XXXIV. No. 3. 

Ehrbar, A. (2000) EVA – Gazdasági hozzáadott érték, Kulcs az értékteremtéshez. Budapest, Panem Kiadó – John Wiley and Sons, Inc.

Grönholdt, L. – MARTENSEN, A. – KRISTENSEN, K. (2000) The relationship between customer satisfaction and loyalty: cross-industry differences. Total Quality Management, 

Hetesi, E. (2003) A lojalitás definiálási és mérési problémái, a lojalitás hatása a jövedelmezőségre. Vezetéstudomány XXXIV. No. 01. 

Juhász, P. (2004) Iránytű nélkül – információs válságban a pénzügyi döntéshozatal. Vezetéstudomány XXXV. No. 7-8. 

Kaplan, R. S. – NORTON, D. (1998) Balanced Scorecard, Kiegyensúlyozott mutatószámrendszer. Közgazdasági és Jogi Könyvkiadó.

Katits, E. (2002) Pénzügyi döntések a vállalat életciklusaiban. Budapest, KJK Kerszöv.

Mandják, T.-Simon, J.-Lantos, Z. (2004) Mit gondolnak a vállalatvezetők az üzleti kapcsolatok értékéről? Vezetéstudomány, XXXV. No. 1. 

Némethné, P. K. (2000) A vevői elégedettség mérésének szerepe és története. Marketing&Menedzsment, No. 2.  

Ónodi, A. (2004) Kell-e választani? – Tulajdonosi értékelmélet vagy érintett elmélet. Vezetéstudomány, XXXV. No. 7-8. 

Rappaport, A. (2002): A tulajdonosi érték. Budapest, Alinea Kiadó.

Reichheld, F. F. – Teal, T. (1996) The loyalty effekt: the hidden force behind growth, profits, and lasting value. Harvard Business School Press, Boston, MA, 

Vállalatértékelés pontosan, megbízhatóan, Verlag Dashöfer Kft. Gazdasági és Jogi Szakkiadó

Wimmer, Á. (2004) Üzleti teljesítménymérés az értékteremtés szolgálatában. Vezetéstudomány XXXV. No. 9.

DIFFERENCES OF Language FROM A CROSS-CULTURAL PERSPECTIVE 

Eszter Pethő

Institute of Economic Theories, University of Miskolc

3515 Miskolc-Egyetemváros, Hungary

pethoeszter@hotmail.com

Field of research: rhetorical economics

Balázs Heidrich

Institute of Management Sciences, University of Miskolc

3515 Miskolc-Egyetemváros, Hungary

szvhebal@uni-miskolc.hu

Field of research: corporate cultures, cross-cultural management

Abstract: Cultural differences are best reflected in languages spoken by native speakers. We have to be aware of the precise interpretation of culture, the determinants of culture and identity. This paper aims to show differences of thought from a cross-cultural perspective by three aspects: anthropological and linguistic points of view and the appearance of shared values in business life. The anthropological approach can be best illustrated in Florence R. Kluckhohn’s Values Orientations Method, which aims to compare and contrast the underlying ‘orientations’, or world views. The linguistic approach gives the bedrock of the paper by analyzing whether different ways of describing the world leads speakers of different languages also to have different ways of thinking about the world. Through Trompenaars' and Hampden-Turner's cultural factors, Hofstede’s cultural dimensions and in Hall’s classic models the appearance of cultural differences in business life is focused on. 

1. Defining culture 

For clarifying the meaning of the word ‘culture’, we have to go back to history and philosophy for seeking different interpretations of the word. In the early stages of the philosophical debate about what 'culture' is, the term often refers to the opposite of 'nature', something constructed willingly by man, whereas 'nature' was given in itself. The word 'culture' comes from the Latin ‘colere’, which can be translated as to cultivate, to build on or, to foster. Leibnitz, Voltaire, Hegel, von Humbold, Kant, Freud, Adorno, Marcuse, etc. have reflected on the meaning of the word in different versions of its use (Dahl 2001).

Later on, the word 'culture' emerged more in the sense of 'products that are worthy': somewhat reduced to Dürer, Goethe and Beethoven. The term was used to describe elite and high-culture concepts, particularly in continental Europe in the 18th century. This definition of culture is still vivid; Rickert, in Kulturwissenschaft und Naturwissenschaft (The science of culture and the science of nature), defines culture, following the elitist approach, as: “Gesamtheit der realen Objekte, an denen allgemein anerkannte Werte oder durch sie konstruierte Sinngebilde haften und die mit Rücksicht auf die Werte gepflegt werden” (The totality of real objects, to which the general values, or sense constructions of those, are related, and which are cared for with regards to the values.) (Rickert, in Maletzke 1996:16.).

Equally, during the mid-nineteenth century, the concept of mass culture and popular culture emerged, fueling the critical theory of the Frankfurt School and the Birmingham School. In the words of Stuart Hall, of the Birmingham School, ‘culture’ is “both the means and values which arise among distinctive social groups and classes, on the basis of their given historical conditions and relationship, through which they ‘handle’ and respond to the conditions of existence” (Hall, in McQuail 1994:100.).

According to Geert Hofstede, culture is ‘the collective programming of the mind’ (in Victor 1992:6.) This view of culture focuses on culture as a set of values and attributes of a given group, and the relation of the individual to the culture, and the individual's acquisition of those values and attributes: in the words of Fisher, quoted in the same work, who defines culture as: ‘It is shared behavior, which is important because it systematizes the way people do things, thus avoiding confusion and allowing co-operation so that groups of people can accomplish what no single individual could do alone. And it is behavior imposed by sanctions, rewards and punishments for those who are part of the group’ (Fisher 1988).

Culture will be understood in the context of this paper “as a collectively held set of attributes, which is dynamic and changing over time”. (Dahl 2001:9.) Culture will be defined as the totality of the following attributes of a given group (or subgroup): shared values, beliefs and basic assumptions, as well as any behavior arising from those, of a given group. The term ‘group’ not only refers to a nation, but to supranational and international groups, which are clearly distinguishable as well. Finally, as Dahl states (2001) it is important to consider the individual’s role in a culture. On the one side, the individual determines its culture, on the other, it is determined by its culture. As the individual contributes to the culture around him, it will be part of the cultural change. 
2. Anthropological approach: the value orientations method 

In order to increase understanding within and between cultural groups in the United States and abroad, anthropologists with the Harvard Values Project (Kluckhohn & Strodtbeck, 1961) developed a model labeled as ‘The Value Orientations Method’. This method serves as a tool that allows groups to examine, compare and contrast the underlying ‘orientations’, or world views, which shape how they perceive one another and the issue at hand. 

The model is based on three primary assumptions:

(1.) There is a limited number of common human problems for which all people at all times must find some solution”, including the character of innate human nature, the relation of man to nature, the temporal focus of human life, modality of humankind's relationship to other people and the modality of human activity. The answers to these five concerns are called ‘value orientations’ and can be interpreted as ‘core values’. (2.) While there is variability in solutions of all the problems, it is neither limitless nor random but is definitely variable within a range of possible solutions. (3.) All alternatives of all solutions are present in all societies at all times but are differentially preferred. (Kluckhohn Center 2001).

By means of individual oral interviews, the value orientations of each group could be identified. In a series of workshops which follow, the groups come together to discuss the similarities and differences in their orientations. During this process, the participants develop effective communication skills, trust, and cooperative action plans which integrate new cross-cultural understanding into their working relationships. 

All the five concerns were put in question forms to the participants of the personal interviews. According to the responses, the patterns of preference which guide the life of a population were drawn out. These orientations, while culturally held as what is "most true and right", are often unvoiced, and may not even be consciously articulated.

	Concerns/ orientations 
	Possible Responses

	Human Nature: What is the basic nature of people? 
	Evil. Most people can't be trusted. People are basically bad and need to be controlled. 
	Mixed. There are both evil people and good people in the world, and you have to check people out to find out which they are. People can be changed with the right guidance. 
	Good. Most people are basically pretty good at heart; they are born good.

	Man-Nature Relationship: What is the appropriate  relationship to nature
	Subordinate to Nature. People really can't change nature. Life is largely determined by external forces, such as fate and genetics. What happens was meant to happen. 
	Harmony with Nature. Man should, in every way, live in harmony with nature.
	Dominant over Nature. It is the great human challenge to conquer and control nature.  Everything from air conditioning to the "green revolution" has resulted from having met this challenge.

	Time Sense: How should we best think about time?
	Past. People should learn from history, draw the values they live by from history, and strive to continue past traditions into the future. 
	Present. The present moment is everything.  Let's make the most of it.  Don't worry about tomorrow: enjoy today.
	Future. Planning and goal setting make it possible for people to accomplish miracles, to change and grow. A little sacrifice today will bring a better tomorrow. 


Table 1. Description of Five Common Human Concerns and Three Possible Responses based on Kohls, 1981

Most studies of the dominant Euro-American culture in the United States find that it is future oriented, focused on doing, emphasizes individualism, aspires to be dominant over nature, and believes that human nature is mixed, some people are good and some are bad (e.g., Carter 1990). By contrast, most studies show that Native cultures are past oriented, focused on being, emphasize collateral (group) relations, aspire to be in harmony with nature, and believe that people are fundamentally good (e.g., Russo 2000a). Furthermore, each culture will express all three possible responses at some time. While it is common for Euro-Americans to have a ‘doing’ orientation during the workweek but to have a ‘being’ orientation on weekends and while on vacation. The VOM theory recognizes that there is diversity within a culture - both among subgroups and individuals - and that degree of acculturation matters (Gallagher 2001.).
3. Linguistic approach: does language shape thought?

Languages differ dramatically from one another in terms of how they describe the world. Each language differs from the next in innumerable ways: from obvious differences in pronunciation and vocabulary to more subtle differences in grammar. It is interesting to analyze whether having different ways of describing the world leads speakers of different languages also to have different ways of thinking about the world.

Experiments suggest that the relevant issue is not so much thought (a static notion) as thinking, i.e. the specific task one is performing (a more dynamic notion). In particular, when you are expressing thoughts in a particular language, you necessarily have to respect the important categories of that language, but if you wish you can include whatever extra information you want to (Slobin 1996).

3.1. The Whorfian theory 

The roots of the current Whorfian hypothesis go back to the German educator Wilhelm von Humboldt’s study of linguistic relativity and determinism early in the last century (Slobin 1996:70). According to Humboldt, languages differ from one another; thought and language are inseparable; and, therefore, each speech community embodies a distinct world-view. Benjamin Whorf extended this doctrine of linguistic determinism to describe the roles of language and thought in human development. Bringing the idea to a new and heavy mix of empiricist epistemology, Whorf placed emphasis on the unconscious influence of language on habitual thought.

The Whorfian hypothesis can therefore be summarized as follows (Gumperz and Levinson 1996:25): 

(1) “Different languages utilize different semantic representation systems which are informationally non-equivalent (at least in the sense that they employ different lexical concepts); 

(2) semantic representations determine aspects of conceptual representations; 

therefore 

(3) users of different languages utilize different conceptual representations.” 

3.1.1. Whorfian hypothesis on a personal level

Observing and recording the ongoing speech of a group of children between the ages of 5 and 10, cultural linguists Bivens and Berk made an experiment. They discovered that the incidence of private speech increased when the child was alone and trying to perform some difficult task. In subsequent studies, the researchers learned that those children who made the greatest numbers of self-directed comments were the ones who mastered the tasks best. Hence, Bivens and Berk concluded that self-directed speech is a crucial cognitive tool that allows us to highlight the most puzzling features of our environments (Clark 1997:195.). The Whorfian hypothesis can therefore be argued to exist on a personal level.

3.2. Cross-cultural wordplay 

Let us take the following statement: ’the elephant ate the peanuts’. We must include tense in English for showing that the event happened in the past. In Indonesian and Mandarin, indicating when the event occurred would be optional and could not be included in the verb. In Russian, the verb would need to include tense and also whether the peanut-eater was male or female (though only in the past tense), and whether the peanut-eater ate all of the peanuts or just a proportion of them. In Turkish, one would specify (as a suffix on the verb) whether the eating of the peanuts was witnessed or if it was hearsay. It appears that speakers of different languages have to attend to and encode strikingly different aspects of the world in order to use their language properly (Sapir 1921; Slobin 1996:70-96.). 

Cultural linguist Franz Boas catalogued a great diversity of obligatory grammatical categories across languages in the introduction to his Handbook of American Indian Languages (Slobin 1996:71.). For example, Boas discussed the English sentence, The man is sick, and noted that in Siouan one would have to indicate, grammatically, whether the man is moving or at rest. (Slobin 1996:71.) In Kwakiutl one would have to indicate whether the man in question is visible or non-visible to the speaker. In Eskimo, one would simply say, "man sick," with no obligatory indication of definiteness, tense, visibility, or location. Boas’s concept can be extended to other languages such as Spanish where one must indicate whether the man is temporarily or chronically sick. In many other European languages one cannot indicate definiteness apart from gender (Slobin 1996:71.).

3.3. The Metaphor TIME as SPACE across languages

In the way languages describe spatial locations, dramatic cross linguistic differences were noted. Whereas most languages (e.g. English, Dutch) rely heavily on relative spatial terms to describe the relative locations of objects (e.g. left/right, front/back), Tzeltal (a Mayan language) relies primarily on absolute reference (a system similar to the English north/south direction system). Spatial locations that are north are said to be downhill, and those south are said to be uphill (Lenvinson 1996). 

Languages also differ from one another on their descriptions of time. While all languages use spatial terms to talk about time (e.g. ’looking forward to seeing you’, falling behind schedule’), different languages use different spatial terms. We will look at the following dimensions of space and their metaphorical mappings on time: orientation of the time-line, shape of the time-line, position of times relative to the observer, and time as motion.

3.3.1. Dimensionality of the time-line

In metaphorising time as space we have to take into consideration that while time is usually illustrated as one-dimensional line, the time-line, space has three dimensions with 3 axes: a longitudinal, a vertical and a left-to-right axis. The preference for the longitudinal axis may be due to our spatial experience of motion, which is almost invariably directed to the front. The front-back orientation of time appears in expressions such as ’the weeks ahead of us’ or ’the worst is behind us’. In Western cultures, the front-back orientation predominates in temporal scenes. We do not see a vertical or lateral movement underlying temporal expressions such as ’this coming week’ or ’the days gone by’, or ’the following week’, i.e., we do not visualize a month approaching from above or from the left side. 

In Chinese, the vertical axis commonly applies conceptualizing time. Earlier times are viewed as ’up’ and later times as ’down’. Thus ’shànyuè’ (up.month) means last month and ’xiàyuè’ (down.month) means next month. Western cultures may conceptualize earlier times as ’up’ and later times as ’down’. The older generations of the family tree are at the top and described as ’ascendants’, while the younger generations are at the bottom and described as ’descendants’ (Radden 2003:227-229.).
3.3.2. Shape of the time-line

If we are looking for spatial shapes of the time-line, we will soon find out that there are only two geometrical gestalts in use: a straight line and a full or partial circle. A circle, as a two-dimensional form is ideally suited to represent recurrent, cyclic time. The notion of cyclic time is often associated with exotic languages, but it is far from uncommon in Western languages. This is well reflected in the proverbial expression ’History always repeats itself’. The only time unit which is readily understood as circular in English is the year while days require specific wordings: ’Guided tours are offered year-round’, ’Unser Geschäft ist geöffnet rund um die Uhr’ (Our shop is open round the clock), or ’he slept round the day’. The circular understanding of a 24-hour day is iconically motivated by the round shape of the clock, although it normally goes round the clock twice in 24 hours. As we can observe, “a full circle suggests the repetition of the same time or event, a sector suggests taking new direction away from a line or circle. This is the case with expressions like ’turn of the century’ or ’to turn twenty’ (Radden 2003:229.). 

3.3.3. Position of times relative to the observer

As in the world of space, the ego occupies a prominent role as the temporal reference point. The predominant view of time as a time-line allows a distinction between three times: present, past and future. The idea of ’present time’ may also be elaborated by descriptions of the ways humans experience things in their immediate vicinity, as in the Chinese expressions for ’present time’: ’on hand.existing’, ’just at.front’, ’eye.front’, ’eye.below’, ’eye.underneath’, ’eye.face.front’ and ’foot.under’ (Yu 1998:95). The pattern predominantly found across languages is that of the horizontal time axis and, especially in Western languages, of the future as being in front of an imaginary observer. The following descriptions of static situations illustrate our standard arrangement with the future in front of us and the past behind us: ’I can’t see the future’, ’troubles lie ahead’, or, ’I am looking forward to seeing you’. As for the past: ’that’s all behind us now’ or ’that was way back in 1900’. 

The future may also be seen as lying behind and the past as lying in front of the observer. The logic of this arrangement is that we can ’see’ or know the past but not the future. Miracle and Moya (1981) and Klein (1987) found this model in Indian languages Aymara and Toba which are spoken in Peru and Bolivia, respectively. In Aymara, the past is rendered as ’nayra timpu’ (eye time, i.e., ’the time before my eyes’) and tomorrow as ’q’ipi uru (back day, i.e., ’the day at my back’). Similarly, past events in Malagasy are described as ’in front of the eye' and future events as ’behind’. 

3.3.4. Time as motion

People usually use expressions of motion like time passes, goes by, flows for explaining the notion of time. The perception of motion requires a background which allows us to notice the spatial changes resulting from the motion of the object. If the background is fixed, it may also be in motion itself provided that it moves at a different speed as in ’We are trying to catch up with the time’ or moves to another direction, as in ‘we are racing against time to finish our homework’. We can observe two models of time as a motion that are summarized in Table 1. The spatial-temporal orientation characterizing the moving-time model is the opposite of that of the moving ego model. In the moving-time model, time ’comes’ from the future and ’goes’ into the past. Such examples as ’coming week’, ’past week’ or ’following week’ are good illustrations. In the moving-ego model, the observer ’goes’ into the future and has ’come’ from the past. This model is well reflected in expressions such as ’we are approaching golden times’ and ’we have left the worst behind us’.  

	The new year is coming.
	Moving time: come = future

	The old year has gone by.
	Moving time: go = past

	I am going to do it.
	Moving ego: go = future

	Je viens de le faire.

(I come from it do, =

’I have just done it’)
	Moving ego: come = past


Table 2. Two models of time as a motion 

(Radden, 2003:236.)

3.4. A picture worth thousands words

The picture was taken out from a storybook that was used by Slobin and his colleagues to assess the Whorfian hypothesis on a cross-cultural perspective. The picture represents a pair of events that you can understand immediately, probably without talking to yourself at all (Slobin 1996:72). Something happens to the boy in the tree, and something happens to his dog. An owl and some bees are involved; the location is most likely in a forested area. 

[image: image9.jpg]



Figure 1. A picture from a storybook

(Pinker 1995 in: Language, Culture and Thought 2002)

If we examine the grammatical categories interpreted by different nations, we will arrive at very interesting conclusions. The English speaker interprets the activity of the dog as durative, or extended in time, in comparison to the activity of the boy (Slobin 1996: 72-73). In a typical English sentence, dedicated to English learners, we might say: „The boy fell off the tree, and the dog was running away from the bees.” English marks a progressive aspect on the verb, seeming to correspond to an obvious temporal component of the „complete concept” or „mental image” (Slobin 1996:73). A Spanish-speaker will recognize the durativity of running as well, because Spanish also has a progressive aspect, as well as an imperfect aspect. Nonetheless, this speaker might also note that the falling of the boy is punctual or completed, since Spanish makes a contrast between perfective and imperfective aspects.

There is a group of languages having no grammatical marking of perfective/imperfective or of progressive, such as German or Hebrew. These two languages lack distinctive marking of either pole of aspectual contrast (Slobin 1996:79.). Hebrew has no grammaticized aspect at all; verbs are simply inflected for past, present, or future tense. German has a simple past and present. Neither language has grammatical marking of either progressive or imperfective. For the original sentences and their English translation see Table 3. 
	Language
	Picture description
	English translation

	English
	The boy fell off... and the dog was being chased by the bees. 

He's [the dog is] running through there, and he [the boy] fell off. 
	-

	Spanish
	Se cayó el niño y le perseguían al perro las avispas. 

Se cayó... El perro está corriendo. 
	"The boy fell and the wasps were chasing the dog."

"The boy fell... The dog was running."

	German
	Der ist vom Baum runtergefallen und der Hund läuft schnell weg. 

Er rannte schneller und immer schneller. 

Der Hund rennt rennt rennt. 
	"He fell off from the tree and the dog runs away quicky"

"He ran faster and faster"

"The dog runs runs runs"

	Hebrew
	Hu nafal ve hakelev barax. 

Hayeled nafal... ve hakelev boreax. 


	"He fell and the dog ran away"

"The boy fell... and the dog runs away"”


Table 3. Picture description by different speakers.

(Pinker 1995 in: Language, Culture and Thought 2002)
As Slobin states, "the events of this picture book are experienced differently by speakers of different languages in the process of making a verbalized story out of them" (Slobin 1996:88). For example, there is nothing in the pictures themselves that leads English speakers to verbally express whether an incident is in progress or Spanish speakers to note whether it has been completed. In addition, there is nothing in the figure to encourage German speakers to formulate elaborate descriptions of trajectories or to make Hebrew speakers indifferent to conceiving of events as durative or bounded in time. In acquiring each of these languages, children are guided by the set of grammaticized distinctions within their language to attend to such features of events while speaking (Skotko 1997). As Slobin concludes, "Each (language) is a subjective orientation to the world of human experience, and this orientation affects the ways in which we think while we are speaking" (Slobin 1996:91).

3.5. Germanic prepositions

According to the Sapir-Whorf hypothesis different cultures also have different linguistic properties. But quite similar cultures can also have significantly different linguistic properties, in which case it is rather implausible that the thought processes of the speakers are so different. Let us take into consideration some spatial prepositions from three West Germanic languages. English, German and Dutch are linguistically and culturally closely related. These prepositions should express some of the relationships seen in these drawings (Figure 2) in Table 4. 
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Figure 2. Illustration to Germanic prepositions

(Pinker 1995 in: Language, Culture and Thought 2002.)

	Language
	Preposition
	Examples

	English
	on
	

	German
	auf = horizontal surface
	cup on a table

spider on a ceiling

band-aid on shoulder

	
	an = vertical surface, or no clear orientation


	picture, poster on a wall

band-aid on leg

raindrops on a window

fly on a window

leaves on a twig

	Dutch
	aan = attached by a fixed point; prevented from manifesting tendency toward separation


	clothes on a line

coat hook on a wall

picture on a wall (hanging from a nail)
apple on a twig

icicles on a roof

handle on a pan

dog on a leash

pull-toy on a string

balloon on a string

	
	op = supported from underneath (i.e. horizontally), or broadly on flattish surface, or living creature; seen as essentially stable


	cup on a table
bandage on a leg or shoulder

poster on a wall (glued tight)

sticker on a refrigerator

paint on a door

raindrops on a window
fly on a window

spider on a ceiling

snail on a wall


Table 4. Germanic prepositions

(Pinker 1995 in: Language, Culture and Thought 2002)

From Table 4 we can see that German uses two prepositions depending on the orientation of the surface to which something is attached (or in contact) that would be rendered by English “on”. In Dutch, the related prepositions are chosen depending on the method of attachment. Although the cultural and scientific traditions of Germany, Holland, and Britain are closely related and very similar, English uses only one preposition, “on” for all of these relations. If these fundamental spatial distinctions do not indicate differences in thought, it is doubtful that any more ‘exotic’ distinctions indicate anything significant about thought processes. Speakers of German or Dutch have to attend to these issues of orientation or attachment when choosing a preposition, but speakers of all languages understand the underlying concepts. 
3.6. Categorizing the world

The idea is easily refutable that the vocabulary of a language traps its speakers into thinking only in those terms. For example, in English animal terms, there is a different range of details available for various animals. After the basic scheme (see Table 5) and the categorization of humans, let us consider first an animal of cultural importance, the horse.
	species

	immature
	mature

	male
	female
	male
	female


	person, human, man

	child
	adult

	boy
	girl
	man
	woman


	horse

	foal
	horse

	colt
	filly
	stallion
	mare


Table 5. Categorizing the world I.

(Pinker 1995 in: Language, Culture and Thought 2002)

The word horse is thus polysemous: it can mean ‘adult horse’ or just ‘horse’ regardless of age. This is the general pattern for English animal terms. Other animals have just one term for the immature animal, regardless of sex. Does that mean that speakers of English think sheep have no sexual differences until maturity? No, it just means the language does not bother to express a notion that is nevertheless understood. 

For most animals, such as the elephant, only one basic term exists. Adoption of terms from other species is necessary to create distinctions when necessary, such as cows. Again, this shows awareness of the concepts even in the absence of special vocabulary. Unfortunately, the most general category is not actually very well handled in English for cows.
	sheep

	lamb
	sheep

	
	ram
	ewe


	elephant

	elephant

	elephant calf
	elephant

	
	bull elephant
	elephant cow


	cattle, cow*

	calf
	cattle, cow*

	
	bull
	cow


Table 6. Categorizing the world II.

(Pinker 1995 in: Language, Culture and Thought 2002)

There are two possibilities for the general term:

1. cow: ranchers generally use this term only for the female, but it is typically the general term for the layperson. 

2. cattle: this is a non-count noun, so it is not possible to say a cattle; instead one has to count head of cattle, which means that general term ends up being the quite non-specific head. 

So for this animal we lack the simple equivalent of horse, but we can still understand the difference between cows (or cattle) in general and specifically female animals of the species  (Pinker, 1995. in Language, Culture and Thought 2002).
3.7. Semantic distinction

It is not a very hard task to find examples for semantic distinction concerning any pair of languages. For example, given any pair of languages, it is always possible to find a semantic distinction that is made in one but not in the other. Take, for example, the Russian distinguishes two kinds of blue, darker and lighter, without a common term for them. English has to use a longer phrase to make a similar distinction. But it is done by modifying the general term in Russian and English (see Table 7).

	English
	Russian

	blue
	sínij

	
	golubój

	English
	Russian

	dark blue
	sínij

	light blue
	golubój


Table 7. Sematic distinction I.

(Pinker 1995 in: Language, Culture and Thought 2002)

Conversely, Russian uses the same word for hand and arm. Table 8. shows the characteristics of ruká in various expressions

	Russian
	
English


	ruká
	hand

	
	arm


	Russian 
	English

	v ruké
	"in one's hand"

	zá ruku "
	"by the hand

	brat' ná ruki 
	"lift up in one's arms

	idtí pód ruku 
	"walk arm in arm"

	rukáv 
	"sleeve"

	rukavítsa 
	"mitten"


Table 8. Sematic distinction II.

(Pinker 1995 in: Language, Culture and Thought 2002)
3.8. Color perception

In order to demonstrate that Whorf’s theory can be applied to a cross-cultural study, several psycholinguists have focused on lexical items, especially ones for colors. In one of the most famous of these studies, Brown and Lenneberg tried to show that certain colors were more ‘codable’ than others in English (Lucy 1996:45.). Subjects assigned them shorter names and tended to agree more on the application of those names to color samples. The more codable colors were recognized and remembered more readily than the other colors (Lucy 1996: 45.). 

Extensions of the early color work by anthropologist Berlin and his collaborators generated the first broad multilanguage comparative framework actually applied to the relativity question (Lucy 1996:46.). Zuni, a language of the American Southwest, for example, exhibits two terms that we might translate as ‘yellow’ (Lucy 1996:46.). Closer analysis reveals that one term is verbal and refers to things that become yellow by ripening or aging, whereas the other is adjectival and refers to things that have had yellow substances applied to them. The customary approach in Zuni would select one term as "basic" and ignore the aspect of its meaning (i.e., the manner of becoming colored) for which there is no English equivalent (Lucy 1996:46.). Hanunóo, a language of the Philippines, has four terms that seem to refer to what we would call white, black, green, and red, but which under further analysis turn out to mean roughly "lightness, darkness, wetness, and dryness" (Lucy 1996: 46.). 

A useful experiment about the possible effect of color vocabulary on perception was done with speakers of English and Tarahumara, a native language of northern Mexico (Kay and Kempton, 1984.).While English has the two words green and blue among its eleven basic color terms, Tarahumara, like many languages, has a single term that covers this range of color, siyóname. (Sometimes such words are translated as ‘grue’, from green+blue. Here it is labeled ‘green’.). It would be interesting to know whether speakers of the two languages in some way perceive the difference between these colors differently. 

Although this work has been highly criticized for its assessment of relativity, the study has shown that cultures interpret colors differently as a result of their languages. While some cultures may associate color names with tactile touch, others link the color names to internal development (aging, ripening, etc.). Hence, the cross-cultural pinwheel of color linguistics has demonstrated that the grammatical structure of language can influence our thoughts and interpretations.
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Figure 3. Color perception

(Pinker 1995 in: Language, Culture and Thought 2002)
4. The appearance of cultural differences in business life

4.1.1. Trompenaars' and Hampden-Turner's cultural factors

Trompenaars and Hampden-Turner (1997) classified cultures along a mix of behavioral and value patterns. Their research focuses on the cultural dimensions of business executives. They identified seven pairs of value dimensions: universalism versus particularism; communitarianism versus individualism; neutral versus emotional; defuse versus specific cultures; achievement versus ascription; human-time relationship and human-nature relationship. 

In this paper, ‘The Seven Cultures of Capitalism’ (Hampden-Turner and Trompenaars 1994) will be discussed, which are based on the original pairs of value orientations mentioned above.   

Universalism vs. particularism

Universalism is about finding broad and general rules. When no rules fit, it finds the best rule. Particularism is about finding exceptions. When no rules fit, it judges the case on its own merits, rather than trying to force-fit an existing rule.

Analyzing vs. integrating

Analyzing decomposes to find the detail. It assumes that God is in the details and that decomposition is the way to success. It sees people who look at the big picture as being out of touch with reality. Integrating brings things together to build the big picture. It assumes that if you have your head in the weeds you will miss the true understanding.

Communitarianism vs.indivualism. 

Individualism is about the rights of the individual. It seeks to let each person grow or fail on their own, and sees group-focus as denuding the individual of their inalienable rights. Communitarianism is about the rights of the group or society. It seeks to put the family, group, company and country before the individual. It sees individualism as selfish and short-sighted. 

Inner-directed vs. outer-directed

Inner-directed is about thinking and personal judgment, ‘in our heads’. It assumes that thinking is the most powerful tool and that considered ideas and intuitive approaches are the best way. Outer-directed is seeking data in the outer world. It assumes that we live in the 'real world' and that is where we should look for our information and decisions.

Time as sequence vs. time as synchronization

Time as sequence sees events as separate items in time, sequence one after another. It finds order in a serried array of actions that happen one after the other. Time as synchronization sees events in parallel, synchronized together. It finds order in coordination of multiple efforts.

Achieved status vs. ascribed status

Achieved status is about gaining status through performance. It assumes individuals and organizations earn and lose their status every day, and that other approaches are recipes for failure. Ascribed status is about gaining status through other means, such as seniority. It assumes status is acquired by right rather than daily performance, which may be as much luck as judgment. It finds order and security in knowing where status is and stays.

Equality vs. hierarchy

Equality is about all people having equal status. It assumes we all have equal rights, irrespective of birth or other gift. Hierarchy is about people being superior to others. It assumes that order happens when few are in charges and others obey through the scalar chain of command. (Hampden-Turner and Trompenaars 1994) 

4.2. Hofstede’s cultural dimensions

The Dutch organizational anthropologist Hofstede derived his culture dimensions from examining work-related values in employees of IBM during the 1970s. In his original work he divides culture into four dimensions at culture-level: power distance, individualism/collectivism, masculinity/femininity and uncertainty avoidance (Hofstede 1991). First of all, we have to consider how Hofstede interprets these dimensions. Afterwards, the detailed description of the dimensions will follow. 

For power distance, he gives the following definition: „the extent to which the less powerful members of institutions and organizations within a country expect and accept that power is distributed unequally” (Hofstede 1994:28).

The first group of countries, such as Australia, Canada, the USA, Great Britain, New Zealand, Israel, Sweden, Switzerland and West Germany, are cultures with low power distance. These cultures are characterized by more interdependence, mutual support and shared undertakings. Religion stresses equality, and power sharing ideologies dominate. Decision-making in the workplace is decentralized; employees seek involvement and have a desire for a participative management style. Consultation and resourceful, democratic managers are valued while limits on privilege and status symbols are emphasized. There is less dependence on a superior, more interdependence. Subordinates will readily approach and contradict their bosses. 

Countries like Indonesia, Malaysia, Philippines, Mexico, most Arab countries and India are cultures with high power distance. In these cultures, it is typical that inequalities are expected and desired, parents and children relate in terms of unilateral obedience and respect, teachers ‘transfer personal wisdom’ and religions stress stratification and hierarchy. In the workplace, subordinates expect to be directed through a hierarchy. The ideal boss is a benevolent autocrat and privileges and status symbols are expected and popular. Subordinates often prefer an autocratic style and employees are reluctant to express disagreement and may fear the boss's autocratic/paternalistic decision-making style (Hofstede 1991).
Individualism/collectivism is described as: “individualism pertains to societies in which the ties between individuals are loose: everyone is expected to look after himself or herself and his or her immediate family. Collectivism as its opposite pertains to societies in which people from birth onwards are integrated into strong, cohesive in-groups, which throughout people's lifetime continue to protect them in exchange for unquestioning loyalty” (Hofstede 1994:51.).

The best examples for countries that rate high on individualism are Australia, Great Britain, Canada, France, Netherlands, New Zealand, Italy, Belgium, Denmark, Sweden, and the United States. In these cultures, the interests of the individual prevail over those of the group and people value self-determination - people think in terms of ‘I’. Related to this, privacy is considered important. Ties between individuals are very loose; everyone is expected to look after him/herself. Typically, there is more regard for assertiveness, confrontation, truth, and conflict. In the workplace, interaction is often based on honest and direct feedback about specific behaviors. Employer-employee relationships are based on mutual advantage, hiring is based on skills. 

In highly collectivist cultures like Indonesia, Taiwan, South Korea, Panama, Venezuela, Pakistan and Peru, the focus is on group affiliations such as the extended family, clan, organization, or culture. People are integrated into strong, cohesive groups that protect them and demand loyalty throughout one's lifetime. Behavior is determined by the collective will of a group or organization. The ‘we’ group is the source of identity, protection and loyalty instead of saying and thinking in terms of ‘I’. In the workplace, special leave and other breaks for family ceremonies are common. Hiring persons from one's family reduces business risk. Workers may prefer anonymity and group/team work. Employee-employer relationships are defined in moral terms and interpersonal relationships prevail over tasks. Often in these cultures, large families and confined spaces require regard for others, and harmony - conflict is thus minimized (Hofstede 1991).
Concerning masculinity/femininity, Hofstede states that “masculinity pertains to societies in which social gender roles are clearly distinct (i.e., men are supposed to be assertive, tough, and focused on material success, whereas women are supposed to be more modest, tender, and concerned with the quality of life); femininity pertains to societies in which social gender roles overlap (i.e., both men and women are supposed to be modest, tender, and concerned with the quality of life)”(Hofstede 1994:82-83.).
In masculine or assertive cultures like Japan, Austria, Venezuela, Italy, Switzerland, Mexico, Ireland, Jamaica, Great Britain, and Germany, gender/sex roles are clearly distinct - men are supposed to be assertive, ambitious and tough; women tender, caring and concerned about relationships. The dominant values are material success and progress, money and things. Males fight back when attacked, while females should be submissive. This is best shown in the workplace, where managers are decisive and assertive and the stress is on competition and performance. It is important to mention here that dominant religions stress the male prerogative.

In feminine or modesty cultures like Norway, Netherlands, Denmark, Costa Rica, Yugoslavia, Finland, Chile, Portugal, Thailand, and Guatemala, gender/sex roles are often merged or overlap; both men and women can be gentle and people and relationships are important. In these countries, everyone should be modest. Here, in the workplace, managers use intuition and strive for consensus, there is an emphasis on the quality of work life, and conflict is resolved by compromise and negotiation. Good working relationships, cooperation and employment security are important and a priority is placed on preservation of the environment (Hofstede 1991).
Uncertainty avoidance is defined by Hofstede as “the extent to which the members of a culture feel threatened by uncertain or unknown situations” (Hofstede 1994: 113).
Cultures with low uncertainty avoidance like Canada, Sweden, Hong Kong and Great Britain and the United States accept uncertainty. In these cultures, people are relatively comfortable with ambiguity and rules and laws tend to be fewer and more general. Rules are seen as flexible, and open-ended learning styles are preferred.

Cultures with high uncertainty avoidance like Portugal, Greece, Belgium, Japan, Yugoslavia, Peru, France and Spain are trying to avoid ambiguity by means of sacrosanct rules expected to be strictly followed and controlled by authorities. The corporate strategies of firms in these countries are extremely cautious, that is, offering lower rewards but have higher probability of success. The dominant values are precision and punctuality, so managers at the workplace are expected to have precise, 'correct' answers to questions. Instructions should be precise and detailed (Hofstede 1991).
Table 9 shows some comparisons of countries on the four dimensions, highlighting the extremes in terms of differences. The highest score possible on the above scales is 125. The scores are meaningless on their own, or in absolute terms; they only tell us something in terms of one culture in comparison with, or relative to, another.

	Country
	INDIVID./

COLLECTIVISM
	POWER DISTANCE (low/high)
	UNCERTAINTY

AVOIDANCE (low/high)
	MASC/FEM 

	Australia
	90
	36
	51
	61

	Canada
	80
	39
	48
	52

	Indonesia
	14
	78
	48
	46

	Portugal
	27
	63
	104
	31

	Norway
	69
	31
	50
	8

	Jamaica
	39
	45
	13
	68

	Greece
	35
	60
	112
	57

	Japan
	46
	54
	92
	95

	Sweden
	71
	31
	29
	5

	United States
	91
	40
	46
	62

	Venezuela
	12
	81
	76
	73


Table 9. Comparing countries based on Hofstede’s dimension

(Based on Geert Hofstede’s research on cultural differences; taken from "Promoting a European Dimension of Intercultural Learning - Developing School Materials", EFIL Seminars, Vienna 17-20 April and Lisbon, 26-29 June, 1997.)

4.3. Hall's dimensions

Edward. T. Hall, an American scholar of the theme focused on the world of communication. In his theory, communication can be divided into three parts: words, material things and behavior. After the examination of these parts, he found out that “most regions of human behavior which are unexplored exist outside the range of people’s consciousness” (Heidrich 1999:42.). The complexity of these phenomena was labeled by Hall as ‘The Silent Language’, which became the title of his book (1959). In this book and in ‘The Hidden Dimension’ (1966), Hall identified two classic dimensions of culture. Firstly, he identified high-context and low-context cultures, where the high and low context concept is primarily concerned with the way in which information is transmitted, that is to say communicated. His second concept, monochronic vs. polychronic orientation deals with the consideration of time in business life. 

4.3.1. High-low context language

Contexting in communication has first been described by E.T. Hall. He defined context as “the information that surrounds an event; it is inextricably bound up with the meaning of that event” (Hall & Hall 1990:6). It assumes that during a communication not only the utterances are ‘transferred’, but that every communication also has a ‘deeper meaning’ (or implicitly stored information) which cannot necessarily be derived from the utterances alone. High-low context language refers to the amount and specificity of information in a given situation. Verbally, this is related to words, their definitions and nuance; nonverbally it is related to voice (inflection, pitch, and pace), gestures, and facial expression. 

According to Hall, all ‘information transaction’ can be characterized as high-, low - or middle - context. “High context transactions feature pre-programmed information that is in the receiver and in the setting, with only minimal information in the transmitted message. Low context transactions are the reverse. Most of the information must be in the transmitted message in order to make up for what is missing in the context” (Hall 1976:101).

Low context communication is observable in the United States, Germany and Scandinavia. These cultures transmit information in explicit code to make up for a lack of shared meanings. Meanings are determined by 'what' is said, rather than 'how' it is said. Like talking with a computer, if information is not explicit and detailed, meaning is distorted. This mode is used in cultures where backgrounds, meanings and experiences are diverse; they also occur in cultures where individualism is promoted over collectivism. In a low-context culture, people primarily rely on spoken words and written communication for gathering information and clues to behavior. These cultures stress clarity, and favor a straight and to-the-point communication style. The strong tendency is to avoid any ambiguity and uncertainty. Linear, logical and rational ways of communication are strongly preferred. Emotions and feelings are downplayed, where objectivity is stressed. In addition to mainstream Americans, German and Scandinavian cultures are also low-context cultures. 

High context cultures live in Japan and in most Arab, Southern and Eastern European countries. High-context communication relies heavily on nonverbal, contextual and shared cultural meanings. Meanings are determined from ‘how’ things are said, rather than ‘what’ is said. High context is faster, more economical, and more satisfying than low context communication. On the other hand, in a high-context culture, nonverbal signals, family status, age differences, social setting and other such factors carry a lot more meaning. The context in which the communication takes place may alter the actual meaning of the message. However, if time is not devoted to shared and common programming, communication is incomplete. This mode is used in cultures where backgrounds are common and shared, and where ‘we’ is emphasized over ‘I.’ High context communication implies that a lot of “unspoken” meaning is transferred during the communication - the information may be implicitly contained in the utterances. 

In some cultures e.g. it is regarded to be impolite to deny a wish to someone. Hence instead of saying “no”, other phrases are being used to describe an inconvenience etc. implying that the answer is no. In this case, the “no” is implied in the answer - but not spoken. It might have become obvious by now that mainstream U.S. culture is a low-context culture; whereas Asian cultures, in general, are high-context cultures. This single cultural difference, if not well understood, can cause many unnecessary cross-cultural communication problems.

The disposable information is another example for illustrating the difference between the two cultures. Low-context people always need detailed information before they begin to work or commit themselves to any project. High-context people usually know a bit of everything what is going on around them. They are easy to be made angry by a low-context person who tells them everything detailed. Meanwhile, low-context people usually find the quantity of information given to them by a high-context person incomplete (Heidrich 1999). As Hall & Hall state “too much information leads people to feel they are being talked down to; too little information can mystify them or make them feel left out” (1990:15).
This concept is one of the easiest concepts to witness in intercultural encounters and is one of the most frequently used concepts when analyzing, for example, face-to-face communication with far-ranging implications reaching from interpersonal to mass communication. The concept deals primarily with language, which is located in the outer layer of the ‘culture onion’, and is one of the most rudimentary concepts for any type of intercultural communication, or analysis thereof. As it is easily observable, many business negotiators from the West find it difficult to deal with Chinese business negotiators. Often they have been found to encounter severe problems understanding their counterparts, and interpreting correctly what their counterparts want to convey. Although clearly it is not only the high/low context concept that makes communication difficult, the high/low context concept may well play an important role in the difficulties encountered when a person from a high context country, such as China, communicates with a person from a low context country, such as Germany (Dahl 2003).
4.3.2. Monochronic and polychronic cultures

Hall's second concept, polychronic versus monochronic time orientation, deals with the ways in which cultures structure their time. Similarly the high/low context concept, this concept is easy to understand, but it lacks empirical data. As Hall states “monochronic time means paying attention to and doing only one thing at one time. Polychronic time means being involved with many things at once. Like oil and water, the two systems do not mix.” 

Monochronic time can be related to terms as ‘clock time’, ‘appointment time’, ‘segmented time’ and ‘task-orientated time’ (Järvenpää 2002).  Time is experienced and used in a linear way.  It is always a future-focused approach with a tangible outcome orientation. The United States and Western cultures like Germany, Switzerland and Scandinavia are good examples of monocronic time-orientation. 

On the other hand, polycronic time is characterized by “the simultaneous occurrence of many things and by a great involvement with people” (Hall & Hall 1990:14.). Polychronic time is perceived like a single point that is much less tangible than the road of monochronic time. The following terms are closely related to polychronic time: ‘situational time’, ‘flextime’ and ‘simultaneous activities’. This concept has a relationship-oriented perspective with a past/present-focused approach and a historical orientation (Järvenpää 2002). Arab, African, Latin American, Asian, Mediterranean cultures are dominated by the polycronic orientation of time. For summarizing the characteristics of people dominated by the two cultures, see Table 10.

	Monochronic People
	Polychronic People

	Do one thing at a time
	Do many things at once

	Concentrate on the job
	Are highly distractible and subject to interruptions

	Take time commitments (deadlines, schedules) seriously
	Consider time commitments an objective to be achieved, if possible

	Are low-context and need information
	Are high-context and already have information

	Are committed to the job
	Are committed to people and human relationships

	Adhere religiously to plans
	Change plains often and easily

	Are concerned about not disturbing others; follow rules of privacy and consideration
	Are more concerned with those who are closely related (family, friends, close business associates) than with privacy

	Show great respect for private property; seldom borrow or lend
	Borrow and lend things often and easily

	Emphasize promptness
	Base promptness on the relationship

	Are accustomed to short-term relationships
	Have strong tendency to build lifetime relationships


Table 10. Characteristics of Monochronic and Polychronic People 

(Hall & Hall 1990:15.)

Conclusions

In the context of this paper, the definition of culture was interpreted as the totality of the following attributes of a given group: shared values, believes and basic assumptions, as well as any behavior arising from those, of a given group. Culture was understood as a collectively held set of attributes, which was dynamic and changing over time. On the one side, the individual determined its culture; on the other, it was determined by its culture. 

From the anthropological point of view Kluckhohn’s Value Orientations Method seemed to be a powerful tool to increase understanding within and between cultural groups.

Besides the anthropological approach, through Trompenaars' and Hofstede’s cultural dimensions and in Hall’s classic models the appearance of cultural differences in business life was focused. Hall’s high/low context concept gave us an excellent opportunity to witness intercultural encounters. Although it is not only the high/low context concept that makes communication difficult, it may well play an important role in the difficulties encountered when a person from a high context country, such as China, communicates with a person from a low context country, such as Germany.

As far as the relationship between language and thought is concerned, the paper analyzed whether different ways of describing the world leads speakers of different languages also to have different ways of thinking about the world. Although language is a powerful tool in shaping thought and one’s native language plays a role in shaping habitual thought (how we tend to think about time) it does not completely determine thought in the strong Whorfian sense, since one can always learn a new way of talking, and with it, a new way of thinking. 

It is interesting to analyze what happens if the inverse version of the Worfian theory is assumed: whether our language and communication is influenced by our thoughts. Thoughts are embedded in the culture that appears through communication and is expressed by means of language (pronunciation, vocabulary and subtle differences in grammar). Language can be regarded as a mirror of our thoughts. The question is whether our thought is determined by language or language is determined by thought. 

For supporting the second assertion, E.T. Hall and G. Hofstede provided excellent proof in business. In Hofstede’s individualism – collectivism dimension, in Penan and in Borneo, there is one word for ‘he’, ‘she’ and ‘it’ and six words for ‘we’, as these countries have collectivist cultures. Consequently, people do not think in terms of ‘I’.

An even better evidence is Hall’s high-low context theory. Both written and spoken languages appear in the form of communication. All the style, tone and speed of speaking determine the atmosphere of a workplace and provide guidance to understand the company’s culture and how to behave appropriately to the expectations. In low context cultures, you do not need to be Sherlock Holmes in order to make out the essence of what is said: all the information is directly contained in the utterances, and there is little or no implied meaning apart from the words that are being said. All you need is to know the language, speak and listen. Discourse stresses clarity, and favors a straight and to-the-point communication style. The strong tendency is to avoid any ambiguity and uncertainty, while linear, logical and rational ways of communication are strongly preferred. This style of low context communication is nicely reflected in the interpersonal relation of monochronic cultures. 

Contrary to low context communication, in high-context cultures, language alone doe not carry one hundred per cent of the meaning of a discourse. High context communication relies heavily on nonverbal, contextual and shared cultural meanings, on ‘how’ things are said, rather than ‘what’ is said. Language is playing an important role in shaping our sentences. If time is not devoted to shared and common programming, communication can be found by low context speakers as incomplete. Using the word ‘we’ instead of ‘I’ can be observed in the interpersonal relation of polychronic cultures.
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Abstract: Values govern our acts. They root deeply in our character, nevertheless it is a question, whether we are able to act as our values dictate. There is a layer of values, which leads society and individuals as if they were an ideal type. It does not immediately manifest itself in concrete deeds, but there is intention to make it happen this way. We can call this layer a dream, after the expression ‘American dream’. It is not tipical of dreams to come true completely, but we wish for it. In this essay I compare the system of values of European countries and Hungary on the level of derived dreams as well and in reality. These two phenomena are not so different. I use the data of Eurobarometer, the European Values Survey and the World Values Survey.

1. What is the European dream?

The way of thinking in Europe is cosmopolitan, in foreign policy it favours diplomacy, economic assistance and peace-keeping instead of employing military force. It emphasizes the importance of community relationships over individual autonomy, cultural diversity over assimilation, quality of life over the accumulation of wealth, sustainable development over unlimited material growth (Rifkin 2004).

The way of thinking in Hungarian society seems to be a little bit different. The main part of society identifies well-being with accumulation of wealth and this is the main purpose for them. A lot of people are intolerant and have lost their community values.

The critics of Europen Union often point out, that there are ethnic stufe, religious intolerance and huge bureucratic mechanism in Brussels. However the essence is not whether the Europeans are living up to the dream they have. Rather, what is important is that Europe has a new vision for the future (Rifkin 2004). The foundations of European integration are common values. Countries created the European Union, which are committed to the values of democracy, market economy, which respect the universal human rights, solidarity and cohesion. The nation states did not disappear, but now they are looking for the solutions together and not against each other.

During its history the integration was derived by different purposes. Now it wants to be the most competitive knowledge-based society of the word. Stability, development and sustainability are the main aims of it. We can summarize the goals of the EU in one word: postmaterialisms. The main objects of postmaterialism are quality of life and self-fulfilment in contrast to materialism with its emphasis on physical and economic safety. 

How far postmaterialists are the European societies? The Dutch and the Germans are the most postmaterialist in Europe. In time the societies are moving in the direction of postmaterialism and not in little extent. We can hardly explain the decreasing rate of postmaterialists in the Danish society and the strong materialism in Norway. In the 1980’s Hungarian people were the least postmaterialist among societies of the same income-level. By the 1990’s Hungary showed a huge shift in its values and catchcountries of the same income level.

2. The question of European identity 

Among the 25 EU member countries, Hungarian people have the least European identity. 64% of the society declare themselves as Hungarian and only 32% declare themselves as Hungarian and European. Senior citizens, unemployed people and the inhabitants of small settlements consider themselves the least europeans.

Belgian, French and Cypriot have the strongest European identity. Generally, the feeeling of European identity is increasing in time, with the exception of Hungary, where it has decreased during the last 5 years. Maybe it is due to the great social debate on the question of joining to the EU and the fears in connection with it.

Patriotism is coherent with identity, buti t is not the same with it. Hungarian people were very proud of their nationality in the 1980’s, more than the Irish nation. National pride is declining everywhere in Europe, but not in Ireland. In Hungary the speed of this declining is faster, than elsewhere. In the 1990’s less, than half of Hungarian people expressed that they are proud of their nationality.

3. Value domains

There are different value domains in our value system, which are of different importance.  According to the findings of European Value Surveys (EVS) family is important for the 96% of European people. Friends are important for the 90% of them, work is important for the 87% of them, leisure time is for 83%, religion is for 48% and politics is important for 35%. In most of northern Europe, politics is more important in life, than religion. Protestants give relatively greater emphasis on politics than do catholics.

3.1. Politics 

We can divide the personal equation to politics into three main territories: 

· What is the importance of politics in the life of the individual?

· In what extent is the individual in politics active?

· How much does the person trust in the institutions of politics? 

About the importance of politics in peoples’ lives we have already told some words. I would like to complete it with two remarks. The importance of politics tends to be increasing in time in the European countries, except Hungary and France. We can experience greater increase in it in Norway. The number of those, who speak about politics is greater, than those of being interested in politics.

The population of Europe are more prone to engage in spontaneous, but lawful political action than it was some decades ago. The extent of it varies in different countries, but also in cases of different actions. The most frequent political action is signing a petition, it is followed by taking part in a demonstration, and then in boykott or strike. British people and the inhabitants of northern states are the most active. Italian people are active in boykott, but not in petition. Hungarian people have little political activity. We have to learn how to use the devices of democracy.

The question of supporting protest movements is an interesting one, because it depends on the type of the movement and is similar in different countries. People support most of the ecological and human rights movements. Irish people support the human rights movement the least in Europe, but the rate of support is 78% there. Danish people support the ecological movement the least in Europe, with 86%. Other protest movements have also a relative high support: 67% of Europeans support antinuclear movements, 74% support disarmament movement, 61% support women’s rights movement.

We mentioned the great support of ecological movements. Let us stand for a moment and investigate this data! On the question of responsibility for tackling environmental pollution, Europeans remain ambiguous. On the one hand about three quarters believe the problem to be urgent (especially the young) and half of the population would be prepared to make financial sacrifices to fight for it - particularly the better educated and those from upper socio-economic groups. At the same time about three-fifths of Europeans place responsibility for action on government and do not really wish to bear the cost.

3.2. Religion

Piety and its external expression have been decreasing since the 1980’s, but not in the ex-communist countries. But it is probably not a real change, rather it is due to the fact that since 1989 free religion practice is allowed. In Europe France, the Netherlands and the northern countries are the least religious ones and Ireland, Italy and Spain are the most. Although the majority of a society is not actually religious, the values of their religious past can effect their present lives and their present values. It is sure that the intensity of this influence is less. The religious roots can be seen in every other value, such as values in connection with tolerance, family matters, etc.

3.3. Family life

Europeans overwhelmingly endorse the importance of family life (96%) and wish to see it being given greater emphasis (87%). Four out of five trust the members of their own families completely and express satisfaction with the quality of home life. The most family-oriented countries are the UK and Ireland and Germany the least. The French and the Italians are most likely to believe that a woman needs children in order to be fulfilled. Hungary seems to be a very conservative country in every question in connection with family. There is a very surprising phenomena that in time there are shifts towards traditional, classical values.

4. Trust

4.1. Trust in political institutions
In 1994 the 40% of Hungarian society felt trust in government. The same data in the 25 countries of the EU is 34%. 64% of Hungarians and 50% of Europeans trust in the EU. We can see that the judgement of Hungarian people is more optimistic. According to Eurobarometer the trust in political institutions have been increasing in Hungary during the 1990’s. The political parties and trade unions did not get such good grade. In Hungary the trust in trade unions is 26%, and it is 39% in the EU and in political parties the trust is 18% in Hungary and 17% in  the EU.

4.2. How much trust do other institutions enjoy? 

Trust in media, jurisdiction, religious institutions is not so high. It is about 50% in the EU. The multinational corporations have a little bit smaller, and the police and civil society organisations (CSO) have bigger trust. In these territories Hungarian and European opinions are similar, only in the case of CSO-s express European people greater trust.

4.3. And what about trust in people? 

Half of the Europen population is cautious about placing trust in other people except their immediate families. With the exception of the Scandinavian and Dutch, who express a relatively high degree of confidence in others, the majority of Europeans believe that ‘you cannot be careful enough in dealing with people’. The most cautious in this respect are the Portugese, the Belgians, the French and again the Hungarians.

According to international developers trust, reciprocity, and informational network can make economic activities go smoother. It is stimulating for financial transactions, if people have confidence in contracts and in the safety of investments. And in a society, where trust is low, it is difficult to interrupt the vicious circle of poverty, low level of investment, and low level of trust.

5. Tolerance

In EVS and WVS there were questions about ethnic, religious, behavioural and political tolerancy: „Would you live next door to a Muslim, Hindi, Jewish and other ethnic or religious minority?” „Would you live next door to a drug addict, heavy drinker, homosexual, person with criminal record, with AIDS, a person who emotionally unstable?”

In each country, younger generations are more tolerant than the old (especially in view of sexual orientation and behaviour) but the elderly in one country may be more tolerant than the young in another. In general, there is little difference between men and women, though Scandinavian women are more tolerant than their counterparts. Educated people are more tolerant than less educated people, with the exception of political extremism. Religious people tend to be less tolerant than non-religious people, but these differences may be partly due to the fact that religious people are older than the average.

In ethnic tolerance the French, Irish, Italian and Spanish people are the most tolerant. Tolerance among German people increased a lot during the past decades. In behavioural tolerance there are not so big differences between neither the countries and nor in time. But at the same time there is a tendency is the increase of tolerance. Here the Danish are more tolerant and Italian are the least. There are big differences in political extremisms. Again the Danish are the most tolerant and the German the least. According to EVS and WVS Hungary is an intolerant nation. 

It partly belongs to the question of tolerance and partly to the personal morale, whether we can justify using of marihuana, euthanasia, abortion, suicide, etc. In these topics people became more tolerant in time. The attitudes in connection with moral questions strongly depend on religious roots. That is why the countries with living Catholic heritage are more rigid in these questions. The extreme exception on the other side is the Netherlands. What is surprising, Hungary proved to be very conservative except the question of abortion, though as we will see below Hungary is not a religious country.

6. Work

In the history of civilizations the European belong to the most diligent ones, but European people appreciate free time better, than the Asian or American do. The number of people who suffer from unemployment and poverty in the industrial world is increasing. Now 30 million people have not got a job in Europe. There are contradictions between these data. The unemployed have free time while the others work as much as earlier and pay taxes to support those who do not work.

The most important issue the EU is facing at the moment is unemployment (besides crime). It is true, that the differences in this topic are huge. Only 13% of British people consider unemployment the most important, and the 75% of Greek people. The 47% of citizens of the 25 EU-member countries predict the decrease of employment opportunities in the future. The same number in Hungary is only 35%. The unempolyment rate is higher in Europe, than in Hungary. The average unemployment rate in 2002 was 7,3 in Europe and 5,7 in Hungary. Of course we know it very well, that there are great differences in this field between countries and in regions in one country as well. Social tensions generated by unemployment are decreased by the institution of welfare state, the social care system. The EU’s proclaimed goal is the full-employment. It is recognized that the unemployment is a problem not only because the poor people are deprived, they have less consumer power, but because the work is a device of self-fulfilment, the condition of self-respest.

7. Judgement of Present Life Situation, Future Perspectives and the Desirable Priorities of EU 

On the average of the 25 member states 81% of people are contented with their own lives, but in Hungary, less than half of the society. In the judgement of future, Hungarian people are more pessimistic, than the European people, but in small extent.

The desirable priorities of EU:

· Fight against unemployment 5644

· Fight against poverty and exclusion 50 40

· Peace and security 4534

· Fight against organised crime and drug 2430

· Fight against terrorism 2219

· Protection of environment  2227

· Successfull introduction ot the Euro 1610

· Increasing of quality of foods 13  8

· Protection of consumers 9 16

People ascribe little importance to factors like information about the EU, to the extension of the EU, to the reform of EU framework and its functioning, to the increase of importance of EU in diplomacy. It is an interesting difference between Hungary and other EU members, that respect of human rights and fight against illegal emigration are not so important in Hungary as they are in the EU. We can only hope, that the cause of it is the fact that we have no bad experiences in these fields. An other interesting phenomena, that the majority of Hungarian people would rather make decisions together with the EU, except the decisions in connection with culture and education. I think that this shows the great trust in EU and in our future within the EU.

8. Conclusions
We can see that the European value-system is heterogeneous. Hungarian nation belongs to the conservative ones. It is not bad per se, because the Irish nation is similar and could produce a great development in the past decades. An interesting and hopeful phenomena is the trust of Hungarian people in the EU. It is important, because it seems to me, that the EU functions as a postmodern enlighted monarchy, where the role of the king is played by common values. If we have trust in guiding and also in ourselves, maybe we have bigger chance for success.
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Abstract: The higher education legal frameworks were changed or change is envisaged in order to provide for new governance and management structures. The new frameworks are particularly meant to modify the old relationships between governments and higher education institutions, allowing for university autonomy and accountability and fostering the development of democratic processes in universities.

Introduction

The management and control of higher education refers not only to the division of regulatory and decision-making powers between the higher education institutions and government but it also covers the internal management of higher education institutions. In addition, outside bodies such as local and regional government, social partners as well as representatives of business are involved in the planning of higher education. 

New internal governance and management practices are required in order to ensure the efficient functioning of universities. That means a new administrative philosophy and more effective participation of stakeholders, staff and students in governing bodies. In almost all European countries, the State, represented by central and regional government, is the most important provider and sponsor of higher education. Increasing overall cost of higher education, accompanied by restrictions in public sending, have led governments to reconsider their financial arrangements with individual institutions. 

The granting of greater autonomy to institutions, particularly in institutional governance, budget spending and course planning is intended to encourage an entrepreneurial spirit and thus promote efficiency, cost-effectiveness, flexibility and quality in educational provision (Eurydice 2000).

Main actors in institutional management

In the 1980’s the internal management of universities in most European countries was based on a democratic, collegiate model where academic staff, non-academic staff and students were elected to a hierarchy of councils at several levels: from department and faculty level to representation on the main governing councils. There were also elected individuals with responsibility for the internal organisation of the institution, ranging from the rector or vice-chancellor who was legally responsible for the activities of the institution, to the deans of faculties and heads of departments. Sometimes the real power lay in the hands of a few powerful professors. The main focus of internal management was on the administration of teaching and research (Eurydice 2000).

Since 1980 new governance structures and models have been introduced into the higher education sector of many European countries and consequently, a significant change can be observed in the function of the more senior bodies. They became considerably more powerful as more responsibilities were delegated to institutions from central government. 

Managing bodies of higher education institutions were no longer only responsible for the internal administration of the institution but also had to manage its budget, appoint and employ staff, look after buildings, organise and develop courses, carry out self-evaluation, negotiate and manage contracts with external organisations. Most importantly, in many countries they were responsible for planning the future development of their institution in line with general objectives laid down by the government. This planning process was often closely linked to their future funding.

New governance structures in Europe meant a redefined role for the rector, the senate, the faculty, the administration and external stakeholders. In general, the power of the senate has been reduced to issues closer to their core responsibilities, e.g. teaching and research. It lost its importance because it had proven to be too large and inflexible to provide the necessary innovation for the institution (Sporn 2003).

As higher education institutions have become more autonomous in most European countries, they have been encouraged to become more market-oriented and to link their development more closely to the labour market and to the local economy. 

An important reflection of this change is that in the middle of 1990’s external or ‘lay’ members (members from outside academia) were included in the more senior governing bodies of institutions in almost all European countries. Many of these external members of governing bodies of higher education institutions were from commercial or industrial backgrounds. The aim was apparently to bring higher education closer to the world of work both in terms of its product and in terms of its management. Members from the local and regional government were reflecting the fact that regions acquired an increasingly important role in funding higher education (Eurydice 2000).

The moves made to strengthen the management of institutions and encourage the entrepreneurial culture let to certain groups gaining more influence in the management of institutions. The increase in institutional autonomy linked to the drive for cost-effectiveness has often strengthened the links between higher education institutions and the business community. In an effort to reinforce their managerial know-how, institutions invited, or were obliged by the public authorities to recruit members of the business community to their management teams, or else consulted them. This, together with the institutions’ intention to become more responsive to the needs of students and the business community, resulted in a growing number of institutional links with the local economy. This trend was particularly pronounced during the 1990s and was more strongly evidenced within the university sector.

Key factors in higher education management

From the experiences of many European countries for successful governing and management activities at least four main criteria can be emphasized:

1. clear institutional goals and tasks,

2. fixed deadlines for their realisation,

3. sufficient financial conditions,

4. increased accountability and diversification of funding sources, and

5. strong collegiate and personal commitment to the aims of the institution.

Accountability is required because of the cost of massification, the need to account for and prioritise public expenditure and hence the pressure to ensure value for both private and public monies. Beside a general pressure to identify clear lines of accountability within higher education systems, the second aspect of accountability is as just as important: to assure students (and the families that support their studies) that the programme of study is organised and run properly and that an appropriate educational experience is both promised and delivered. A third factor is the generation of public information about the quality of universities and programmes. This can be important and useful information for funders and for potential users (such as prospective students and graduate recruiters) as well as for the labour market (employers). 

The diversification of funding sources is proving to be the best option for higher education institutions in order to allow them to comply with academic quality requirements. The key actors in this process are unquestionably the leaders and governing bodies of higher education institutions. Consequently, it is very important that these people shall be endowed with managerial expertise. Moreover, the continuous development of their managerial abilities by different initiatives (mobility courses, further education courses, PhD courses) is just as important.

In the day-to day routine of any higher education institution numerous decisions are constantly being made. These will range from routine decisions to those involving major policy issues. The powers and responsibilities set out in the charter and statutes of higher education institutions provide the framework within which the whole decision-making process takes place. 

The following list of examples can illustrate the variety of general responsibilities of management and governing bodies:

Board of governors are responsible for (Warner – Palfreyman 2000):

· the determination of the educational character and mission of the institution and its activities;

· the effective and efficient use of resources, the solvency of the institution and the safeguarding of its assets;

· approving annual budgets of income and expenditure;

· the appointment, evaluation, suspension and dismissal of people in senior posts and determination of pay and conditions of service for these senior posts;

· setting a framework for the pay and conditions of service for all other members of staff;

· the appointment of external auditors.

The head or chief executive of the institution (rector, vice-chancellor) is responsible for Warner – Palfreyman 2000):

· making proposals to the Board of Governors about the educational character and mission of the institution, and implementing the decisions of the Board of Governors;

· the organisation, direction and management of the institution and leadership of its staff;

· the appointment, assignment, grading, appraisal, suspension and dismissal of staff other than the holders of senior posts; and determination – within the framework set by the Board of Governors – of the pay and conditions of their service;

· the determination, after consultation with the Academic Board, of the institution’s academic activities, and the determination of its other activities;

· preparing annual budgets of income and expenditure, for consideration by the Board of Governors, and for the management  of budget and resources, within the estimates approved by the Board of Governors.

These examples illustrate the importance of understanding the role of managers and their relationship with committees when one is considering the part played by committees in decision-making. But decision-making in practice, although the constitutional framework of universities vests much of the significant power regarding formal decision-making in committees, can not provide an efficient and effective way of making decisions in higher education institutions. There are some factors to be considered that make committees an inefficient means for rapid decision-making (Warner – Palfreyman 2000).

Firstly, committees operate to a timetable that is governed by the need for committees to report to other committees, such as the senate or academic board and council or board of governors within regular meetings. Secondly, there are considerable numbers of people in committees who have many demands on their time. That means a constant pressure to reduce the number of meetings.

Given the need for speed in many university matters, it often seems to be impractical to wait for the next scheduled meeting of council before a decision on a case is made. Informal processes in decision-making have become more prominent in recent years for a variety of reasons. Among these can be mentioned the increasing complexity of higher education institutional business, the pressure of deadlines and timetables that do not match committee timetables and the demands on the time of individuals. 

Informal processes are widely used to carry out consultations and to obtain information and feedback prior to a decision being taken. Another characteristic phenomena is the growing use of project teams or task forces to sort out particular problems and come forward with solutions (Warner – Palfreyman 2000).

Summary

During the last 20 years higher education in Europe has undergone several far-reaching changes. A new market oriented policy of governments is a striking phenomenon in almost all European countries. The key elements of the new higher education policy such as institutional autonomy, professionalism and accountability represent a shift towards business values and a market agenda for universities.  

Organisational reforms in this sector are the result of the need to restructure the higher education system according to the changing needs of various interest groups, such as political, academic, business groups and the students, and are a consequence of the decrease in public investment in higher education. Simultaneously, there has also been a demand from society for greater accountability. These are only some of the many factors that have made it necessary to perceive the relationship between the state and higher education in new ways and restructure internal institutional governance and management system.

Decision-making is a fluid, multi-faceted activity carried out by a wide variety of people. It takes place within a quasi-legal framework that includes, in the case of higher education institutions, a formal committee structure. It follows that, while the formal structures of two institutions may look very similar, the actual operation of their decision-making processes may be very different. These differences will arise from, among other things, different traditions, different cultural values and different personalities. In particular, the leadership from the head of the institution (rector or vice-chancellor) and his/her senior colleagues can crucially affect the way in which the process works. Where there is trust and confidence in the senior management, informal, more efficient processes are likely to hold greater sway (Warner – Palfreyman 2000).

In many European countries important functions are in the hand of ‘lay’ boards, such as to approve strategic documents (e.g. organisational structure, budget, strategy) or to appoint the rector-equivalent person of the higher education institutions. Receiving the authority from an entity independent from the academic senate would allow the head of the institution to establish a professional way of management and to run the institution as a business unit, while serving the need of the academic community by providing an environment for high quality teaching and research.
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Abstract: The aim of the paper is to give an introduction to rhetorical economics. Rhetorical economics is a completely new discipline within economic theories. Although classical economists used natural language in their theories, the formalist methodology of modern economic theories nearly crowded out the natural language of economics. The rules of epistemology, however, got stuck: they did not lead to plausible knowledge. Deirdre McCloskey, the main representative of rhetorical economics claims that the basis of accepting or rejecting an economic theory should be the critirion whether you can persuade others about the plausibility of your ideas or not. Besides the definition of rhetorical economics, the paper discusses all the main tenets and merits of the discipline and at the same time rejects the canons of the ‘received views’.  

1. Introduction: defining rhetorical economics

First of all, we have to give a clear definition of the concept ‘rhetorical economics’. “Rhetoric is the study and practice of persuasive expression, an alternative since the Greeks to the philosophical programme of epistemology. The rhetoric of economics examines how economists persuade – not how they say they do, or how their official methodologies say they do, but how in fact they persuade colleagues and politicians and students to accept one economic assertion and reject another”(Eatwell 1987:174.). Rhetorical economics means the description of real economy verbally, i.e. in a natural language. In classical economics (political economics or political arithmetic that time) the natural language of economics was dominant. Economist used both facts and logic in their theories. In modern (neoclassical) economics, however, the form of natural language was settled on by some kind of formalism, i.e. by a mass of equations, axioms and assumptions borrowed from physics and mathematics. The so-called ‘formal economics’ – supposed to build only on facts – modified the language of the discipline as well, crowding out the way of expression on natural language. ‘Informal economics’ or literary economics has lost its previous rank: it soon came to be regarded regarded ‘storytelling’. 

Alfred Marshall emphasized first that the same real economy is described by different groups of people differently, with different vocabulary. The highest level of economic discourse is a discourse among economists which is the scientific language. Good economics is expressed in a natural language, so it can be labeled as literary economics. The middle level is the academic discourse among businessmen. This language is professional, but scientifically not precise. Finally, the lowest level is the lay language in the discourse among common people. 

All the three levels of economic discourse describe the same real economy but to a different extent. Usually, economists are isolated, businessmen are misled and common people remain ignorant of the relevant questions of economy. It is the role of rhetorical economists to build a bridge between the three levels of economic discourse and to persuade all the three levels of speakers on economics to accept an economic assertion and reject another. 

2. How rhetorical economics was born

In order to gain reliable knowledge about the economy, economists created a mass of rules (included in epistemology) to be followed. Before rhetorical economics, mainstream economics said that a theory was scientific only in one case: if it followed the rules of epistemology as perfectly as possible. These included methods like induction, deduction, models and observation, and tools like equations, axioms and assumption. The aim of epistemology was to reflect the real economy and to look for truth. 

Instead, rhetorical economics offers an alternative to epistemology. The main representative of rhetorical economics, Deirdre McCloskey says that the key question of accepting an economic theory as scientific is neither the perfect correspondence with the rules of epistemology nor the matter of truth but the persuasiveness of the theory’s creator. As truth is a philosophical fiction above mankind and reality is unknowable, it is not the major point to look for them. It is practice happening in economy that counts. The major criterion of rhetorical economics is whether I am able to persuade my colleague about the correctness of my theory or not. I can use tools as I please. Economists are sellers on the market of economic theories: and the best seller (who is the most persuasive) will be able to sell his or her theory. Whose argumentation is the most persuasive, i.e. regarded as plausible, the theory of those will be accepted. 

Why was rhetorical economics born? Because the rules of epistemology got stuck. Let us take general equilibrium. It is a perfectly consistent equation mathematically with poor economic significance, however. The same can be said about several other rules of epistemology. Rhetorical economics offers the alternative of the rules of persuasiveness and plausibility instead of the perfect correspondence to the rules of epistemology for accepting an economic theory. 

3. The main tenets of rhetorical economics

In the everyday practice of seminars and in textbooks economists use a formalized language of economics. They build on operationalism, positivism and behaviorism as they regard only these methods as scientific. In their scientific work, however, they use economic metaphors, historical precedents, symmetry and they refer to authority and morality, applying rhetorical economics unnoticed. These elements are regarded by positivism as “meaningless”, or “nonscientific” or “just matters of opinion” (McCloskey 1983:482.). That is why most tools of rhetoric are not recognized. According to Deirdre McCloskey there is no other methodology that can bring economics forward than honesty, clarity and tolerance. 

Models from physics and mathematics are not appropriate in economics as the belief in a hypothesis comes from other sources than statistical evidence by using tests consistent with the hypothesis. These can come from “introspection (what would I do?); from thought experiments (what would they do?); from uncontrolled cases in point (such as the oil crisis); from authority (Alfred Marshall believed it), from symmetry (a law of demand if there is a law of supply); from definition (a higher price leaves less for expenditure, including this one); and above all, from analogy (if the demand curve slopes down for chewing gum, why not for housing and love too?)” (McCloskey 1983:482.). All in all, the range of arguments is wider than the official, formalized language of economics allows. 

McCloskey states that rhetoric is a disciplined conversation, not ‘mere rhetoric’ or ‘empty rhetoric’. It goes back to Aristotle and Quintilian, where rhetoric contains argumentation, style and composition at the same time, not only the latter two elements. Besides according to Descartes, only the indubitable is true. As Quintilian states, “he who would be an orator must not only appear to be a good man, but cannot be an orator unless he is a good man”(Quintilian, c. 100 AD. (1920) Institutio XII, 1, 3.) Applied to economics, if somebody wants to be a good economist, he himself has to be a good man. 

When we say that economics is metaphorical, we mean models (e.g. the Marshall cross) and expressions like ‘aggregate capital’, or ‘human capital’, or ‘the invisible hand’ referring to the market. These metaphors collect the characteristics of a given object that are the same for the modifier. Other characteristics of the modifier will be left out. Metaphors serve to help readers in understanding a text, try to make it transparent and make a thought more acceptable for society. In order to avoid the use of metaphors for bad ends we have to take care when applying them as they can contain some political message or can be abused. 

Rhetorical economics at he same time does not mean to change epistemology for flower language. On the contrary, it aims to forget the artificially limited irrational formal reasoning and to choose all rational arguments that man of flesh and blood can. 

3. 1. Rejecting the main canons of the ‘received views’ 

Deirdre McCloskey states that “The credo of Scientific Method, known mockingly among its many critics as the Received View, is and amalgam of logical positivism, behaviorism, operationalism, and the hypothetico-deductive model of science....it is best labeled as “modernism”, that is the notion that we know only what we cannot doubt and cannot really know what we can merely assent to” (McCloskey 1983:484.). Modernism promises knowledge free from doubt, metaphysics, morals and personal conviction. Actually, scientific knowledge is not different from other personal knowledge (Polanyi 1962). If we want to make it different instead of trying to make it simply better, it will be the death of science. Similarly, using modernism in economics does not lead to applicable economics but stops progress (McCloskey 1983).

Falsification, another method of modernism is rejected by rhetorical economics as well. It is not a key method any more as an experiment usually has an alternative, so we can not decide through falsification alone whether to accept or reject a statement. 

Lots of canons of the ‘received views’ in economics come from logical positivism. Rhetorical economics rejects several of them. As modern economics states, ‘being Scientific’ means being different from the rest of society. The main project of the positivist movement was to demarcate science from other thinking. As Table 1 shows, we can see how the world is divided into objective and subjective, scientific and humanistic and hard and soft halves. According to the ‘received views’, the world comes nicely divided along such lines. Naturally, all our scientific knowledge can come from the scientific half.

	scientific
	humanistic

	fact
	opinion

	objective
	subjective

	positive
	normative

	vigorous
	sloppy

	precise
	vague

	things
	words

	cognition
	intuition

	hard
	soft


Table 1. Dividing the world into scientific and non-scientific halves

(McCloskey 1983:510.)
According to modernism, the scientist’s job is not to decide whether propositions are useful for understanding and changing the world, but to classify them into one of the halves, either into the scientific (hard), or into the non-scientific (soft) half. Economists have not recognized that the scientific value and the persuasiveness of an assertion do not depend on its classification but on its meaning. In order to have the meaning of a statement, we have to think about it. These must be deeper thoughts than those lying on the surface (McCloskey 1983).

Logical positivism says that it has the ability to foretell the future by judging every theory, although historical sciences such as paleontology and history itself do not predict. In any event, predicting the economic future is, as Ludwig von Mises states ’beyond the power of any mortal man’. This is the reason why there are only conditional predictions. The American Question is best for illustrating the situation: “If you are so smart, why ain’t you rich?” (McCloskey 1990:111.) If economists could foretell the future, they would be all millionaires. 

The simplifying rule of positivism worked well in modern economics, so economists simplified everything to primitive formulas. This results from another canon of positivism, ‘parsimony’, that is, the merit of simple theories over complex theories. But any theory, however simple on the surface, involves an unbounded set of side conditions for it to apply in any historical case. 

Indeed, nothing could be easier than the positivistic formula. The simplicity of positivism was great appeal to the young who wanted quick success without hard work. ‘To put the point harshly, positivism is a 3”x5”-card philosophy of science, which the young can read in a minute and understand in a day’ (McCloskey 1994:9.). Positivism was economical in ways attractive to the young and impatient. The positivist method required no tiresome involvement of all the sources. We need merely to form an observable implication of our higher-order hypothesis, and then proceed to test it. Most of the facts of the matter could be ignored, since most could be constructed as not bearing on the hypothesis under test. “No tacit knowledge is necessary, no sense of the landscape, no feel for the story” (McCloskey 1994: 9.). 

Ignoring the factors which are regarded as non-relevant concerning the hypothesis under test will result in a deformed description of reality. The Churchillian motto can be found affixed over the doorway of the Economic History Workshop, in the attic of the building just off Harvard Square: “Give us the data and we will finish the job” (McCloskey 1994:10.). Naturally, there is nothing beyond the easily quantifiable, observable implications to be known about the phenomenon. 

Assumptions in physics and mathematics work well. In economics, however, economists are lead by theorems that are to be verified by axioms. Economists use blackboard equations without having a clear knowledge about the matter concerned. As the result depends on preliminary assumptions, these can be manipulated until the equation is true. General assumptions are not directly concerned with the point the economist wants to state and these assumptions do not contain information about the considered circumstances either. As economists read only the latest professional literature and many of them have only a slight knowledge about the history of economic theories, it could happen that economics became the victim of mathematics and the formalized equations of mathematics became the language of economics (McCloskey 1991).  

The difference between statistical and economic significance should not be left out either, though many economists do so. Establishing the economic significance of an error is not a question of mathematics. As we do not have any idea about ‘how large is large’, consequently on a certain level of significance (after that results are regarded as significant statistically) we can not decide whether it supports our model or not. Rhetorical economics advises thinking about data more seriously and not making a research based on statistical significance when doing economic studies and discoveries (McCloskey 1996).
4. Conclusions
Rhetorical economics has several advantages. As the style of economics is neither beautiful nor understandable, rhetorical economics could have a key role in improving the language and style of economics. Rhetorical economics could be a great help in the teaching of economics as well: instead of focusing on axioms and verification, concentrating on practice, on the solution of a problem and on scientific discourse between teachers and students should be more efficient. Because of the modernist methodology of economics, economics was misunderstood and disliked by both humanists and scientists. With rhetoric in economics better relationships with other disciplines could be established. 

The question arises what would have had happened to economics without the existence of logical positivism. One thing is clear: economics without positivism would be more, not less, rigorous and scientific, because it would face up to more arguments. An economist without the simplistic positivist formula, for instance, would take questionnaires more seriously. An interpretative economist, on the other hand, would be more serious about analyzing his introspection. Finally, economics would be less reduced to utilitarianism. All in all, logical positivism considerably limited the development of economics as a comprehensive discipline.

Economics as a science was reduced by formalists to objective facts and simplifications without any consideration. Questionnaires and self-testimony were rejected because of the expectable confusions. Scientific debates in economics were long-lasting and ill-tempered. As there was no official rhetoric in economics, consequently there was no common standpoint about what was regarded as plausible and persuasive by economists. Mathematical and statistical methods were insufficient. Rhetorical economics could play a key role in improving economics as a science and its assertions. 
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Abstract: In this paper I consider the digital divide and the disparities in computer use and Internet access between countries within the European Union. I examine the reasons of the digital abyss and how new information technologies are changing the nature of work. In particular I look at how these technologies affect the way workers view the work and the way work is organized and unionized. Finally, I focus on growth in information technology and the resulting globalization of production and explore how this growth affects people’s work, families, communities and societies.

1. The use of information technology in Hungary and in the European Union

The digital divide is a major issue at a national, European and world-wide level. Ironically, technology has always been viewed as a greater equalizer. The Internet especially has created high hopes for a future of free information, where totalitarian control of speech is impossible, borders are irrelevant, and each citizen participates equally in the global ’conversation’. 

The development of the Internet in fact is seen as having such a strong potentional to revolutionize world culture that it has been likened to the invention of the printing press. This may be an apt analogy insofar as the Internet, like the printing press, has revolutionized the spread of information, making it faster, cheaper, and, theoretically at least, available to everyone. The Internet has also changed the stakes. As we all become more reliant on this marvelous new invention, as it transforms our society and our economy, what happens to those people who have no ability to access it. Do they become as a result of their inability to operate a computer or go onlone, a disenfranchised underclass just as surely as if they could not read or write.

 (thousands)

	Country
	1997
	1998
	1999
	2000
	2001
	2002

	Austria
	211
	235
	260
	280
	335
	369

	Belgium
	246
	285
	313
	342
	361
	240

	Cyprus
	101
	121
	173
	199
	224
	276

	Czech Republic
	82
	97
	107
	122
	136
	177

	Denmark
	360
	378
	414
	507
	541
	577

	Estonia
	96
	113
	135
	160
	183
	210

	Finland
	312
	350
	360
	396
	425
	442

	France
	194
	233
	268
	305
	329
	347

	Greece
	45
	52
	57
	76
	85
	82

	Holland
	283
	326
	362
	397
	432
	467

	Ireland
	241
	273
	316
	360
	392
	421

	Poland
	39
	49
	62
	69
	85
	106

	Latvia
	40
	61
	82
	143
	152
	172

	Lithuania
	34
	54
	59
	65
	70
	110

	Luxemburg
	383
	389
	396
	459
	453
	590

	Hungary
	58
	65
	74
	87
	100
	108

	Malta
	134
	159
	185
	210
	230
	255

	Great-Britain
	239
	269
	303
	339
	368
	406

	Germany
	239
	279
	297
	336
	382
	431

	Italy
	113
	132
	156
	179
	195
	231

	Portugal
	73
	80
	82
	105
	117
	134

	Spain
	97
	109
	121
	146
	169
	196

	Sweden
	339
	396
	452
	508
	563
	621

	Slovakia
	70
	87
	109
	137
	148
	180

	Slovenia
	189
	212
	253
	276
	276
	301


Table 1. Estimated number of Internet users

(KSH)

Comparing the numbers in the table we can see that according to the number of the Internet users there is a digital divide within the European Union. In modern economies, access to computers, the Internet and increasingly broadband communications is seen as essential for future prosperity. Consequently, lack of access could be a significant brake on economic growth. On a national basis, in countries such as the UK where penetration of computers and Internet usage is high, provision of access to broadband connection is important enough to be embodied in government policy. This view is held by most Western European countries, the European Union and the United Nations. With the enlargement of the EU, the need to provide equitable access to what is referred to as the Information Society is seen as essential. 

2. Determining the concept of the digital divide

In simple terms, it is the divide between those who have access to computers and the Internet and those who do not. The “digital divide,” or the gap between the ability of privileged members of our society, and that of historically disadvantaged members, to access and use technology (Ermann 2003).

A fundamental question must be addressed before one can state whether inequalities in ICT are growing or closing: Is the inequality a lack of an existing technology, or is it because of the relative gap between ’haves’ and ’have-nots’, regardless of the particular technology? On the whole, current technologies are diffusing across national, ethnic, gender, income and age boundaries, but new technologies are causing new divisions. Adoption of broadband access has followed the same pattern as that of the computer - primarily among wealthy, white individuals and large companies. Since the technology is newer (and more expensive), it currently shows an even wider gap around the world
.

3. The causes of the digital divide

There are several reasons of developing of the digital divide from the infrastructure through the language to the ethnicity. In the following we examine each step by step. 

3.1 Physical ICT access between countries - The number of PCs, amount of Internet bandwidth number of telephone main lines, mobile phones, and other information technology are slowly rising for all countries, but the "information have" countries are growing fastest, thus widening the divisions.

3.2 Pricing - Computer and Internet access prices are decreasing around the world, putting these technologies within reach of increasing numbers of people. Nonetheless, within OECD countries at least, the lowest income households are increasing their computer and Internet levels faster than the highest income groups - in part since high income groups already had high penetration rates and lower incomes groups had greater room for increase (OECD 2001c). Will lower prices be enough for everyone in developing countries to have a PC in every home? The answer, unfortunately, is no. 

3.3 National infrastructure - Network infrastructure is slowly growing around the world, and information ’have-nots’ will gain increasing bandwidth and telephone access. But as new technologies come along, especially in broadband infrastructure, they will remain ’behind the curve’ and be years behind the information ’haves’. 

3.4 Internet usage - In terms of Internet Hosts, the relative gap is increasing - the gap between North America and Africa was a multiple of 267 in 1997, by October 2000 it was 540 (OECD 2001b). The entire African Continent has 0.25% of all Internet Hosts, the majority of which are in South Africa, and the overall percentage is decreasing. (OECD 2001b). Nonetheless, the total number of users in all areas is increasing. 

3.5 English language - Because of the sheer numbers of new people starting to use the Internet, the US will lose its predominance on the basic metrics of number of users and English as the majority language "Current predictions indicate that Internet users could exceed the 1 billion mark by 2006, with 700 million located outside However, even as the "language divide" decreases in term of the relative number of non-English websites, English is still the lingua-franca of e-commerce and most heavily funded resources on the Net. As the Net diversifies, the language of the business community and related websites can be expected to reflect the existing use of language in non-online groups (with some delay), which often excludes non-English (and especially non-’major language’ speakers).

3.6 ICTs in the economy - While a few countries have successfully developed local ICT sectors and captured a significant portion of international ICT trade, it seems unlikely that many new countries can compete in this arena. Nonetheless, technologies specifically targeted for underserved populations hold great promise for easing divisions in ICT access.

3.7 Divisions by education - In countries with already high Internet access rates among the highly educated, those with lower education levels are increasing ICT use more rapidly than those with the highest levels of education (which have higher ICT use) - in part because they are growing from a smaller starting point Nonetheless, a gap remains, and may reoccur with new technologies. In countries where Internet access is only starting to take off, one can expect that those with higher education will use the technology first, increasing local divisions.

3.8 Divisions by ethnicity - In the EU at least, ethnic differences in technology have decreased significantly - but only when income is taken into account. In other words, ethnic groups of the same income level have relatively the same average usage of technology. 

3.9 Divisions by gender - The gender divide will steadily decrease, at least in terms of users of the Internet. However, the ’number of users’ online statistic is only a small part of the ’gender divide’. Male users of information technology at the corporate level and IT professions are still in the vast majority and receive higher pay for the same jobs, and will likely remain so for some time to come.

3.10  Rural - urban divisions - Experience to date has shown that new information technologies are usually adopted first in central cities, and slowly disperse to peripheral cities and rural areas. This appears to be because of higher infrastructure costs, lower average wages, and a lower likelihood of jobs in rural areas using computers (OECD 2001c). In countries where a particular technology has recently reached the capital cities, divisions with rural can be expected to grow before they significantly disperse. Additionally, new technologies show gaping new divisions - as is occurring with broadband access in some countries. 

3.11  Age - In newly adopting countries, youngish groups will get the technology first, the divide is then expected to disperse as the ’Internet generation’ ages and the overall number of users increase. 

3.12  Disability - unless significant new technologies are developed or people design their pages better, visually disabled people, especially, will likely fall further and further behind. 

4. The economic, social and cultural effects of digitalization

The digital divide threatens to leave people sidelined from even more than the job market. The web has and will continue to change the way we interact with business, government, institutions of education, and even information itself. Sources of information that have traditionally been paper-based, such as government and municipal records, job listings, and even entire newspapers and magazines, have begun to shift resources from publishing hardcopy versions to publishing in electronic formats. Schools that have Internet access in each classroom have begun supplementing, and in some cases replacing traditional materials like textbooks with the more current, in-depth, and dynamic information that can be found on the web. For the privileged the possibilities are endless. Although access to technology is beginning to gain recognition as a civil rights issue, the EU has, for the most part, not yet found the political will to begin treating it like one. While most people agree that connecting all Europeans to the Internet is a worthy goal, nobody is quite sure who is actually responsible for bringing technology into communities.

4.1. The rise of the e-Corporation

With the transition to a post-industrial economy well underway, a number of technological and economic factors converged in the mid-1980s to create even greater economic opportunity and a further imperative for change in how people work. Faster computers, new telecommunications technologies, and new information infrastructures created a revolution in the informational and communication resources in industrialized nations. Simplified information retrieval systems and affordable access to the Internet attracted a new breed of information consumer, while at the same time in formally empowering a new class of people.

The globalization of trade forced businesses to rethink their operating strategies and to restructure to effectively compete with offshore competitors. Where large and monopolistic organizations had once dominated the economic landscape, smaller and nimbler organizations began to establish themselves as the preeminent organizational form.

4.2. The individualization of work and the erosion of social institutions

Our national economies and even our national cultures are globalizing. Globalization means more competition, and not just with other companies in the same town or the same state. Globalization also means that a nation’s investment, production, and innovation are not limited by national borders. Everything, including the way we relate to our family and friends, is rapidly becoming organized around a much more compressed view of space and time. Even children in school or watching television are reconceptualizing their world in terms of the meaning they attach the music, the environment, sports, and race or ethnicity.

People’s work has shifted from the production of agricultural and manufactured goods to the production of services and to increasingly sophisticated services at that. The main ingredient in these new services is knowledge - knowledge that increases productivity, provides a closer fit between client’s specific needs and the services delivered, and creates possibilities for the development of new products and new services. With more competition, knowledge also becomes increasingly important in manufacturing and agriculture. Quality of production, design, efficient organization, new products, customized production, and just-in-time delivery are the knowledge-intensive aspects dominating today’s manufacturing and agricultural activities in both developed countries and the export sectors of developing countries.

Our lives are being transformed by a massive diffusion of new information and communication technologies. Thanks to computers and Internet communication, large firms can restructure around different product lines, and even small firms can now go international and customize production for a vast variety of clients. Each one of us can correspond with people around the world instantaneously on the World Wide Web. We can get the daily news, search encyclopedias, make travel arrangements, do our banking, and buy merchandise directly from our homes. To those who know how to use it, telecomputing gives access to huge amounts of information.

4.3. The changing workplace
The transformation of work has been misinterpreted and mystified by writers who claim that new information technology means a massive and growing shortage of jobs, particularly good, high-skill jobs. Their claim that the new technology restricts the number of jobs, though seductive, is not supported by facts. New technology displaces workers; but it simultaneously creates new jobs by raising productivity in existing work and making possible completely new products and processes. As postindustrial economies and governments adjust to new realities, employment growth, not displacement, dominates. There will be plenty of jobs in the future, and most of them will be high-paying jobs.

Technology-caused job shortage may be a false alarm, but profound changes are occurring in the workplace. In the future, a job may not mean the same think it does today. More intense competition on a worldwide scale makes firms acutely aware of costs and productivity. The solution arrived at by employers has been to reorganize work around decentralized management, work differentiation, and customized products, thereby individualizing work tasks and differentiating individual workers in relation to their supervisors and employers. This has made subcontracting, part-time employment, and the hiring of temporary labor much easier, because a lot of work can be narrowed down to specific tasks, even as other “core” work is conducted by teams and is organized around multitasking. Socially, workers are gradually being defined less by the particular long-term job they hold than by the knowledge they have acquired by studying and working. This knowledge portfolio allows them to move across firms and even across types of work as jobs get redefined.

The effect of individualization and differentiation is to separate more and more workers from the permanent full-time jobs in stable businesses that characterized post-World War II development in Europe and other industrialized countries. Just as an earlier factory revolution drove a wedge between workers and the produce they made, the new transformation is dissolving the identity that workers developed with industrial organizations such as the corporation and the trade union. Workers are being individualized, separated from their traditional identities, which were built over more than a century, and from the social networks that enabled them to find economic security. The job and everything organized around the job - the group of friends in the company, the after-work hangouts and the trade union lose their social function. 

4.4. Changing families and communities
Besides workplaces and job-centered social networks. families and communities are the traditional social integrators. In times of transition, whether it be from an agricultural society to an industrial one, industrial to postindustrial or now local or national to global, families and communities are called upon to bear most of the responsibility in preserving social cohesion. Families also transmit much of the skill and knowledge needed by children to make their way in the adult work world. Thus, it is not surprising that whenever these workplace transitions occur, families and the communities that form around new work organization are put under a lot of stress. The ’industrial family’ that emerged in the shift from agriculture to factory work beginning two hundred years ago often worked together in the factory, as if they were still on the farm. That system gradually broke down, however, and women were put in the unenviable position of feeding, caring for, and educating their children on wages controlled by their husbands. Neither did women have much control over the number of children they bore. Mothers were often too old to work for themselves by the time their last child reached working age. 

In addition to the meaning and structure of the family having changed, the communities that had emerged from the Industrial Revolution, such as the factory towns and industrial cities with their ethnic and other highly organized suburban enclaves, had broken down in the postindustrial flight to the new urban formations Francois Ascher calls ’metapoles’ (Ascher 1998). A wave of accelerated territorial urban and suburban sprawl has by and large undermined the material base of neighborhood sociability. Globalization produces less secure and more dispersed work arrangements than earlier organizations of production. Families with two working adults are the norm, and parents and children tend to build networks within the variety of institutions in which they spend their time rather than socializing with neighbors. This makes these already semitransitory communities even less relevant to the integration of the disaggregated workers of the globalized age.

The transformation of work and the family is also dissolving the political relations that developed in the industrialized countries between working people and government through publicly provided social services, such as social security and medical insurance, provided mainly to people with full time lifetime jobs and through civic and political groups organized around traditional communities and families. Government social transfers emerged from nineteenth- and early-twentieth-century industrial worker movements responding to the new work conditions in factories. Once workers had been pulled from their farmhouses and put into factories, they were able to organize and targeted the workplace as a target for bettering their social conditions. Such organizing spread to broader political organizing based on working-class interests and the flight for workers’ benefits.

The very notion of government as linked directly to the needs of people in communities and workplaces also emerged from civic organizations based in local communities. They counted on participation by individuals whose conception of time and space were defined by particular notions of community and family. As those notions change, however, civic life also changes, undermining political and social relations that once integrated individuals into a national state.

5. Recommendations and solutions

First, there is the issue of acquiring the computer hardware itself, a problem that is often overlooked due to the fact that the overall cost of buying a P.C. has begun to go down. Although falling computer prices are good news for middle class buyers, but may still be too much for a lot of families, or for low-income schools and community access sites that have to struggle to cover basic expenses like books and staff salaries. A few companies have made headlines by offering computers to a handful of schools in exchange for the right to place a constant stream of advertisements, targeted toward children, at the sides and corners of the screen. Beyond acquiring the machines teachers and community organizers also need to be taught how to use them. 

Second, we have to make people understand why this is something they need to learn how to do. Part of that is getting people over a general fear or mistrust of technology. Some people still approach computers with the fear that they might ’break them’ if they hit the wrong key; other people assume that they simply are not smart enough to ever understand how to use a computer. The barrier for many though is apprehension over what computers, and particularly the Internet, might bring into the home. There is also the fear that using a computer is an anti-social activity that will take time away from the family.

It needs to be questioned, however, how realistic the expectation is that this disparity can indeed be narrowed, let alone be eliminated. It may well be an illusion to think that ICT-poor countries could catch-up or keep pace with the advancements in the Northern-European countries. In the north of the EU the rate of technological development is very high and is supported by considerable resources It would be wasting scarce resources if poorer countries did attempt to follow a catching-up policy which would only benefit the designers and operators of ICTs. This does not mean that poorer countries should not try to upgrade their ICT systems but they should not do this in the unrealistic expectation that those who are ahead will wait for them. As a result, the situation may improve for the poorer countries, but the divide will not go away. As long as ICTs are embedded in the institutional arrangements of a corporate-capitalist market-economy, the equal entitlement to information and communication resources will remain a normative standard only.

Now more people have come to understand that access to information technology is something that will eventually need to become competitive in the job market, and to fully participate in society. The big problem is that the approach to bringing everybody into the information age is patchy, the commitment not yet solidified or even entirely earnest. Some neighborhoods get high-speed Internet access, while some do not have wiring for phones. Some schools have advanced computers in every classroom, while others make do with a handful of older models, or none at all. All in all, though donations of services and equipment, and the efforts of activists and local technology programs, are doing wonderful things in the communities they touch, it will take more to close the divide. It will take a commitment on the part of government, business, charitable organizations, and communities to an ideal of universal service, and an acknowledgement that equal access to technology is, for individuals, a basic right, and, for the country as a whole, an economic and democratic necessity.
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Abstract: The aim of the paper is to analyse whether Hicks’ conditions for stability are equivalent to the necessary and sufficient conditions for existence of local maximum. For this purpose I consider the necessary and sufficient conditions for existence of local maximum so that I lead the conditional maximization problem back to an unconditional maximization problem. Finally I consider an interesting property of quadratic forms.

Hicks examined the following problem for consumer equilibrium in the mathematical appendix of Value and Capital: Let us consider an individual consumer with a utility function 
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Introducing a Lagrange multiplier μ, the problem is:

                                                 max
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The conditions for consumer equilibrium are:
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Eliminating μ from the above equations, we get:
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The number of above equations is n for determining x1, x2, ..., xn. Equations (3) or (4) are the necessary conditions for the maximum of u.

So that u will be really maximal according to Hicks it is necessary that
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i.e. the quadratic form 
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determinants are alternatively positive and negative. The conditions (5) are called conditions for stability by Hicks.

Now let us consider the necessary and sufficient conditions for the existence of local maximum so that we lead the conditional maximization problem (1) back to an unconditional maximization problem.

First let us consider the two variable case, i.e.

                                                max 
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unconditional local maximization problem. The objective function 
[image: image27.wmf])
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From this   
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The necessary condition for local extreme values 
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which correspond to first equation of (4).

Supposing that 
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is a twice continuously differentiable function and considering that x2  is function of x1, we get:
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since it is easily verifiable with the development of determinant that
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The second-order sufficient condition for local maximum is  
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which is Hicks’ condition in case when n = 2. Hicks regarded this condition necessary but not sufficient. The second order necessary condition for local maximum is  
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Now let us consider the several variable case i.e. the conditional local maximization problem (1). From the limiting condition
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The objective function:
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The first-order partial derivatives of function f:

                
[image: image45.wmf]i

i

i

i

i

u

p

p

u

u

x

g

u

x

f

¢

+

÷

÷

ø

ö

ç

ç

è

æ

-

¢

=

¢

+

¶

¶

¢

=

¶

¶

1

1

1

  (i = 2, 3, ..., n)
(18)

The first-order necessary condition for local maximum:
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which is equivalent to first n – 1 equation of (4).

The second-order partial derivatives of function f:
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The second-order sufficient condition for local maximum is in the stationary point that
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determinants are alternatively negative and positive. We can transform these determinants e. g.:
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We get the last determinant from the previous so that we add the suitable multiple of the first two columns to the other columns. (E. g. we add the 
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Thus the sufficient condition for local maximum is that
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determinants are alternatively positive and negative, which correspond to the Hicks’ condition.

We can formulate the second-order necessary condition for local maximum as follows:

Let x0 be the stationary point of 
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The Hicks’ condition 
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Using the necessary conditions 
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Since (6) is the condition for a quadratic form to be negative definite subject to a linear relation between the variables, let us consider an interesting property of quadratic forms.

Let 
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be a negative definite quadratic form, so A is a non-singular and symmetric matrix. 
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since 
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 Then 
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Thus Q is negative definite subject to 
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As is well-known that 
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where Aij is cofactor of aij in the determinant of A.

Thus, if 
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Using this we can write the following conditions instead of conditions for stability (6) according to Allen (Allen 1957, p. 660):
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where 
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This condition plays a significant role in Value and Capital.
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Abstract: Governments try to attract FDI for expected beneficial effects on employment, wages, balance of payments, technology and growth. The invest target places become more similar in regions, so some kind of investment motivation and regulatory means are appreciated. Investment attracting came to the front and started a competition of motivation between countries.

Introduction

There are different definitions for the Foreign Direct Investment, let see two from them: FDI stands for Foreign Direct Investment, a component of a country's national financial accounts. Foreign direct investment is investment of foreign assets into domestic structures, equipment, and organizations. It does not include foreign investment into the stock markets. Foreign direct investment is thought to be more useful to a country than investments in the equity of its companies because equity investments are potentially ’hot money’ which can leave at the first sign of trouble, whereas FDI is durable and generally useful. FDI usually means an investment abroad where the company being invested in is controlled by the foreign corporation. 

The purpose of economic policy in attracting foreign capital

Governments try to attract FDI for expected beneficial effects on employment, wages, balance of payments, technology and growth. It is worth looking over how far the positive effect offsets the cost of the allowance, which comes forward in the host country during the investment (Sass 2003).

In general most governments see FDI as having greater potential to improve total factor productivity than an equivalent amount of domestic investment. This would be taken as axiomatic in developing and transition economies and depending on the origin of the multinational firm, at least in some developed economies. Add to this the potential spillovers from multinational firms to domestic firms that are believed to raise their productivity, yielding a second growth bonus and it becomes clear why attracting inward investment figures prominently in the policy priorities of so many goverments. This leads naturally to three questions: Can active policy intervention influence the level and composition of inward investment? Can particular policies maximize the potential for spillovers, both by encouraging multinationals to transfer technologies and by improving the absorptive capacity of domestic firms? Do target policies yield net benefits? (Görg-Greenaway 2004) 

The invest target places become more similar in regions, so some kind of investment motivation and regulatory means are appreciated. The role of motivation is most important where the investor needs to chose from places with similar conditions in national or regional level. (Sass 2003) Although there is some evidence that investment incentives can affect the location choice of multinationals, the effect appears to be small. (Görg-Greenaway 2004) Invest attracting came to the front and started a competition of motivation between countries. The motivation competition is rising, it is seen, that the pork bassel per workplace created by FDI is setting higher. (Sass 2003) 
The Hungarian economic policy today is suitable for motivating new capital investments.Trade policy is relevant. In general, economies with more open trade regimes have done better at attracting FDI and benefiting from it than counties with inward-oriented regimes. (Görg-Greenaway 2004) 

It would be important to improve the general investment environment and improve the foreign capital attracting ability, on the one hand to make end of macroeconomical imbalance, on the other hand improvement with infrastructure and education. It is worth considering to manage the gain tax-key like a capital attracting asset and to lower the tax and incidental experiences and local taxes as well. The investment motivation claims a reform: only one organisation is needed to be formed, which concentrates only on the investment motivation and it has an autonomous decide tether. This organisation should have a coordinator role in the administration of the allowances. (Sass 2003) 

The question is whether governments can implement policies to maximize the prospects for extracting benefits from multinational firms. General policies may turn out to be the most effective means of boosting the probability of positive spillovers. 

FDI is a key driver of economic growth and development. Most governments consider the attraction of FDI as a priority, particularly in developing and transition economies. It is given this emphasis not just because it boosts capital formation but also because it can enhance the quality of capital stock. The reason is that multinationals are assumed to bring with them best practice or, as a minimum, better practice technology and management. Moreover it is possible (even probable) that a given multinational firm will not be able to protect its superior technology or management fully to prevent some elements from being absorbed by indigenous firms. If spillovers occur, they provide an external benefit from FDI one that goverments are hoping to secure. But this could as well happen that researchers are looking in the wrong place and with the wrong lens. Many studies focus on the industry rather than on the firm or plant.

Consensus in the policy literature is also clear: general policies aimed at altering the fundamentals are more important than specific policies aimed at attracting particular investments. Such specific policies seem to affect primarily the distribution of rents. Governments compete in offering investment incentives and in the process create rents for multinational firms.

Both econometric evidence, surveys and case study work suggest that the characteristics of the economic environmnet are generally much more important: infrastructure, local labor market conditions, reliability of communications systems, as well the overall macroeconomic and trade policy climate. (Görg-Greenaway 2004)

Summary of the FDI motivation assets 

The investment motivation assets improve the return of investments or reduce the cost and the risk. Motivations can be fiscal, financial and other motivations. These are summarised in the following table. These allowances influence the place selection of the new investments above all. In most cases governments require to allowances different conditions and requirements to turn the investments to stressed sectors, activities and regions. (Sass 2003)
	Types of motivation
	Their purposes
	Their elements

	Budgetary
	Reducing the tax burden for the investor
	Tax allowance, tax exemption, tax refund, relief from customs duties, reducing on tax base, reducing VAT, quickly depreciation allowance, renvestment allowance, deficit distance

	Financial
	To give a direct financial allowance
	preferential credits, non-refundable allowances, state guarantee for investment credits, exportguarantee insurance and credit, different target allowance 

	Other
	Improving the expected profit of the investment/ reducing its costs with non-financial assets
	preferential governmental contracts, cheaper real estate than the market price, institutional investment motivation, small- and medium sized enterprices’ development programs, duty free zones, special economis zones, industrial parks


Table 1. The most important FDI motivations in the narrow sense 
(Sass 2003)

The role of FDI in distribution

FDI is not usually or at least has not recently been concerned with effects on inequality or poverty. Furthermore, FDI is only one of many factors affecting skill- specific wages and wage inequality. In general, FDI may have most an effect on those in the middle of the income distribution and little effect on those at the bottom. The effect may be to bring some in the middle closer to the top group reducing inequality, but further from the bottom, increasing inequality. Emphasis here is not on policies towards inequality or the poor per se, but about policies to ensure greater and more equally distributed gains from FDI.

The best policies are those that increase the potential for workers and for the economy to benefit from FDI. The former policies are primarily related to education, training and industrial relations. The latter are meant to encourage increased efficiency of domestic firms, benefit from linkages with and spillovers from foreign firms, and attract FDI into areas or sectors that are most beneficial for the poor. 

Growth in FDI will increase the demand for skilled workers. Good quality and appropriate education in this context requires increased enrolment in secondary education to provide the foundation for vocational and tertiary technical education. Governments in developing countries have tried various schemes to boost enterprise training but take-up and coverage rates remain low. This is a case for public policy intervention as private firms may not have sufficient incentives to train low-skilled workers. Foreign firms offer more training than their local counterparts, and should be encouraged to offer more to low-skilled workers. 

If governments want to ensure that some benefits of FDI go to the poor directly, they may want to encourage foreign firms that employ relatively unskilled labour and/or attract investment in sectors that are likely to benefit the poor. If FDI increases employment of unskilled workers who were poor, it can reduce poverty while increasing wage inequality. FDI that supports employment in rural areas and agricultural sectors is more likely to benefit the poor, even if the gains are also unequally distributed. 

As certain policies that directly affect FDI can help to ensure that all workers gain from FDI, other, more indirect and more general policies are sometimes as effective or efficient. There are various policy options through which the benefits of FDI can be made to reach the poor indirectly. These include maximising employment opportunities and learning effects in local firms through promoting linkages within the guidelines set by international regulations and using fiscal receipts of the foreign investment to spend on productive infrastructure or social sectors such as education and health. 

Policy influences on foreign direct investment

The most important effects on bilateral FDI patterns seem to come from border policies and labour market arrangements. Detailed analysis shows that the contribution of border policies is equally split between the impact of FDI restrictions and other openness factors, such as participation in free-trade areas and tariff and non-tariff barriers. The labour tax wedge is the most influential component of labour market arrangements, with employment protection legislation playing a smaller role. 

Outside free-trade areas, OECD estimates suggest that tariff barriers between the host and investor country or between the host and third-party countries discourage foreign investment. This reflects the costs that tariffs impose on re-importing to the home country, or exporting to third-party countries, the final or intermediate goods produced by foreign affiliates. Restrictions often set limits on investment by foreign companies, as well as on management and organisational choices of foreign affiliates in the host country. 

OECD empirical results suggest that labour market arrangement can influence the cross-country patterns of FDI as strongly as direct restrictions to trade and FDI. These arrangements are generally driven by policy objectives that are unrelated to FDI, but they have important side effects on the level and geographical allocation of FDI flows. Strict employment protection legislation and, especially, high labour tax wedges appear to divert FDI to locations where labour market arrangements are perceived as less costly. The negativ effects of strict employment protection legislation on inward FDI may also be due to the fact that this legislation is likely to affect not only the returns expected from foreign investment but also their variability, thereby increasing the risk that investors face in the host country. Cost shifting for high labour-income taxation may be particularly difficult for multinational enterprises, whose employees have a higher cross-country mobility, especially at highly-skilled and managerial levels. 

OECD analyses suggest that relative to the OECD average, policy influences on FDI appear to have played different roles in different countries over the past two decades. For instance, while labour market arrangement seem to have had a relatively positive influence on inward FDI positions in English speaking countries like Japan and Portugal, they have tended to depress them in other Europan countries. Similarly, while the openness factor of most European countries and the United States is estimated to have a positiv role, comparatively restrictive border measures are likely to have depressed inward FDI positions relative to the OECD average in Canada, Australia and to a less extent Japan, Norway and Finland. The contribution of product market regulation was significant for countries having either a relatively liberal approach, where it pushed up relative inward FDI positions, or a relatively restrictive approach, where it pulled down relative inward FDI positions.
While trade and FDI liberalisation have been extensive over the past two decades, further opening up borders would increase FDI integration among OECD countries. This means a country-specific reform, but tipically it would imply lifting screening requirements and restrictions on foreign shareholdings, and substantially reducing other restrictions. 

The OECD has analysed the effect of policies on FDI using a large data set that covers bilateral FDI relationships between 28 OECD countries over the past two decades. The focus was on three sets of policies: explicit restrictions to trade and FDI, regulations affecting domestic competition, and policies that affect labour costs and the adaptibility of labour market. OECD countries’ policies in labour and product markets were proxied by policy indicators. These were supplemented by indicators of non-tariff barriers and new indicators of tariffs. The analysis accounted for a large number of non-policy factors, including geographical distance, market size, transport costs, differences in the availability of physical and human capital, and other country- and period-specific effects. The results of empirical analysis can used to quantify the long-run effects of policies. The results of these simulations are only suggestive of what could happen under different policy scenarios, notably because the applied coefficients may be imprecise due to the difficulty of disentangling the pure effects of policy and non-policy factors. Moreover, the estimated models on which the simulations are based do not account for all possible interactions between policy changes and FDI flows. The quantitative effects highlighted in these simulations also partly depend on the configuration of policies and the distribution of FDI positions. 

Why is the attracting of foreign capital unsuccessful?

Without inviting foreign investors in some developing countries, foreign companies have not responded to their invitations. The reason can be the political and economical instability in the host country. The one reason is that objectives and organisational characteristics of state-owned enterprises’ differ greadly, but it is possible to identify common factors. The main reason in many less developed countries was a distrust of private enterprise, combined with the socialist ideological beliefs. The Indian government explicitly stated its intention to retain control over the ’commanding heights’. A related factor was the desire to decolonise the country’s commercial sector. Many Latin-American countries strove to avoid dependencia or the dominance of foreign economic powers. 

Other characteristics of state-owned enterprises also influence the content of their investment promotion materials. They have a much broader coalition of members than most private enterprises, including their managers, boards of directors, goverment ministers, civil servants, parliament and politicians. Their managers must take into account the expectations and various interest groups. They are expected to balance the social as well as the commercial costs and benefits of their projects with a much greater emphasis on the social side than in private companies. Their goals and objectives tend to be broader more than in private companies. 

The characteristics of less developed countries are the high rates of unemployment, huge disparities between rich and poor, the relative inefficiency and low purchasing power of domestic market, the low levels of technology, and so on. In addition, many goverments are influenced by the ’ideology of development’, a belief that the government has to take a very active role in the country’s economy in order to hasten the pace of development. 

At the personal level many managers in state corporations face career environment more similar to civil service than to the result-oriented competition of American companies. The environment may reward them for caution rather than risk-taking. There is a difference concerning subordinates as well, in the American companies there is an assigned real and limited responsibility to quite junior trainees, in the large organisations in developing countries often practice a kind of ’training by hanging around’, in which junior managers are supposed to learn their jobs mainly by observation. Often they are given only small tasks under close supervision until they have been with the organisation for several years. It also makes top managers overloaded as they have to spend too much of their time reviewing on minor matters. They may not be able to rely on their subordinates, so they may not be able to devote sufficient effort and attention to the difficult and strategigally important tasks of planning their organisations’ futures. 

An important difference between American executives and state corporation managers in LDCs is that the former tend to strive to increase their own and their organisations’ power and independence, while the latter often deliberately subject their organisations to the guidance and control of goverment ministries or boards. The managers of American companies assume the bigger risk in the hope of bigger result, but managers of state owned enterprises do not, because they want to avoid the possibility of any failure being attributed to their own errors. 

These cultural and environmental charactaristics strongly affect the language of documents drafted by state corporation managers to attract and influence foreign companies. They are afraid of foreign companies. Managers of the state owned companies often do not understand the competitive atmosphere and the pressure for financial results that confronts executives at all levels in American companies. 

It would be a long, slow and difficult process to try to change the ingrained attitudes and practices of the State owned enterprises to make their investment literature more marketing-oriented. However, they know the way how to introduce news without great changes in the organisational culture. They see only the following: ’what you must do for us’, rather than ’what we can do for you’. The least developed country has to be concerned primarily with its own welfare, with obtaining the coming foreign capital. But that country should be more effective in attracting desirable capital.
Another problem is that the corporations owned by the state do not understand prospective investors’ needs, and leave the saying out of consideration: ’You catch more flies with honey than with vinegar.’ They would be better to welcome to all proposals. It should communicate its eagerness to make it easy as possible for foreign companies to follow through on their plans. This does not mean that hospitality of the corporation or the country should allow itself to be exploited or abused by foreign companies. The question is, whether state rules make good policy, as rules are intended to guard against financial and other abuses which the country may have suffered in the past, while on the other hand they may well be less necessary as the local economy becomes more developed and the government’s regulatory powers grow more sophisticated.

Corporation personnel would not be involved in the formative stages of the project, but would only see the completed documents. They would consider only one proposal at a time if several were to be submitted. They need to understand the competitive bidding so it is quite possible that confidence comes from the state owned corporations’ managers. 

For several reason this is not the best way. Proposal evaluation is too important to be slighted in this way and careful attention should produce some good rewards. They could have much more confidence in a feasibility study. Finally they would want to have some of their own people working with the prospective investor while the study is being carried out. Otherwise, it is too easy for the investor to manipulate the study so as to make the proposal look better for the host country than it really is. If the management were overloaded, they could assign more junior people to work intensively with the foreign company. 

Having submitted one investment proposal at a time also has many disadvantages. Maybe the state owned enterprises’ people would be better able to recognise the strengths and weaknesses of a given proposal if they took the time to work through several of them and could compare them. They can increase their ability to bargain for better terms if they had proposals from several competing foreign companies (Stoever 1989).
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Introduction
The aim of the article is the take a short glance at the Hungarian bank segment one year after the accession to the European Union. The analysis will focus on three major topics: regulation environment, market environment and macroeconomic environment of the bank segment in Hungary.

Regulation environment
It can be told about the legal regulation of the bank segment that the legal regulation system is considerably similar, almost the same, due to the structural reforms and the legal harmonization process of the last fifteen years. 
The main task of Hungarian banks is related to the regulation environment: the preparation for meeting the capital requirements of Basel is in process at full speed, which will be obligatory also for the already EU member Hungarian bank segment from 2006. Let us have a look at this issue in details. 
1. 1. Regulation of Basel Capital Accord
The Basel Committee on Banking Supervision published its capital conformity standards in 1988 under the name ‘Capital Accord’, in which the elements of the regulatory capital of the banks were defined and a unified calculation method was introduced related to the balance sheet total weighted by risks. The agreement stipulated a minimum value of 8% for the capital conformity rate deriving from the ratio of the guaranty capital and the balance sheet total weighted by risks. 
Due to the development of the market and the criticism of the banks, modification of the regulation was needed, the first version of which was published in June 1999. After the consultation period in January 2001 the second version was published, which was followed by a consultation period again. At the moment, the third version is the latest, which was published in April 2003 and will be applied from 2006. 
The capital standards of Basel contain rules regarding the risk management processes and the internal managing and controlling systems. One of its main aspects is the flexibility: it was defined in a way that it should be suitable for defining the necessary capital requirements in case of institutions of different size, structure and business. The modified new regulation is more complex, and its flexibility resides in the range of the applicable methods. This way it is possible for the institutions to use the most adequate approach regarding their risk management systems.
The three main pillars of the regulation:

1. Minimum capital requirements: the first pillar consists of methods elaborated for setting the amount of capital needed to cover the credit, operational and market risks. These methods can measure the risks of the assets in the portfolio of the institutions much more precise, with greater sensitivity and with several approaches in a more effective way. 

2. Supervisory review: in the framework of the second pillar the supervisory authority examines the propriety of the capital conformity measuring process of the banks and evaluates the strategy regarding the maintenance of the capital level. In case of inadequate processes and capital level, it takes quick corrective measures. 

3. Transparency requirements (‘market discipline’): with the stipulation of the publishing obligation, the third pillar aims the strengthening of the weight of the market discipline in decreasing the risks. The range of information to be published covers the essential elements of the bank operation, thus making the position of the banks more transparent for the market players.

1. 2. Preparedness of the Hungarian banks 

‘Bank és Tőzsde’ has made interviews with representatives of Hungarian banks to see how prepared they are for the introduction of the capital conformity regulation of Basel. 11 Hungarian banks participated in the survey, some of them giving their names; most of them were however in incognito, to provide data for the aim of statistical data processing. 
According to the study, the banks – regarding the general opinion about the new regulation – evaluate the capital conformity regulation of Basel as a positive feature as it encourages applying the advanced risk management and measurement methods, as the rules valid today are simply applicable though, but they reflect the actual credit risks less. At the same time, the three-pillar-solution, the introduction of the selectable methods results also in the increased freedom of the supervisory and the regulating authorities in making decisions, evaluations and consideration. It is still unpredictable, how the authorities will take the opportunity of this freedom, and how it will affect the competition. 
As most of the banks are possessed by foreign owners, generally they will not apply self-developed methods, except for the National Savings Bank (OTP) having the largest portfolio. In case of the other market players, the parent institutions support and coordinate the preparation of their subsidiaries in a centralized way, giving them freedom and at the same time they allow local developments as well. As fifty percent of the bank projects were elaborated to launch the regulation at some banks with smaller work teams of coordinating nature, and where the size gave reason for it, with establishing a whole division. 
Fifty percent of the banks interviewed stated that they would use the simplier applicable standard method for measuring credit risks and they would switch to the advanced method based on the internal qualification later. The other banks (mainly the larger banks) would launch the method based on the internal data at once. The case is similar with the processes used for measuring the capital requirements of the operational risks: the domestic banks voted for the standard and the advanced methods in a ratio of 50-50%. 
It is a general opinion at Hungarian banks that considerable information technology development is necessary in order to meet the requirements, the costs of which – depending on the size and the quality of their information system – amount to around a hundred and five hundred thousands Hungarian forints. The representatives of the banks estimate the time needed for the development and the introduction for about two-three years, but some said five years too. 
To the question that in what they see the biggest problems during their preparation, banks listed the elements as follows:

· As the new regulations have not been elaborated yet, they ‘have to shoot on a moving target’.

· They have to meet both the regulations relating to the parent institution and the domestic rules, while decision making regarding domestic issues is at a rather initial stage. 

· The regulation is based on thorough theoretic, statistical and mathematical ‘formulas’, and all these should be applied in the business life, when granting credits. The biggest challange for the banks is to convert the theory into a well applicable practice. 

· National level aggregated data are missing regarded for example probabilities of arrears, loss rates and information on events relating to the operational risks.

· In some subjects, a unified interpretation applicable in the Hungarian legal system is missing: for example the notion of arrears, the acknowledgement of guarantees, etc. 
To sum up it can be stated that the preparatory period for launching the regulation of Basel is over, and banks are busy with duties necessary for the introduction. Despite the difficulties and problems emerging, the deadline will probably be kept, and – even if with different strategies – the conversion will be carried out in time.  
2. Market environment
2. 1. Market players 

Regarding ownerships, the role of private capital dominated in the domestic financial segment. During the privatization, the ownership, institutional and corporate management structures based on private capital were practically consolidated. State property in the bank segment is still considerable, which is not unusual when comparing it with the developed economies: in the bank system of some OECD countries (e.g. Germany), the proprietory share of the state is around 50%. 
A further similarity is that the market players are nearly the same. It is due to the fact that during the domestic privatization and the organic growth of the market structure mainly foreign professional investors acquired significant positions. 70% of the Hungarian bank segment are owned by such foreign investors, the majority of which operates in the financial market of the EU. It also means that the style and practice of the corporate management and the business policy of the domestic financial service providers are considerably similar to the ones common in the financial markets of the EU. 
In the meantime it is worth mentioning that a considerable banking concentration has been started in the EU. The demand and supply will determine as well in Hungary whether the approximately 40 existing banks are needed. The competition will become more fierce, which will result in the improvement of the quality of the services and the introduction of new products. On the middle run the acquisitions and merging of the banks are expected in Hungary as well, while we can count on the increase in the number of bank branches: less banks will provide services with more branches to the customers.
2. 2. Range of products 

We do not fall behind the EU regarding the product range: more or less all the products, services and types of services can be found in the Hungarian financial segment, which currently exist in the practice of the developed economies and financial systems. Naturally it should not be understood as the given products, services or market are present in Hungary with great business volume and at an advanced stage. On the contrary, in many cases (e.g. some derivatives, corporate bond market, or some electronic bank services, etc.) it is not characteristic at all. It is more important though that relating to the current product range, the necessary professional knowledge and practice and the business and infrastructural background exists at a certain level. Thus, the accidentally not introduced products can be easily established, in case the market provides opportunities for this, or there is demand for it. 
It shall be noted in the same time that there are considerable differences between the relative development and the business weight of some financial services: the development of some business fields is at a pretty early stage, while the development of other services branches (e.g. the majority of the commercial banking services), mainly regarding the services volume and the maturity of the market, can be compared with the practice of the developed economies. 
There are some examples to support the above mentioned facts: several banking services are under-developed, like the corporate procurement and financing branches, and the trading of the financial derivatives. The corporate bond market is missing almost as a whole, and the stockmarket too has little importance in the financing of the economy. Despite of the fast domestic growth, the economic weight of the electronic banking services and the Internetbank falls considerably behind the practice of the developed economies, and numerous retail trade banking and insurance services of high value are missing or are at a very early stage (e.g. home administration on behalf of the customers). 
Among the above mentioned fields, in many cases the reason for the backlog is the economy, and the small size of the mentionable businesses and the market – this is the case for example regarding the investment banking services and the stockmarket. A further well-known reason is the monetary stability with a level falling behind the developed economies, and the relating lack of confidence of the investors, which results in high national resources expenses, thus hindering the development of the bond and stockmarket. In other cases, such as the electronic banking services or generally the banking retail trade services, the backlog derives partially from wages or financial reasons, mainly, however, from the limited velocity of the expansion of the necessary financial culture. 
2. 3. Technical- technological background
As the financial services considerably depend on the quickly developing technological conditions, it is wise to mention the existence and the continuous development of the information technological (hardware, software) and the telecommunicational infrastructure. In this respect Hungary has caught up during the last years: the service providers have access to the infromation technology common in the developed economies, regarding the telephone supply we have a backlog of less than five years, and regarding the Internet supply we have a backlog of 5-10 years compared to the most developed economies. 
Even despite this relative backlog, the technological background will not considerably hinder the development of the financial segment after joining the EU. Especially the expansion of the Internet-technology together with the emerge of the netbanking-services shall be considered as the primary trends of the development. 

3. Macroeconomic environment
In the Hungarian economy both inflation and real interests are higher than the ones in the EU. It is also a reason of the increase in the interest margin that the national bank, which is responsible for stopping the inflation acts to decrease the growing demand for capital. The main mean to reach this is to keep the liability costs on a high level in order to limit the capital demand of the domestic private segment.
In the last months this strategy trend seems to be given up, and in parallel with publishment of the better macroeconomical figures the national bank has started to decrease the interest rate in the frame of a slow but continuous action. But the market does not react immediately to these changes: the commercial banks move their interest level gradually to the new one, mainly at first on the business market then later on the private market. As a consequence, the interest rate structure becomes different from the usual European examples, and leads to a high interest margin level for the bank segment. According to the data of 2003, on the Hungarian credit market the interest margin on consumer loans was 15.6% versus 7% of the EU, while in case of mortgage loans 7.2% versus 2.5%.
This leads to a very high level of profitability of the bank segment: the average ROE in the Hungarian bank segment is about twice as much as it is in the European Union. This is also visible in the ‘success story’ of the National Savings Bank, OTP: on the qualification list of Euromoney in the first half of 2005 OTP won the first position, mainly because of its extraordinary profitability level.
T he potential of growth for the segment is visible even within the Union as well, but on the middle run we can expect a decrease in the margin level, so the difference between the Hungarian and the European Union banks will be smaller or fully disappear. But if the developments will go on, and the efficiency could be increased, the profitability can be kept presuming some growth in the volumes and the provision of services. But the profitability on capital should be dropped, and the average ROE of the Hungarian bank segment will get closer to the European level, maybe by the end of the decade.
Conclusion
As it could be seen, the Hungarian financial segment at all points and in the highest degree got close to the level of EU, and in any kinds of comparison mainly the similarities dominate rather than the differences.
After the accession on 1st May 2004 there were no significant changes in the segment. The legal harmonization had already been realized, and further changes cannot be foreseen, only on mid-term, after joining the EMU, which is scheduled around 2008-2010. Accordingly we should not expect any radical changes in the bank segment in the next few years.
In the meantime it is worth mentioning that in the frame of the integration to EMU and the European single financial market the bank segment will face a strong constraint of an intensive adaptation, which will determinate essentially the development of the segment. And this should lead to a continuous development of our banks and financial segment.
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Figure 1. World Bank Group SME Investments


Fiscal Year 2004	Approvals in USD


1.	Internatioanl Finance Corporation (IFC) $ 820 million


2.	Multilateral Investment Guarantee Agency (MIGA) $ 219 million


3.	International Bank for Reconstruction and Deveelopment (IBRD) $ 317 million


4:	International Devevlopment Association (IDA) $ 141 million


Source: 2004 Annual Review Small Business Activities


International Finance Corporation; World Bank Group
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Figure 2. Factors determining company value
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		2006		2.4		4		3.8		4.5		5.2
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