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Introduction

Purpose of the document

This document provides a summary of the support initiatives that are going to be carried out as part of Activity 2.2 of the EUMEDGRID project. The document starts (Chapter 1) with a description of the current EGEE Grid middleware (gLite 3.0), its previously released version (LCG 2.7) and the upgrading strategy between them. Chapter 2 deals with the resource (applications, networking, computing and storage) planning. Chapters 3 and 4 describe the EUMedGrid sites’ infrastructure (operating system, middleware installation, monitoring and testing) and their deployment strategy (including the rollout of pilot sites into the EGEE production infrastructure). 
Application area

The information collected here is intended to provide a technical roadmap for the EUMEDGRID support actions realization, helping to design a sustainable working model for the propagation of Grid technologies within the Mediterranean area. WP3 will utilise the results presented here as an input to derive an actual implementation plan of the initiatives in the several countries, according to regional profiles and actual IT needs, taking into account the different organizational status, time-scales and scientific interests. Furthermore, technical information gathered within the Activity 2.2 of WP2 would be of interest for WP4 and WP5, to tune specific (regional) applications and design customized training facilities.
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Executive summary

What is the focus of this deliverable?
The focus of this deliverable is to provide a technological roadmap for the implementation of the EUMEDGRID initiatives and support actions focused on the participation of the Mediterranean countries to the Grid activities in Europe and worldwide. The starting point from which the corresponding strategies have been drawn was the report on the information collected by the Activity 2.1 of WP2 and published in the Deliverable 2.1 [reference]. 

The main points taken into account while designing the deployment activities dealt with grid computing power and storage requirements of the single countries involved in the project, their interconnection bandwidth, specific needs and applications of interest for the regional NGIs.  

What is next in the process to deliver the EUMEDGRID results?
The follow-up activities of WP3, namely the overall operational organization (A3.1), middleware deployment and pilot site installation and operation (A3.2-A3.3), network resource provision (A3.4), CA setup (A3.5), as well as the ones of WP4, namely the EGEE, regional and new applications deployment (A4.1, A4.2 and A4.3) will derive operating strategies and directions from the information reported in D2.2. The roadmap sketched in this document would pave the way to carry out the next required steps (site installations, CA setup, production Grid operations, applications deployment and support) in the Grid technologies implementation within the regional contexts. 
What are the deliverable contents?
This deliverable presents an overview of the EGEE middleware (in particular gLite 3.0) adopted by EUMEDGRID, information on relevant Grid resource (applications, networking, computing and storage) planning. Moreover it describes the basic sites infrastructure (operating system, middleware installation, monitoring and testing) and their deployment strategy (including the rollout of pilot sites into EGEE).
Conclusions

Deliverable 2.2, “Proposed technical roadmap” is a core deliverable of the project that provide a roadmap for the implementation of the EUMEDGRID activities and actions focused on the participation of the Mediterranean countries to the European and worldwide Grid initiatives. It presents middleware and hardware technical solutions and an overall strategy for regional deployment. The contents of this document will serve as input for the WP3 and WP4 activities.
1. Grid middleware
 

Since May 4th 2006, LCG and gLite, the two middleware stacks under development, converged into a new release of the EGEE middleware called gLite 3. This is the first release to incorporate the services from LCG 2.7 and several components taken from gLite 1.5 and from this release onwards there will no longer be separate releases of the two middleware distribution.

1.1 LCG 2.7
The LHC Computing Grid Project (LCG) [6] was born to prepare the computing infrastructure for the simulation, processing and analysis of the data of the Large Hadron Collider (LHC) experiments at CERN. When LHC will start to be operative, it will produce roughly 15 Petabytes (15 million Gigabytes) of data annually, which thousands of scientists around the world will access and analyze. The mission of the LCG is to build and maintain a data storage and analysis infrastructure for the entire high energy physics community that will use the LHC. 

Access to experimental data needs to be provided for the 5000 scientists in some 500 research institutes and universities worldwide that are participating in the LHC experiments. In addition, all the data needs to be available over the 15 year estimated lifetime of the LHC. The analysis of the data, including comparison with theoretical simulations, requires of the order of 100 000 CPUs at 2004 measures of processing power.
1.1.1 Architecture
LCG users are organized into Virtual Organizations (VO): dynamic collections of individuals and institutions sharing resources in a flexible, secure and coordinated manner. The LCG VOs correspond to real organizations or projects, such as the four LHC experiments; other VOs exist in the context of EGEE, like the community of biomedical researchers, etc.
 

The overall structure of the LCG middleware is composed by a Workload Management System (WMS), a Data Management System (DMS), an Information System (IS), an Authorization and Authentication System, an Accounting System, several monitoring services and installation services [7] [8]. 
The WMS is part of the LCG core system. It takes care of managing jobs submitted by users, matches the job requirements to the available resources and schedules the job for execution on an appropriate computing node, tracks the job status and allows the user to retrieve the job output when ready. The DMS allows users to transfer files between sites, replicate files among different locations, and locate files. The IS provides information (stored into central databases) about LCG resources and their status.[7][8]
The Authentication and Authorization System contains the list of all the authorized users able to have access to LCG-2 resources. Monitoring Services check the jobs status (including the available disk storage space) and stores the results in a relational database.
1.1.2 Executive summary of the services
The following services are included in the LCG2.7 release:
· User Interface (UI)

· Computing Element (CE) 

· Worker Nodes (WN)

· Storage Elements (SE), implementing  the GSIFTP (expand acronym) and Remote File Input/Output (RFIO) protocols 

· Information System (IS)

· Data Management, provided by a Replica Management System (RMS) of the European DataGRID (EDG) project
· Job Management, provided by the Workload Management System (WMS) running on a Resource Broker (RB)

The gateway to LCG2.7 services is the UI, a service which hosts the users’ personal accounts and where the users’ certificates are installed. 

The computing resources are organized in a hierarchical structure, with a CE built on a homogeneous farm of PCs called WNs managed by a Local Resource Management System (LMRS) and a node acting as a Grid Gate (GG) or front-end to the rest of the services. Each LCG site runs at least one CE and a farm of WNs behind it. Supported LMRS are the Portable Batch System (PBS).
The access to the storage resources available at each site is managed by the SE, which provides uniform access to all the storage services. SE may control large disk arrays or mass storage systems (MSS). Each LCG site provides one or more SEs which includes a GSIFTP
 server.

The main file access protocol in LCG2.7 is GSIFTP (to be supported by any storage resource within the LCG infrastructure), which is used for file transfers. The other supported protocol, used for the remote access of files stored in the SEs, is the RFIO.

Some storage resources are managed by a Storage Resource Manager (SRM), a middleware module which allows to manage the contents of the storage resource and provides upgrades, file pinning and reservation services. Other types of SEs can be MSS (with front-end disks and back-end tape storages) like CASTOR, pools of disks like dCache (with a SRM interface), or Disk Pool Manager (DPM), created by LCG to be the next SE model. [8]
The IS provides information about the LCG resources and their status according to the GLUE (Grid Laboratory for a Uniform Environment) schema. Computing and storage resources report their status to a site Grid Index Information Server (GIIS). Information stored on GIIS are typically accessed by a service called BDII (Berkeley Database Information Index), introduced to query the GIISes according to a configuration file, cache the results and publish them through a web interface. In LCG2.7,  the main provider of the IS is the MDS.
The Data Management services are provided by the RMS of the EDG project and the LCG Data Management client tools. The single interface between users (and other services) and the RMS is the Replica Manager, currently integrated within the UI. 

Files hosted by the LCG infrastructure can be replicated (typically on a temporary basis) to many different sites, depending on where the data is actually needed and referenced by using different names: Grid Unique IDentifier (GUID), Logical File Name (LFN), Storage URL (SURL) and Transport URL (TURL)
. 
The main services offered by the RMS are the Replica Location Service (RLS) and the Replica Metadata Catalogue (RMC). The first one has the role to maintain information about the physical location of the replicas and the second one stores the mapping between the GUIDs and the LFNs associated with them (managing also metadata information as sizes, dates, ownerships, …).
The Job Management services are provided by the WMS. WMS takes care of the overall job workflow on the LCG environment, from the acceptance of job submit requests, to their dispatching to the appropriate CE (depending on the job requirements and available resources). To carry out this work, WMS has to interact with the BDII and gather information from the RLS. The WMS services run on a RB which has the role of providing the following services: Network Sever (NS) which accepts the job requests from the UI),  the Workload Manager (the core component), the Match-Maker (which looks for the best resource able to run the job, according to its requirements), the Job Adapter (which prepares the environment for the job) and finally the Job Control System (JCS) which actually performs the job management operations such as submission, removal, … ) and  the Logging and Bookkeeping service (LB), which takes care of logging all job management events for monitoring and troubleshooting procedures.

The last component of the LCG architecture is the Proxy Server (PS); its role is to issue a temporary certificate (called proxy), with an expiration time, for a user who accesses the LCG VOs  and is going to use its services. Within the LCG framework a site is free to install a PS.
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Figure 1-1: LCG job workflow and services interaction

Figure1-1 shows the service interactions within a typical job submission procedure. Figure1-2 illustrates the job status workflow. This is what happens in brief:
a) The user logs in into a UI, after having obtained a certificate from a trusted LCG CA
b)  The user submits the job from the UI to the WMS (job status: SUBMITTED)

c) The WMS, through the Match-Maker, queries the BDII and looks for the best available CE to execute the job (job status: WAIT)

d) The WMS Job Adapter prepares creates a wrapper scripts which is passed together with the other job parameters to the WN (job status: READY)

e) The Globus Gatekeeper on the CE receives the job request and addresses it to the local scheduling system (PBS, LSF, or Condor, job status: SCHEDULED)
f) The local scheduler handles the job execution (job status: RUNNING)
g) The job is running and input files can be accessed on a close SE using RFIO protocol (or local access if the files are copied to the WN local file system)

h) The job, thanks to the Data Management tools can produce new outputs and upload files to a storage device  (by copying them on a SE, registering its location and metadata to the RMS and eventually by replicating on another SE)

i) If the job finishes without errors the output is transferred back to the RB node. The event is logged on the LB (job status: DONE).

j) The output can be retrieved by the user from the UI using the WMS commands. The event is logged (and as soon as the transfer finishes the job status become CLEARED).

k) If the site falls down during the job execution, the job will be automatically resent to another CE which is similar to the previous one. In the case that this new submission does not happen the job will be marked as aborted. The event is logged on the LB.
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Figure 1-2 – Job status workflow

1.1.3 Links to LCG documents
	LCG reference website
	http://lcg.web.cern.ch/LCG/

	LCG 2 User Guide (overview of the middleware architecture and a detailed description of all the services provided)
	https://edms.cern.ch/file/454439//LCG-2-UserGuide.pdf

	Step-by-step installation procedure, starting from the operating system and completed by the testing of the site functionalities
	http://grid-deployment.web.cern.ch/grid-deployment/documentation/public/gis/LCG2-Manual-Install_v2.7.0-2/html/LCG2-Manual-Install_v2.7.0-2/


1.2 gLite 3.0
The gLite middleware [ref] was born from the collaborative efforts of more than 80 people in 12 different academic and industrial research centers as part of the EGEE Project. gLite provides a bleeding-edge, best-of-breed framework for building grid applications tapping into the power of distributed computing and storage resources across the Internet. Its first version, gLite 1.0 was released on April 4th 2005. The subsequent version, gLite 1.1 has been released one month later and included the File Transfer Service (FTS) and the Metadata Catalog. The File Transfer Agents (FTA), part of the FTS service, have been included in the gLite 1.2, released on July 2005 and one month later, with version 1.3 new data transfer agents and File Placement Service (FPS) have been added, FPS clients were integrated to UI and WNs modules. The version 1.4 has been released on September 2005 and included the WM Proxy and the LB Proxy, the Distributed Grid Accounting System (DGAS) service, the unification of FPS and FTS and finally the MySql support. The latest version before converging toward a common architecture with LCG was the 1.5, released on January 2006 and included the Hydra, AMGA, GPbox , LFC and DPM services. On May 2006 gLite3.0 was released, merging LCG2.7 and gLite1.5. This release contains all the services from LCG2.7 with the addition of several components from gLite1.5. Starting from this release, there will no longer be separate releases of the two middleware stacks. 
1.2.1 Architecture
The gLite services can be thematically be grouped into 5 service groups: Access Services, Security Services, Information and Monitoring Services, Data Services and Job Management Services.
Among the gLite services one can distinguishes user, site, VO, and global (i.e. multi-VO) scope where combinations are possible (authorization policies may for instance be enforced by the VO and the site). Although most services are managed by a VO, there is no requirement of having independent service instances per VO; for performance and scalability reasons service instances will in most cases serve multiple VOs [26].

[image: image3.emf]
Figure 1-3 – The gLite 3.0 architecture
1.2.2 Executive summary of the services
<Show table LCG2.7, gLite1.5, gLite3.0 – check with Flo>
The gLite services coming from the 1.5 release included in the gLite 3 are the WMS, LB, RGMA, VOMS and FTS.

The LCG workload management components are also available in gLite 3 and all the services will be accessible from both toolsets, in order to ensure a smooth upgrading from the LCG 2.7 and gLite 1.5 to gLite 3.0. Summarizing it is composed by the following elements: LCG 2.7.0 (with all the updates), gLite WMS/LB, gLite CE, gLite/LCG WN, gLite/LCG UI, FTS, FTA. 

As already stated in the previous section, there are five services groups. Let briefly recall them and summarize the tasks they accomplishes. 

The prime aim of the Access and Security Services is identifying users, allowing or denying access to services, on the basis of some agreed policies. It provides a credential having a universal value that works for many purposes across several infrastructures, communities, VOs and projects. To carry out this task, gLite uses the Public Key Infrastructure (PKI) X.509 technology using CAs as trusted third parties and MyProxy (http://grid.ncsa.uiuc.edu/myproxy/ ( use ref instead ) extended by VOMS.
In addition, Security Services provide components for:
· Auditing: monitoring and post-mortem analysis of security related events 
· Delegation: management of delegation privileges to other entities, done by Proxy Certificates. 
· Sandboxing: management of isolated assigned Grid resources.
The IS provides information about the gLite resources and their status [26]. The published information are used to locate resources and for monitoring and accounting purposes. Much of the data published to the IS conforms to the GLUE Schema, which defines a common conceptual data model to be used for resource monitoring and discovery. Two IS systems are used in gLite 3.0: the MDS for resource discovery and publication of the resources’ status, and the RGMA for accounting, monitoring and publication of user-level information.

The MDS implements the GLUE Schema using OpenLDAP, an open source implementation of the Lightweight Directory Access Protocol (LDAP), a specialised database optimised for reading, browsing and searching information. Computing and storage resources at a site run a software package called Information Provider, which prepares for publishing the relevant information about the resources (both static, like the type of SE, and dynamic, like the used space in an SE). This information is then published on a GRIS and then collected at each site by the GIIS, which gather the information from the local GRISes and republishes it. In gLite3.0 the GIIS uses a BDII to store data. A BDII is also used as the top level of the hierarch to query the GIISes at every site and cache information about the sites’ status in its database. This top-level BDII obtains information about the sites in the infrastructure from the Grid Operations Centre (GOC) database, where site managers can insert the contact address of their GIIS as well as other useful information about the site. See Figure 1-4.
[image: image4.emf]
Figure 1-4 – The MDS Information Service
RGMA is an implementation of the Grid Monitoring Architecture (GMA) proposed by GGF [26]. In RGMA, information is in many ways presented as though it were in a global distributed relational database, although there are some differences (for example, a table may have multiple rows with the same primary key). This model is more powerful than the LDAP-based one, since relational databases support more advanced query operations. It is also much easier to modify the schema in RGMA, making it more suitable for user information. 
The RGMA approach works following a producer-registry-consumer schema (implemented in each site), where the producer is the source of primary, secondary and on-demand information, the consumer is who or what makes queries about the stored data and the registry is the list of available sources of information. This is shown in Figure 1-5.

[image: image5]
Figure 1-5 – gLite Information and Monitoring Schema

The Job Management Services collects information about the resource usage done by users or groups of users (VOs). The up-to-date information about the Services/Resources is gathered via sensors (Resource Metering, Metering Abstraction Layer, Usage Records). Records are collected by the Accounting System (Queries: Users, Groups, Resource).
Within the services provided by the Job Management Service, the CE, represents some set of computing resources localized at a site (i.e. a cluster, a computing farm) that is responsible of the job management: (submission, control, etc.) A CE includes a GG
 which acts as a generic interface to the cluster; a LRMS (sometimes called batch system), and the cluster itself, a collection of WNs, the nodes where the jobs are run [11].

There are two GG implementations in gLite 3.0: the LCG-CE and the gLite-CE; sites can choose what to install, and some of them provide both types. The GG is responsible for accepting jobs and dispatching them for execution on the WNs via the LRMS. In gLite 3.0 the supported LRMS types are OpenPBS, LSF, Maui/Torque, BQS and Condor. 
In gLite 3.0 the supported <(- not finished?
Two are the job submission strategies. An end-user can interactsdirectly with the CE or the Workload Manager submits a given job to an appropriate CE found by a matchmaking process. The first one is called  PUSH (jobs are pushed to CE), the second one PULL (jobs are coming from WMS when CE has free resources). Figure 1-6 summarizes the interaction among CEs and the other services:


[image: image6]
Figure 1-6 – gLite: interaction among CE and the other middleware services [25]
(CEA stands for Computing Element Acceptance, JC is the Job Controller, MON stands for Monitoring and finally LRMS for Local Resource Management System)<(- remove this and add to Glossary.
One of the most relevant services among the ones provided by the Job Management Services is the WMS, i.e. the set of middleware components responsible of distribution and management of jobs across sites’ resources. The purpose of the WMS is to accept user jobs, to assign them to the most appropriate CE, to record their status and retrieve their output. The RB is the machine where the WMS services run.
Jobs to be submitted are described using the Job Description Language (JDL), which specifies, for example, which executable to run and its parameters, files to be moved to and from the worker node, input files needed, and any requirements on the CE and the WN.

There are two core components of WMS:

· Workload Manager: accepts and satisfy requests for job management. It carries out the process of assigning the best available resource to the job request (matchmaking)
· LB service: keeps track of job execution in term of events: (Submitted, Running, Done, ...)
TheSE is the gLite component which takes care of the Data Services, providing a storage back-end (both software drivers and hardware) and a SRM storage specific interface, implements file transfer services as GSIFTP and native POSIX like file I/O API like gLite-I/O.
In the current gLite 3.0 release, every SE must have a GSIFTP server, being the main gLite 3.0 file transfer protocol. The GSIFTP protocol offers basically the functionality of FTP, i.e. the transfer of files, but enhanced to support GSI security. It is responsible for secure, fast and efficient file transfers to/from Storage Elements. It provides third party control of data transfer as well as parallel streams data transfer. In addition to that, for the remote access (and not only copy) of files stored in the SEs, the protocols currently supported by gLite are the Remote File Input/Output protocol (RFIO) and the GSI dCache Access Protocol (gsidcap).

The access to the physical files is modelled following an OS metaphor (see Figure 1-6), using (exactly as in the LCG 2.7 model): LFN, GUI), Symbolic Links (Simlink), SURL, TURL. 

[image: image7]
Figure 1-7 – File Catalog Interface, Replica Catalog Interface and SRM Interface interaction [25]

1.2.3 Links to gLite documents
	The entry point of the gLite 3.0 documentation
	http://glite.web.cern.ch/glite/documentation/

	gLite 3.0 release notes
	http://glite.web.cern.ch/glite/packages/ R3.0/R20060502/doc/release_notes.html

	gLite installation guide
	http://grid-deployment.web.cern.ch/grid-deployment/documentation/LCG2-Manual-Install/

	gLite 3.0 user guide
	https://edms.cern.ch/file/722398//gLite-3-UserGuide.pdf

	VO configuration guide
	http://glite.web.cern.ch/glite/packages /R3.0/R20060502/doc/VO_Configuration_Guide.html


1.3 Middleware upgrade from LCG 2.7 to gLite 3.0
In order to follow the trends set by international projects like EGEE and WLCG(?), special care is given to follow closely the technological path taken by EGEE JRA1 (Middleware Development).  At the time of writing this deliverable EGEE has started to deploy gLite3.0 in the EGEE production infrastructure.  Due to the relatively immature nature of the new gLite components and most importantly the lack of Operational experience in the region, it was decided to inaugurate the EUMEDGRID infrastructure by deploying only the LCG components (LCG_CE,WN,RB,BDII,mon,glite_SE).  This decision allows us, to better train the beneficiary partners and schedule the parallel deployment of their gLite components as soon as they become stable enough and most importantly we gain more experience.  It is unclear what this section is about – is it about the upgrade of the EUMEDGRID infra from 2.7 to 3.0? It should take into account the timeline, ie the EUMed project started 01 Jan 06 and at that time what was available were 1.5 & 2.7.  So naturally we have to choose either 1.5 or 2.7. 3.0 was released in May06.
2. Resource Planning
2.1 EGEE applications

Responsible: WP4/INFN – G Andronico
2.2 Regional applications

Responsible: WP4/INFN – G Andronico
3. SITE INFRASTRUCTURE & DEPLOYMENT
3.1. Overall EUMEDGRID infrastructure


WP3 will support the successful deployment and operation of the regional pilot Grid infrastructure. This workpackage will select and adapt the middleware solutions produced by the EGEE project. The assessment of the available hardware resources (storage, computing power, connectivity) will be carried out, and the local configurations and customisation will be done on the pilot clusters. The aim during the first year of the project will be to ensure the establishment of one stable pilot cluster in each beneficiary country, and to achieve interoperability of the pilot infrastructure. To allow for this, early on in the project this workpackage will establish a catchall CA for the region, which will issue user and machine certificates to entities in the countries, which do not have an established CA. Related CA and Registration Authority guidelines will also be established, and these guidelines will be strictly adhered to. Thus, the aim of this workpackage in the first year of the project is to allow the region to acquire hands-on experience with EGEE middleware and clusters.

As the regional teams gain experience, studies will be carried out for the requirements capture of the pilot infrastructure operations. Solutions for the operations centres will be proposed, with the special emphasis on the relationship with EGEE production-level operations and operational structures. The approach will be to incrementally build a hierarchical support structure for middleware deployment and site installations, and for the run-time operations. Solutions will also be proposed for the helpdesks, monitoring, etc. Although the project does not intend to deliver production-level Grid services (with full manageability, robustness, resilience to failure, scalability, 24/7 production operations, etc), available effort will be invested to adopt as many practices as possible from EGEE in order to reach such a level.

In performing the above work this workpackage aims to integrate the existing and nascent National Grid Initiatives (NGIs) through enabling an interoperable infrastructure. Moreover, by promoting the deployment of standard solutions, this infrastructure would aim to be interoperable with wider European and worldwide Grid services.
EUMEDGRID Infrastructure was inaugurated with Core services, CAs and Sites from INFN and GRNET, followed soon after by sites from CNRST, EUN, TUBITAC and UoM.  The Table below portrays the estimated development of the EUMEDGRID infrastructure, which is expected to grow from 7 sites, in the 2nd quarter of which year?, to 11 by the end of the project. 
	
	CPUs
	Core Services
	# of Sites
	Storage in TB

	Partner
	Q2
	Q5
	Final Q
	Q2
	Q5
	Final Q
	Q2
	Q5
	FinalQ
	 Q2
	Q5
	Final Q

	CERIST
	 4
	 16
	 16
	CE,WN,SE,MON, UI
	CE,WN,SE,MON, UI,CA , RB
	 
	 1
	 2
	 
	 4
	 4

	CERIST
	 8
	8 
	8
	RB
	
	
	1
	1
	1
	0.65
	0.65
	0.65

	CNRST
	 8
	32
	32
	CE,SE,MON,UI,WN,RB,BDII,LFC,CA
	1
	4
	1
	4
	4
	0,7

	CYNET
	32
	32
	32
	MON,UI,SE,RB,BDII,gLITE

MON,UI,SE,gLITE
	1
	1
	1
	1
	1
	3

	EUN
	4
	4
	4
	RB
	 
	 
	1
	1
	1
	 
	 
	 

	GRNET
	64
	64
	64
	RB,BDII,LFC
	1
	1
	1
	1
	1
	4,8

	HIAST
	 
	5
	5
	CE,UI,WN
	CE,UI,WN
	CE,UI,WN,CA
	 
	1
	1
	 
	 
	 

	INFN
	306
	306
	305
	RB,BDII,LFC, GridICE, RGMA, VOMS
	1
	1
	1
	9
	9
	9

	IUCC
	10
	20
	20
	
	
	
	1
	1
	1
	0
	0
	0

	MRSTDC
	5
	10
	10
	 
	 
	 
	1
	1
	1
	0,2
	0,5
	0,5

	TUBITAK
	16
	16
	16
	HGSM
	1
	1
	1
	1
	1
	1

	UoM
	12
	12
	12
	 
	 
	 
	1
	1
	1
	0,5
	0,5
	0,5

	TOTAL
	457
	501
	501
	 
	 
	 
	9
	15
	15
	13,4
	16
	21,8


Table 3‑1 the evolution of the EUMEDGRID infrastructure.
3.1.1 Per Partner
CERIST
CERIST is preparing the first cluster to add to EUMEDGRID VO and is planning to add another one during this project. The aim is to build a national pilot Grid infrastructure. The tutorials and others technical events give us the opportunity to create technical teams well trained on the middleware for both administrators and users. This Grid technology will be disseminated at national community concerned by scientific areas involved by this technology.
CNRST
CNRST has installed the first cluster connected to EUMEDGRID VO with LCG2.7.0 release, now is preparing to update towards glite3.0 release. In order to improve a grid technology in Morocco, a national commission on grid has been setup. The goal is to build and maintain a distributed computing infrastructure, based on Grid technology. This infrastructure, called MaGrid, will consist of an agreed set services and applications. It also aims at creating a network of connected computing resources which can be shared by users for education, research and other purpose. CNRST will be involved in the deployment of a Grid in Morocco as well as the establishment of a Certification Authority (CA) , Registration Authority (RA) and all other services (MyProxy, VOMS, BDII, SRM...).
CYNET

CYNET will be actively contributing to all its designated WP3 activities including the leader role for the D3.4 deliverable due on M24. More specifically CYNET will be involved in the deployment of a Grid site in Cyprus as well as the establishment of a Certification Authority (CA) and a Registration Authority (RA). In addition CYNET will take part in the WP3 studies as specified in the WP description. The long term goal is to create a national Grid infrastructure that will integrate all Grid sites in Cyprus with CYNET as the national grid authority.

EUN

ERI (Electronic Research Institute) has installed one cluster with 8 nodes (Intel P4 3.0GHZ with HT, 512MB, 160GB and scientific Linux). In additions EUN is planning to add another cluster to EUMEDGRID VO for a bioinformatics application and this will be through cooperation between EUN and Helwan University.

All available efforts will be done to create a network of connected computing resources which will aid and be available to the education, research and scientific environment. EUN is also involved in other services such the Certification Authority (CA) and Registration Authority (RA).

EUN is very keen to establish close relationship with Egyptian Grid projects and with organizations involved in development of Grid infrastructure in EU and promote awareness in Egypt.

GRNET

GRNET is leading WP3 Infrastructure activities with its expertise regarding the running of a distributed operations centre - ROC, acquired in EGEE and SEE-GRID projects. The approach will be to incrementally build a hierarchical support structure for middleware deployment and site installations, and for the run-time operations.  Solutions will be proposed for the helpdesks, monitoring, etc. Although the project does not intend to deliver production-level Grid services (with full manageability, robustness, resilience to failure, scalability, 24/7 production operations, etc), all available effort will be invested to adopt as many practices as possible from EGEE in order to reach such a level. The second year of the project will focus on this and it is envisaged that at the end of the project most countries will gain enough expertise and experience to be able to support full-fledged production Grid operations.

In performing the above work this workpackage aims to integrate the existing and nascent National Grid Initiatives through deployment of an interoperable infrastructure. Moreover, by deploying standard solutions, this infrastructure will aim to be interoperable with wider European and world-wide Grid services.
HIAST
HIAST plans to start with a modest pilot site based on LCG 2.7 or on gLite 3.0 (to be decided latter). This site will be composed of five PCs (Intel P IV, 3 GHz), one of them will work as a Computing element and the others will be Worker Nodes.  Additional PCs (less powerful) may also be added to this pilot site to offer User Interface Service and other services that do not require powerful machines.  Regarding the setup of a Certification Authority (CA), HIAST is willing to work on this issue but this will highly depends on the availability of employees to be dedicated to this task. Meanwhile, HIAST has nominated Mr. Maher Suleiman as representative to be his Registration Authority (RA) for EUMEDGRID. The identification of the RA was done during the Kickoff meeting in Malta and then the process of RA validation was completed successfully.

INFN
INFN has strong commitments in several aspects of WP3:

· resource provision: INFN, in its sites of Catania, CNAF, and Roma3, will globally contribute to the EUMEDGRID pilot infrastructure with several hundreds of CPU’s and several TeraBytes of disk space;

· core services: INFN will run and maintain several core services: the VOMS server, a Resource Broker, a LFC Catalogue, a BDII, a RGMA server, a GridICE server, the Regional Operation Centre web site (to be merged with the Support System hosted at GARR and managed by GRNET). Some of them will be primary ones while the others will be the backup of the same services running at GRNET;

· authentication & authorization: until the EUMEDGRID beneficiary countries will not set up their national Certification Authorities, the INFN CA will act as a “catch-all” CA for the whole Projects. INFN Registration Authorities have already been set up in all beneficiary countries (see the bottom of the page https://security.fi.infn.it/CA/en/RA/ to see the full list).

MRSTDC

The node that will be added to EUMEDGRID VO will be devoted mainly to attract and train new Tunisian users.  The aim is to create a grid aware community in Tunisia and to conjugate efforts around development of new applications to be deployed in the grid. A number of training and dissemination events are planned for this purpose. Research Unit UTIC will play a key role in supporting this activity by exploiting its expertise regarding grid and large scale peer to peer systems to train potential users in deploying their applications in the grid.The first year of the project is dedicated mainly for establishing the infrastructure and constitution of a qualified team mastering technical administration and monitoring. However the second year will be dedicated to exploitation of the grid by deployment of real applications.
TUBITAK

EUMEDGRID infrastructure and VO have been supported by Turkish grid site TR-01-ULAKBIM which has 128 nodes with LCG2.7.0 middleware installed and monitored both by GridICE and Gstat.. Within TR-Grid infrastructure it is planned to dedicate 16 nodes to the project. EUMEDGRID infrastructure and VO information will be supported by HGSM (Hierarchal Grid Site Management) tool that is currently redeveloped by ULAKBIM. ULAKBIM will also provide user and administrative support via help-desk in the region. 
UoM
The University of Malta is in the process of setting up the country's first grid site. Hardware for a compute cluster is available and consists of six twin processor SMP machines with a Gigabit Ethernet interconnection network. The site is expected to have two or three supporting nodes with the remainder set up as worker nodes. As regards the software all grid site nodes will be setup with gLite 3.0 middleware. The site will be dedicated to the EUMEDGRID project and will serve as a stimulus for local researchers wishing to develop and deploy their own grid applications. The possibility of adding more nodes to the site in the future is being investigated
3.2 Middleware installation (LCG 2.7)

3.2.1 Executive summary on site installation & procedures
The installation of LCG middleware on the various LCG node types (WN, UI, CE, SE ...) is based on the Scientific Linux 3.0 (SL3) distribution [14] equipped with Java sdk 1.4.2. The installation and configuration procedures are based on the Debian apt-get tool and on a set of shell scripts built within the yaim [15] framework. The installation of the up-to-date version of the Certification Authorities (CA) is automatically done during the middleware installation [15].
The synchronization of the machines installed on the node is carried out by installing either AFS or NTP with a time server. Once installed SL3, Java and NTP (or AFS), the site administrator has to download and install the configuration tool yaim on the target node. The site configuration is performed thanks to the help of configuration files, to be properly edited using key-value pairs
. The general syntax of such files is a sequence of bash-like assignments of variables (variable=value, like SITE_NAME=my-site-name). Once edited the configuration file, the installation of the desired middleware packages on the node is carried out by simply entering the following command
:
> /opt/lcg/yaim/scripts/install_node <site-configuration-file> <meta-package> [ <meta-package> ... ]
(for a complete list of the available meta-packages see [16])
The configuration is performed thanks to another yaim script
:
> /opt/lcg/yaim/scripts/configure_node <site-configuration-file> <node-type> [ <node-type> ... ]

The installation of the User Interface can be performed either using yaim as system administrator or using an alternative procedure which does not require any special privilege described in [15] and [17].
3.2.2 Links to existing technical documentation
	LCG 2.7.0 installation and configuration guide
	http://grid-deployment.web.cern.ch/grid-deployment/documentation/public/gis/LCG2-Manual-Install_v2.7.0-2/html/LCG2-Manual-Install_v2.7.0-2/

	The reference website to get Scientific Linux 3.0 (the required OS to install all the LCG middleware)
	http://www.scientificlinux.org

	Sources and the images (iso) to create the SL3 CDs
	ftp://ftp.scientificlinux.org/linux/scientific/30x/iso/

	Java Platform
	http://java.sun.com/j2se/1.4.2/download.html

	YAIM website (installation and configuration software)
	http://www.cern.ch/grid-deployment/gis/yaim/

	Complete list of the meta-packages available with this release is provided in SL3
	http://grid-deployment.web.cern.ch/grid-deployment/documentation/public/gis/LCG2-Manual-Install_v2.7.0-2/html/LCG2-Manual-Install_v2.7.0-2/LCG2-Manual-Install.html#meta-packages-SL3

	Quick User Interface installation guide without root privileges
	http://grid-deployment.web.cern.ch/grid-deployment/documentation/quickUI/


3.3 Middleware installation (gLite 3.0)

3.3.1 Executive summary on site installation & procedures
3.3.1.1 gLite 3.0  installation (without prior LCG 2.7 installation)
The gLite middleware runs on Scientific Linux 3.0 (SL3.0) [14] and the installation and configuration method is based on the Debian apt-get tool and on a set of shell scripts built within the yaim framework. 
A general requirement for the gLite nodes is that they are synchronized. This requirement may be fulfilled in several ways. One way is using AFS, another possibility is using the NTP protocol with a time server. Instructions and examples for a NTP client configuration are provided in [24].
The site configuration is performed thanks to the help of configuration files, to be properly edited using key-value pairs
. The general syntax of such files is a sequence of bash-like assignments of variables (variable=value, like SITE_NAME=my-site-name). Once edited the configuration file, the installation of the desired middleware packages on the node is carried out by simply entering the following command
:
> /opt/glite/yaim/scripts/install_node <site-configuration-file> <meta-package> [ <meta-package> ... ]

(for a complete list of the available meta-packages see [24])
The configuration is performed thanks to another yaim script
:
> /opt/glite/yaim/scripts/configure_node <site-configuration-file> <node-type> [ <node-type> ... ]
The resulting configuration is a default site configuration. Local customizations and tuning of the middleware, if needed, can then be done manually. Supported node types are: glite-UI (a combined LCG/gLite UI), glite-WN (a combined LCG/gLite UI), glite-FTA, glite-FTS (FTS server plus related services), glite-CE (the gLite CE), glite-WMSLB (WMS and LB, recommended deployment of the WMS), glite-BDII, glite-LFC_mysql, glite-LFC_oracle, glite-MON, glite-MON_e2emonit, glite-PX,  glite-SE_classic, glite-SE_dpm_mysql, glite-SE_dpm_oracle, glite-SE_dpm_disk, glite-SE_dcache, glite-SE_dcache_gdbm, glite-VOBOX, glite-VOMS_mysql, glite-VOMS_oracle,  lcg-RB, lcg-CE,  lcg-CE_torque.
3.3.1.2 Upgrade from LCG 2.7

gLite 3.0 installation from LCG 2.7.0 is supported and documented (while upgrades from earlier gLite versions such as gLite 1.5 are not supported). 
The gLite installation procedure follows exactly the same schema presented for LCG 2.7, using yaim and apt-get as installation and configuration tools. Anyway there are some slight differences concerning the names of the metapackages available: most of the old lcg-XXX metapackages have been renamed glite-XXX (except for lcg-CE, lcg-CE_torque and lcg-RB).
The upgrading procedure starts by reconfiguring apt on the node (editing of the  etc/apt/sources.list.d/lcg.list file so it references the latest apt-get repository and then running apt-get update). The second step is updating to new rpm names, then launching the apt-get install command to install the updated middleware components (for example, for the WN the commands are: rpm -e lcg-WN and then apt-get install glite-WN) and finally issuing  the command apt-get dist-upgrade. The update to new names is requires since the great part of the middleware component changed their names
 (with the exception of lcg-CE, lcg-CE_torque and lcg-RB).
After having updated the middleware, the gLite installation finishes with a reconfiguration procedure by editing the local site-info.def file and launching the YAIM configuration script configure_node.
3.3.2 Links to existing technical documentation

	gLite 3.0.0 release notes
	http://glite.web.cern.ch/glite/packages/ R3.0/R20060502/doc/release_notes.html

	gLite introduction and manual
	https://edms.cern.ch/document/722398/1

	Installation instructions
	http://grid-deployment.web.cern.ch/grid-deployment/documentation/LCG2-Manual-Install/

	Detailed information on individual gLite components
	http://glite.web.cern.ch/glite/documentation/

	Additional documentation on the FTS component
	http://grid-deployment.web.cern.ch/grid deployment/documentation/DataManagement/R3.0/. 



	Detailed documentation for the gLite WLM
	http://egee-jra1-wm.mi.infn.it/egee-jra1-wm/ 


3.4 Monitoring and testing (LCG 2.7 and gLITE 3.0)
3.4.1 Executive summary of existing monitoring tools, testing tools and strategies
3.4.1.1 SFT

The main EGEE-1 monitoring tool is Site Functional Tests (SFT), used to monitor the performances of a site. Its structure is organized in a client-server architecture: 

· SFT client, built using shell scripts and Perl files, which runs on a User Interface and submits various job packages to the Grid middleware, monitoring their execution. Every change of their status is sent to the SFT server. 

· SFT server, built using several technologies (Perl, CGI, Python, PHP, HTML), which is used as reporting website where it is possible to browse the tests results, but also as web services provider for acquiring data from the SFT client.

Starting from the release 2.6.0, LCG middleware in fact includes the client side packages of the SFT suite. SFT tests are a set of scripts designed to be executed on the WNs (and launched from a UI), to test all their functionalities. Therefore, the overall SFT architecture relies on the standard job submission mechanism implemented on the UIs. 
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Figure 3-6 – SFT monitoring EUMEDGRID at https://mon.isabella.grnet.gr/eumed/lastreport.cgi 
By launching the SFT test package a set of test scripts are packed together in a single Grid job and submitted to the selected CE-s. The list of the tests to run can be customized by the administrator who is also able to choose some predefined testing scripts and design and include new ones. After each test reaches the end on the target WN, the results are published on the SFT server, creating a HTML page, and stored in a local MySQL databases. 

Recent versions of SFT have included the possibility to perform local UI or WN functionality tests. To perform such local testing the command to be entered is (after a valid grid proxy is created): /opt/lcg/sft/sftests local-test. To submit jobs to all sites or just to selected ones use the following command: /opt/lcg/sft/sftests submit [<filter>], where filter can refer to either CE hostname, site name (according to GOC DB) or region name (also according to GOC DB)
. To check the status of submitted jobs it is sufficient to issue /opt/lcg/sft/sftests status command. To get the outputs from submitted test jobs and publish the results one has just to issue: /opt/lcg/sft/sftests publish. Only those jobs that either finished or failed completely (Aborted state) will be published. The rest will remain untouched. Finally, it is possible to cancel one or more jobs, by using the command: /opt/lcg/sft/sftests cancel [<filter>] where filter can refer only to CE host name at this point
. 
3.4.1.2 GridICE

GridICE is a distributed monitoring tool, developed by INFN, designed for Grid infrastructures [20]. It started in 2003 within the European DataTAG activities and then it grew up in the framework of the EGEE project. GridICE has been designed on the basis of requirements given by different kind of Grid users, each of them dealing with a different abstraction level of the computing infrastructure: the Virtual Organization level, the Grid Operation Center level, the Site Administration level and the End-User level. 

It works thanks to monitoring sensor agents (fmonAgent) able to get information regarding the monitored values (storage, memory, network, services, CPU, queue load, etc) and then publish them by the Publisher Service. This service collects the information in a local database (fmonServer) stored at the site and then published on a local LDAP service (which is configured on the MON node on the port 2135). Monitoring information can be accessed in different ways: web-based interface offering both textual and graphical representation, XML representation over HTTP for application consumption and publish/subscribe for the notification of events of interest.  

The updates of its central monitoring repository are automatically scheduled and performed using Nagios, to keep the visible information reasonably up-to-date. The GridICE web server runs a Discovery service to find resources and harvest data into a central database from the resource LDAP service. And finally the web application publishes this monitoring data which can be aggregated in different ways. 
Future activities include the integration with the metering service of the DGAS accounting system, fine-grain access to monitoring data using Grid-based credentials and the extension of sensors in order to offer an interface to allow local sites to push their own monitoring data dealing with privacy concerns.

[image: image9.png]Gioch

the oves of the Grid

# Runlob  Waitlob  Slotload | MH# | Power WN# CPU#  CPULoad | Avaiable

(Generated: Tue, 27 Jun 2006 15:51:00 +0200





Figure 3-7 – GridICE monitoring EUMEDGRID at http://eumed-gridice.cnaf.infn.it:50080/gridice/site/site.php 
3.4.1.3 GStat

GStat is a monitoring tool set up by using Python scripts which generates web-accessible reports [22] [23]. GStat scripts are executed periodically to query and collect the information published by each site in the EGEE infrastructure. The information published is then processed by extensible analysis framework that checks for IS failures and errors.

Currently, there are over 180 EGEE sites are monitored using Gstat monitoring framework. In addition to EGEE and EUMEDGRID, GStat is also providing IS monitoring for other major Grid projects such as BalticGrid, EELA, EUChinaGrid and SEE-GRID-2. Future developments for GStat will have as prime goal the improvement of the extensibility and flexibility of both the front end interface and backend test framework. A great effort will also be required to improve the scalability of GStat to meet the rate of growth of the Grid infrastructure.

The main page of GStat shows the overall status and usage statistic for each site. This page is organized like a matrix where each cell represents a site and the background color of the cell indicates the status of site. Within each cell, one or more sub cells provide a summary of the Site Functional Test (SFT), reporting the status according to the following SFT schema:

· SD: Scheduled downtime (background color: #a3a3a3) 
· JL: Job list match failed (background color:#aab3ff )
· JS: Job submission failed (background color:#f4876b) 
· CT: Critical tests failed (background color:#f9d48e)
· NT: Non-critical tests failed (background color:#f2f98e) 
· OK: OK (background color:#b2f98e).
In addition to this information, the website includes the overall statistic information of Grid system, such as number of production sites, total CPU available and total storage capacity as time-evolving graphs.
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Figure 3-8 – GSTAT monitoring EUMEDGRID at http://goc.grid.sinica.edu.tw/gstat/eumed/ 
3.4.1.4 SAM
Service Availability Monitoring (SAM, previously known as SAME, Service Availability Monitoring Environment) is a monitoring tool conceived as a SFT extension. It has been written mainly in Python (submission framework, logging, error reporting, configuration files), re-using most of the SFT code, with the only exception of the presentation framework, developed in Java. 

The services currently monitored by SAM are SRM, LFC, FTS, CE, RB, Top-level BDII, Site BDII, MyProxy, VOMS, RGMA, and this is the list of responsible people. Below as appendix.
	Service 
	Responsible 
	Class 
	Comments 

	SRM 2.1 
	Piotr Nyczyk

Dave Kant 
	C 
	DONE, simple sensor implemented by Piotr and integrated with SAM framework 

	LFC 
	James Casey 
	C/H 
	DONE, sensor integrated with SAM framework 

	FTS 
	Piotr Nyczyk

Gavin McCance 
	C 
	DONE, sensor integrated with SAM framework 

	CE 
	Piotr Nyczyk 
	C 
	DONE, monitored by SFT today 

	RB 
	Dave Kant 

Sergio Andreozzi 
	C 
	DONE, standalone sensor publishing to SAM 

	Top-level BDII 
	Min-Hong Tsai 
	C 
	DONE, standalone sensor (GStat) publishing to SAM 

	Site BDII 
	Min-Hong Tsai 
	H 
	DONE, standalone sensor (GStat) publishing to SAM 

	MyProxy 
	Maarten Litmaath 
	C 
	sensor to be written and integrated with SAM framework 

	VOMS 
	Valerio Venturi 
	C 
	sensor to be written and integrated with SAM framework


The Service Class is a set of parameters which share the same service level objectives. It provides an easy way of describing the high level parameters required for a service: C stands for Critical and H for High (more information available at: https://uimon.cern.ch/twiki/bin/view/LCG/ ScFourServiceDefinition#Service_Class.
The monitoring procedures are carried out using sensors which regularly publishes the results for all monitored service nodes and that are integrated within the SAM framework mainly following two different approaches: 

· Creating a standalone sensor (daemon or cron job) which tests all essential service nodes and publishes the results to RGMA using "rgma" command line utility or RGMA API. 

· Integrating test script (sensor) with the SFT framework. Unfortunately (at the time when this Deliverable is written) the current SFT framework does not support tests for service nodes yet, but this feature is under development
The SAM team is also planning to extend the existing SFT framework so that it will get the list of service nodes from the Grid Operations Center Database, the GOC DB (exactly like it does currently for CEs) and then just execute (locally) the test script for each service node and publish the result to RGMA (instead of submitting test jobs) [28].

The test workflow goes across two stages called test phase and publishing phase. During the test phase, simple sensors performs the tests, then publishing the results, while more complex sensors (like the CE or the FTS ones) carries out basic tests, publish some results and submit some long term test jobs. The publishing phase is optional for the simplest sensors. More complicated sensors (CE, FTS), during this stage, check the status of long term test jobs and publishing the results
Within the SAM testing infrastructure, to seamless integrate sensors, it has been developed a special package called SAM Submission Framework that allows collecting service sensors and providing them a uniform way to: 

· discover list of service nodes to test 

· schedule and execute tests 

· publish results to the central SAM Oracle database
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Figure 3-9 – SAM Architecture for input/storage/presentation [27]
3.4.1.5 GGUS Helpdesk

The Global Grid User Support (GGUS) is part of the EGEE infrastructure set up to provide adequate user support for its users [29][30]. User support is a very challenging task due to the distributed nature of the Grid, the variety of users and the variety of VOs with a wide range of applications. People asking for support can be generic Grid beginners, users belonging to a given VO and dealing with a specific set of applications, site administrators operating Grid services and local computing infrastructures, Grid monitoring operators who check the status of the Grid and need to contact the specific site to report problems and other. Wherever a user is located and whatever the problem experienced is, a user expects from a support infrastructure a given set of services. As of today GGUS has shown to be able to process up to 200 requests per day and provides all above listed services, with a certain user satisfaction.

 The support model in EGEE can be captioned "regional support with central coordination".  Users can submit a support request to the central GGUS service, or to their Regional Operations Center (ROC) or to their VO helpdesks. The ROC provides adequate support to classify the problems and to resolve them if possible.  Each ROC has named user support contacts who manage the support inside the ROC and who coordinate with the other ROCs support contacts.  The classification at this level distinguishes between operational problems, configuration problems, violations of service agreements, problems that originate from the resource centers and problems that originate from global services or from internal problems in the software. Problems that are positively linked to a resource centre are then transferred to the responsibility of the ROC with which the RC is associated.
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Figure 3-10 – The GGUS home page (http://www.ggus.org)
The Global Grid User Support (GGUS) service provides centralized user support for WLCG/EGEE, by answering questions, tracking known problems, maintaining lists of frequently asked questions, providing links to documentation, etc. The GGUS portal [re]f is the key entry point for Grid users looking for help. To ensure a 24x7 support, it was decided to have 3 GGUS teams in different time zones. GGUS started off at Forschungszentrum Karlsruhe in Germany in 2003 and has had a partner group at Academia Sinica in Taiwan since April 2004. A third partner in North America completes the 24 hours cycle [31]. GGUS is shown in Figures 3-10 and 3-11.
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Figure 3-11 – The 24x7 support provided by 3 GGUS teams
3.4.2 Links to existing technical documentation

	Site Functional Test (SFT) reference website
	http://goc.grid.sinica.edu.tw/gocwiki/ Site_Functional_Tests

	SFT overall architecture
	http://goc.grid.sinica.edu.tw/gocwiki/SFT_Architecture

	SFT tutorial about how to submit test jobs, check the job status, getting test jobs output, cancelling jobs
	http://goc.grid.sinica.edu.tw/gocwiki/ Submitting_SFT_test_jobs

	SFT server installation
	http://goc.grid.sinica.edu.tw/gocwiki/SFT_Server_installation

	SFT client installation
	http://goc.grid.sinica.edu.tw/gocwiki/SFT_Client_installation

	SFT development discussion and mailing list
	project-eu-egee-sa1-sft-devel@cern.ch

	GridICE reference site
	http://gridice.forge.cnaf.infn.it/

	GridICE technical and introductory papers
	http://gridice.forge.cnaf.infn.it/Research/Publications

	GridICE main download page
	http://gridice.forge.cnaf.infn.it/Main/Downloads

	GridICE monitoring EUMEDGRID
	http://eumed-gridice.cnaf.infn.it:50080/gridice/site/site.php

	GStat reference website
	http://goc.grid.sinica.edu.tw/gstat

	GStat compontents description
	http://www.twgrid.org/News_Event/technology_news/gstat

	GStat monitoring EUMEDGRID
	http://goc.grid.sinica.edu.tw/gstat/eumed/ 

	SAM reference website (information about sensors and metrics assignment, architecture, data schema, submission framework, metrics)
	http://goc.grid.sinica.edu.tw/gocwiki/ Service_Availability_Monitoring_Environment

	SAM list of sensors and all the details about their development
	http://goc.grid.sinica.edu.tw/gocwiki/ Service_Availability_Sensors

	SAM monitoring data schema
	http://goc.grid.sinica.edu.tw/ gocwiki/Monitoring_Data_Schema

	SAM submission framework
	http://goc.grid.sinica.edu.tw/gocwiki/ SAME_Submission_Framework

	GGUS helpdesk reference website 
	http://www.ggus.org

	GGUS comprehensive introduction and description of the service with detailed workflow
	http://indico.cern.ch/materialDisplay.py? contribId=101&amp;sessionId=17&amp; materialId=slides&amp;confId=286

	Introduction on EGEE supporting
	https://gus.fzk.de/pages/ggus.php



3.5 Joining the EGEE production infrastructure


Responsible: GRNET- K Koumantaros  (with the help of R Barbera, D Vicinanza)
One of the aims of the EUMEDGRID Project is to be a fostering environment for new sites to join the EGEE infrastructure and train site administrators with the technical know-how needed but most importantly in running a production service procedures and mentality.  In order to ease the transition from one infrastructure to the other, the EUMEDGRID Infrastructure is based on the same middleware as the EGEE Production.  The EGEE productions service however is governed by strict security and operational polices
 that may require more manpower in order to be met which is beyond the capabilities of this project.  INFN and CERN have taken the responsibility to guide and support sites willing to join EGEE production infrastructure.   
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Figure 3-12 – Joining the EGEE-INFN/CERN GRID infostructure
3.6 Conclusions and remarks
Responsible: CERN - D Vicinanza
4. EUMedGRID NGI Specification

4.1 Algeria

4.2 Cyprus

4.2.1 Network topology and connectivity

The network that is administered by the Cyprus Research and Academic Network, CyNet, consists of one minor and one major node onto which the academic and research organisations are connected. The topology is basically a star.

The connections of these organizations to CyNet range from 64Kbps leased line connections to 155Mbps ATM connections. Externally the nework connects to the local Internet Exchange at 10Mbps (Ethernet), to EUMEDCONNECT at 45Mbps (Ethernet) and to GEANT at 155Mbps (POS). The latter will be ugraded by the end of 2006 to 310Mbps (2x155Mbps). A diagram of the network topology is available at http://www.cynet.ac.cy/images/CyNet_Network.jpg. 
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Figure 4-2 – Diagram of the network topology
The grid site that will be setup for EUMEDGRID will be directly connected to the CyNet border node with two 100Mbps Ethernet connections.

Routing of both IPv4 and IPv6 traffic is available on the network.

4.2.2 Grid computing and storage resources

4.2.2.1 Computing resources

List of the computing resources which will be integrated into the EUMEDGRID testbed (with components specifications). 

· Cyprus Research and Academic Network

· CLUSTER

· Number of PCs................ 16 
· Processor........................ 2 x Pentium IV
· Frequency....................... 3.4 GHz
· Central memory ............. 2048 MB
· Disk memory................... 75 GB
· Local network link.......... 2x1000 Mbps

· External network link..... 100 Mbps
· ROUTER (and/or SWITCH)

· Main router to GEANT network
· Capacity per slot........... 155 Mbps
4.2.2.2 Storage resources

Description of the storage resources which will be integrated into the EUMEDGRID testbed.

· Cyprus Research and Academic Network 

· Capacity........... 2.8TB SAN Storage

4.2.2.3 Middleware components 

Middleware components, including monitoring tools and local job managers installed on the nodes.

	SERVICES
	Yes (Number)
	No
	To be installed

	User Interface
	
	
	X(1)

	Computing Element
	
	
	X(1)

	Storage Element
	
	
	X(1)

	Worker Nodes
	
	
	X(11)

	MyProxy
	
	
	X

	Certification Authority
	
	
	X

	Registration Authority
	X(1)
	
	

	Support for MPI
	
	
	X

	VOMS and VOMS administration
	
	
	X

	DGAS
	
	X
	

	APEL
	
	X
	

	BDII
	
	
	X

	RGMA
	
	
	X

	Service Discovery (gLite 3.0)
	
	
	X

	LCG-CE
	
	X
	

	gLite Computing Element (gLite CE)
	
	
	X(1)

	LCG Computing Element (LCG-CE)
	
	X
	

	gLiteIO
	
	
	X

	LFC
	
	
	X

	FiReMan
	
	X
	

	AMGA
	
	X
	

	Hydra
	
	X
	

	File Transfer System
	
	
	X

	LCG Resource Broker (LCG-RB)
	
	X
	

	gLite-WMS
	
	
	X

	ICE
	
	
	X

	Logging and Bookkeeping
	
	
	X


4.2.2.4 Supported applications

Applications installed on the nodes (including particular application requirements).

	SUPPORTED APPLICATION
	Yes
	No
	To be decided

	EGEE Applications
	
	
	X

	 - ATLAS (HEP)
	
	
	X

	 - CMS (HEP)
	
	
	X

	 - ALICE (HEP)
	
	
	X

	 - LHCb (HEP)
	
	
	X

	 - Wisdom (Biomed)
	
	
	X

	 - Gate (Biomed)
	
	
	X

	 - SPECFEM3d (Earth Science) 
	
	
	X


4.2.2.5 National Grid Initiatives

CyNet will be utilizing the experience and knowledge gained through EUMEDGRID to develop a National Grid Initiative. Already, a Grid Task Force has been established, consisting of representatives of interested organizations, with the aim of formalizing the development of this initiative.

The long term goal is to create a national Grid infrastructure that will integrate all Grid sites in Cyprus with CYNET as the national grid authority.

This national grid authority will raise Grid awareness within the country and disseminate the results of EUMEDGRID via workshops, seminars and other activities. The Grid authority will also provide active help and guidance for extending the Grid infrastructure by helping to setup up more sites, supporting them and actively being involved in their functionality. Partners will be motivated to implement Grid sites and take advantage of the knowledge that the national grid authority will provide.

4.3 Egypt

4.4 Israel

4.5 Jordan

4.6 Malta

4.7 Morocco
4.7.1. Network topology and connectivity
Backbone topology, connection technology, network links, network speed. 

Main internet connection description (bandwidth, providers).

Picture of the network connections within the regional nodes.

Please provide the following information:

· Number of nodes : 32

· Topology : Star (VPN/MPLS)

· Backbone speed: 34  to 155 Mbps

· Connection technology : optical fiber

· Protocol : IPv4

· External connections : 

· To GÉANT via the EUMEDCONNECT project : 155 Mbps

· Direct connections to the Commercial Internet    : 34 Mbps

4.7.2. Grid computing and storage resources

4.7.2.1 Computing resources

List of the computing resources which will be integrated into the EUMEDGRID testbed with components specifications). 

For each computing resource (University/Research Center/…) please provide a description of the computing capacities as a list according to the following template:

· CNRST

·  CLUSTER

· Number of PCs               : 6 PCs 

· Processor                       : Intel Xeon with HT

· Frequency                      : 2* 3,0 GHz

· Central memory             : 2 GB

· Disk memory                 : 80 GB

· Local network link        : 1Gbps

· External network link  : 34 Mbps

· Number of PCs               : 2 PCs 

· Processor                       : Pentium IV Intel

· Frequency                      : 3,2 GHz

· Central memory             : 1 GB

· Disk memory                 : 80 GB

· Local network link        : 1Gbps

· External network link  : 34 Mbps

· SERVER

· Processor                       : Intel Xeon Dual Core

· Frequency                      : 2,8 GHz

· Central memory             : 1 GB

· Disk memory                 : 1TB(Raid5)

· Local network link        : 1Gbps

· External network link  : 34 Mbps

· SWITCH

· Cisco 3750

· 24  ports 1000BaseT

· University 1

·  CLUSTER

· Number of PCs               : 6 PCs 

· Processor                       : Intel Xeon with HT

· Frequency                      : 2* 3,0 GHz

· Central memory             : 2 GB

· Disk memory                 : 80 GB

· Local network link        : 1Gbps

· External network link  : 34 Mbps

· Number of PCs               : 2 PCs 

· Processor                       : Pentium IV Intel

· Frequency                      : 3,2 GHz

· Central memory             : 1 GB

· Disk memory                 : 80 GB

· Local network link        : 1Gbps

· External network link  : 34 Mbps

· SERVER

· Processor                       : Intel Xeon Dual Core

· Frequency                      : 2,8 GHz

· Central memory             : 1 GB

· Disk memory                 : 1TB(Raid5)

· Local network link        : 1Gbps

· External network link  : 34 Mbps

·  University 2

·  CLUSTER

· Number of PCs               : 6 PCs 

· Processor                       : Intel Xeon with HT

· Frequency                      : 2* 3,0 GHz

· Central memory             : 2 GB

· Disk memory                 : 80 GB

· Local network link        : 1Gbps

· External network link  : 34 Mbps

· Number of PCs               : 2 PCs 

· Processor                       : Pentium IV Intel

· Frequency                      : 3,2 GHz

· Central memory             : 1 GB

· Disk memory                 : 80 GB

· Local network link        : 1Gbps

· External network link  : 34 Mbps

· SERVER

· Processor                       : Intel Xeon Dual Core

· Frequency                      : 2,8 GHz

· Central memory             : 1 GB

· Disk memory                 : 1TB(Raid5)

· Local network link        : 1Gbps

· External network link  : 34 Mbps

· University 3

·  CLUSTER

· Number of PCs               : 6 PCs 

· Processor                       : Intel Xeon with HT

· Frequency                      : 2* 3,0 GHz

· Central memory             : 2 GB

· Disk memory                 : 80 GB

· Local network link        : 1Gbps

· External network link  : 34 Mbps

· Number of PCs               : 2 PCs 

· Processor                       : Pentium IV Intel

· Frequency                      : 3,2 GHz

· Central memory             : 1 GB

· Disk memory                 : 80 GB

· Local network link        : 1Gbps

· External network link  : 34 Mbps

· SERVER

· Processor                       : Intel Xeon Dual Core

· Frequency                      : 2,8 GHz

· Central memory             : 1 GB

· Disk memory                 : 1TB(Raid5)

· Local network link        : 1Gbps

· External network link  : 34 Mbps

4.7.2.2 Storage resources

Description of the storage resources which will be integrated into the EUMEDGRID testbed (fireware disks, RAID volumes,…) and solutions (if any).

For each storage resource (University/Research Center/…) please provide a description of the storage capacities as a list according to the following template:

· CNRST

·  Capacity 1,212 TB

· University 1

·  Capacity 1,212 TB

· University 2

·  Capacity 1,212 TB

· University 3

·  Capacity 1,212 TB

4.7.3. Middleware components 

Middleware components (LCG2.7 and gLite 3.0), including monitoring tools and local job managers (LCG, gLite, Condor, Globus,...)  installed on the nodes (with details about OS and installation procedure) and configuration …). Provide a table of all the components following the template:

	SERVICES
	Yes (Number)
	No
	To be installed

	User Interface
	X(1)
	
	X(3)

	Computing Element
	X(1)
	
	X(3)

	Storage Element
	X(1)
	
	X(3)

	Worker Nodes
	X(4)
	
	X(16)

	MyProxy
	X(1)
	
	

	Certification Authority
	
	
	X(1)

	Registration Authority
	X(1)
	
	X(3)

	Support for MPI
	X
	
	

	VOMS and VOMS administration
	X(1)
	
	

	DGAS
	
	
	X(1)

	APEL
	
	
	X(1)

	BDII
	X(1)
	
	

	RGMA
	X(1)
	
	X(3)

	Service Discovery (gLite 3.0)
	
	
	X(1)

	LCG-CE
	
	
	

	gLite Computing Element (gLite CE)
	X(1)
	
	X(3)

	LCG Computing Element (LCG-CE)
	
	
	

	gLiteIO
	
	
	

	LFC
	
	
	X(1)

	FiReMan
	
	
	

	AMGA
	
	
	X(1)

	Hydra
	
	
	

	File Transfer System
	
	
	X(1) 

	LCG Resource Broker (LCG-RB)
	
	
	

	gLite-WMS
	
	
	X(1)

	ICE
	
	
	X(1)

	Logging and Bookkeeping
	
	
	X(1)

	…complete for other installed and configured services 
	
	
	


4.7.4. Supported applications

Applications installed on the nodes (including particular application requirements). Provide a table of all the supported applications following the template:

	SUPPORTED APPLICATION
	Yes
	No
	To be decided

	EGEE Applications
	
	
	

	 - ATLAS (HEP)
	
	
	X

	 - CMS (HEP)
	
	X
	

	 - ALICE (HEP)
	
	X
	

	 - LHCb (HEP)
	
	X
	

	 - Wisdom (Biomed)
	
	
	X

	 - Gate (Biomed)
	
	
	X

	 - SPECFEM3d (Earth Science) 
	
	
	X

	 - …
	
	
	

	Regional Applications
	
	
	

	 - …
	
	
	


(Table contents to be checked by Giuseppe Andronico)

4.7.5. National Grid Initiatives

Description of the National Grid Initiatives.

· Description of the NGI: the Moroccan NGI called “MaGrid” is the project launched by CNRST, it aims to provide the Moroccan grid and to evolve the grid computing in different universities and scientific institutes, the some way its goals is to develop the technology and  several fields of research in Morocco.

· Involved partners: currently, 9 universities are interesting to integrate as soon as possible the National Grid “MaGrid”, three from them are chosen to be in the pilot site of “MaGrid” witch include the CNRST as master site. 

· Achievements/plans with respect to Grid computing: the site of CNRST is installed and connected to “EUMEDGRID”, the next stage is to install three university sites and connecting them to CNRST site. All this will constitute the pilot site of “MaGrid”.

· Relationship with EUMEDGRID: Morocco, represented by CNRST, was one of the first countries to answer positively to “EUMEDGRID” opportunity. This project aims to provide specific support actions and initiatives to assist the participation of Morocco per example in the European and worldwide Grid activities. 

The CNRST created a national commission on grid, this commission is charged by the follow-up of the installation of “MaGrid”.

The installation of “MaGrid” will proceed in two phases:

“MaGrid” project: Pilot phase:

Following the recommendations of the above mentioned national commission, a test phase of two years has proceed the final deployment phase. During the test phase, the following goals have to be achieved:

· Installation and configuration of grid management machines at the CNRST;

· Installation and configuration of computing nodes in three different sites;

· Connectivity test and monitoring;

· Running pilot applications;

· Evaluation of the test phase.

“MaGrid” project: Final phase:

The final phase of the “MaGrid” project aims at achieving a number of issues:

· Connecting all Moroccan universities to “MaGrid”;

· Defining the rules for an appropriate use of “MaGrid” resources;

· Being able to use National “MaGrid” resources as well as those available all over the world;

· Reaching a reasonable level of capacity, reliability and ease of use;

· Setting up Linux tutorials;

· Sharing experience between scientific Groups involved in the “MaGrid” concerns, by organizing workshops, seminars, etc 

4.8 Palestine

4.9 Syria

4.10 Tunisia

4.11 Turkey

4.11.1. Network topology and connectivity

At present, the connections are provided through main centres (PoPs) established in three large cities (ULAKBIM in Ankara, ITU Information Processing Centre in Istanbul, 9 Eylül University Information Processing Centre in Izmir), and an ATM backbone with a capacity of 310-622 Mbps is used for connections between these main centres.
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Figure 2 UlakNET Backbone Map
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Figure 3 UlakNET Network

UlakNET gets the Internet connection from two main channels, global and academic:

· For the global Internet connection, 2 circuits (channels) with totally 1.7  Gbps capacity are used over Turkish Telecom (TTNET). One of these circuits terminate at the PoP in Ankara, and the other at the PoP in Istanbul.

· Connection to the world academic networks is provided through a separate 622 Mbps capacity SDH connection to the European Academic Network GÉANT, which encompasses European, North American, East Asian higher education and research institutions.
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Figure 4 UlakNET Network Topology

Main connection technology used in UlakNET is optical fiber while from ULAKBIM, there are exceptional dark fiber connections to Middle East Technical, Hacettepe and Bilkent Universities.

ULAKBIM supports and provides related services for MPLS, Ipv4 and Wireless LAN technologies. Apart from those mentioned, Ipv6 and VoIP are protocols that are planned to be fully supported in near future.

4.11.2. Grid computing and storage resources

4.11.2.1 Computing resources
· TUBITAK (TR-01-ULAKBIM)

·  CLUSTER

· Number of PCs: 128 

· Processor: Pentium IV 

· Frequency: 2.6 GHz

· Central memory : 1GB

· Disk memory: 80 GB

· Local network link: 1 Gbps

· External network link: GEANT 622 Mbps

· SERVER

· Processor: 2 x Intel Xeon

· Frequency: 2.8 GHz

· Central memory : 2 GB

· Disk memory: 600 GB

· Local network link: 1 Gbps)

· External network link: GEANT 622 Mbps

· ROUTER (and/or SWITCH)

· Cisco Catalyst 6509

· 720 Gbps bandwidth

4.11.2.2 Storage resources
· TUBITAK (TR-01-ULAKBIM)

·  Capacity:  8672 GB = 80 GB * 128 PC * 80% + 600 GB * 80%)

4.11.3. Middleware components 

	SERVICES
	Yes (Number)
	No
	To be installed

	User Interface
	X (1)
	
	

	Computing Element
	X (1)
	
	

	Storage Element
	X (1)
	
	

	Worker Nodes
	X (128)
	
	

	MyProxy
	X (1)
	
	

	Certification Authority
	X (1)
	
	

	Registration Authority
	X (4)
	
	

	Support for MPI
	X
	
	

	VOMS and VOMS administration
	X
	
	

	DGAS
	
	
	X

	APEL
	X
	
	

	BDII
	X
	
	

	RGMA
	X
	
	

	Service Discovery (gLite 3.0)
	
	
	X

	LCG-CE
	X
	
	

	gLite Computing Element (gLite CE)
	
	
	X

	LCG Computing Element (LCG-CE)
	X
	
	

	gLiteIO
	
	
	X

	LFC
	X(1)
	
	

	FiReMan
	
	X
	

	AMGA
	
	X
	

	Hydra
	
	X
	

	File Transfer System
	
	
	X

	LCG Resource Broker (LCG-RB)
	X(1)
	
	

	gLite-WMS
	
	
	X

	ICE
	
	X
	

	Logging and Bookkeeping
	X
	
	

	…complete for other installed and configured services 
	
	
	


4.11.4. Supported applications

	SUPPORTED APPLICATION
	Yes
	No
	To be decided

	EGEE Applications
	
	
	

	 - ATLAS (HEP)
	X
	
	

	 - CMS (HEP)
	X
	
	

	 - ALICE (HEP)
	
	X
	

	 - LHCb (HEP)
	X
	
	

	 - Wisdom (Biomed)
	
	
	X

	 - Gate (Biomed)
	
	
	X

	 - SPECFEM3d (Earth Science) 
	
	
	X

	 - …
	
	
	

	Regional Applications
	
	
	

	· Trgrida
	X
	
	

	
	X
	
	

	· Trgridb
	
	
	

	
	X
	
	

	· Trgridc
	
	
	

	
	X
	
	

	· trgridd
	
	
	


4.11.5. National Grid Initiatives

TURKISH NGI (TR-GRID)

TR-Grid Initiative carries out to determine the aplication development and infrastructure necessities of the end users. Main aim of TR-Grid is to give information to the national user community about grid infrastructure and grid projects.

· Involved partners:

TUBITAK ULAKBIM (Burcu Akcan burcu@ulakbim.gov.tr)

Bilkent University (Cevdet Aykanat aykanat@cs.bilkent.edu.tr)

Bogazici University (Can Ozturan ozturaca@boun.edu.tr)

Istanbul Technical University (Turgay Altilar altilar@itu.edu.tr)

Middle East Technical University ( Ayla Altun ayla@metu.edu.tr)

· Achievements / plans:

Build up national grid infrastructures distributed all over Turkey

Improve national grid aplications

Participiate to the international grid projects actively

Expand the high performance computing resources with collabaration of academic and commercial participants.

· Relationship with EUMEDGRID:

Turkish NGI, TR-Grid Initiative, was founded with the coordination of TUBITAK ULAKBIM and TUBITAK ULAKBIM is one of the  participants of EUMEDGRID project. 

· Roadmap/plans in providing/improving/creating Grid awareness within the country:

Organize the “National Grid Workshop” at every year

Organize the meetings, trainings and events for grid computing and grid projects at the universities

Responsibles: 

· D Vicinanza to distribute NGI specification template (taken from SG D2.2) to Consortium 

· K Vella to review Chapter 4 contributions


























































































































































� One special VO is DTeam, which is formed by the EGEE site administrators and the members of the LCG Grid Deployment Group.


� The GSIFTP protocol offers basically the functionality of FTP, i.e. used for the transfers of files, but enhanced to use GSI security. It is responsible for secure, fast and efficient file transfer to/from the Storage Element.


� GUID and LFN refer to files and not replicas (and, moreover, they say nothing about their location), while information about where a replica is physically located are provided by SURLs and TURLs. SURLs  are used by the SE to locate files and TURLs gives the necessary information to retrieve a physical replica (including hostname, path, protocol and port).


� It is called Gatekeeper for CE based on Globus


� It is called Gatekeeper for CE based on Globus


� After the yaim installation, an up-to-date example of site configuration file is provided in the file /opt/lcg/yaim/examples/site-info.def


� As an example this is the CE installation (without the LRMS) can be achieved by issuing the command: 


> /opt/lcg/yaim/scripts/install_node site-info.def lcg-CE


� For example, in order to configure a WN: 


> /opt/lcg/yaim/scripts/configure_node site-info.def WN_torque





� After the yaim installation, an up-to-date example of site configuration file is provided in the file /opt/glite/yaim/examples/site-info.def


� As an example this is the CE installation (without the LRMS) can be achieved by issuing the command: 


> /opt/glite/yaim/scripts/install_node site-info.def lcg-CE


� For example, in order to configure a WN: 


> /opt/glite/yaim/scripts/configure_node site-info.def WN_torque





� A full list of available rpms is available in the Manual Install Guide � HYPERLINK "http://grid-deployment.web.cern.ch/grid-deployment/documentation/LCG2-Manual-Install/" �http://grid-deployment.web.cern.ch/grid-deployment/documentation/LCG2-Manual-Install/�


� For example: /opt/lcg/sft/sftests submit France cern.ch


� Canceling is necessary when there is Resource Broker problem or other situation when jobs do not proceed to Done or Aborted state in reasonable time. 





� See [32] Egee site Operation and Security Policies.
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