Combining Discriminant Analysis and 
Neural Networks for Fraud Detection on the Base of Complex Event Processing
Alexander Widder (simple fact AG), Rainer v. Ammon (CITT GmbH), Philippe Schaeffer (TÜV Rheinland), Christian Wolff (University of Regensburg)
Germany

alexander_widder@gmx.de, rainer.ammon@citt-online.com,                                                                                philippe.schaeffer@de.tuv.com, christian.wolff@sprachlit.uni-regensburg.de 

ABSTRACT

A new approach to detect suspicious, unknown event patterns in the field of fraud detection by using a combination of discriminant analysis and neural network techniques is presented. The approach is embedded in a Complex Event Processing (CEP) engine. CEP is an emerging technology for detecting known patterns of events and aggregating them as complex events at a higher level of analysis in real-time. Typical use cases and scenarios of credit card respectively internet frauds are described. Detection systems are generally differentiated in rule based systems and those based on statistical methods. In order to reach the goal of finding unknown fraud patterns, several statistical methods are discussed. On this background, the first experimental results of the new approach as a combination of CEP, discriminant analysis and neural networks are represented. 

1.  INTRODUCTION

With headwords like „ubiquitous and pervasive computing“ or ambient intelligence, a new computing paradigm has been established in the last ten years. Networked computing technology now penetrates almost all aspects of human life, especially in the working environment. Most papers that are written on these topics discuss them from a mere technical point of view [42]. But there are also initiatives which consider these themes in the direction of organisations and users. This area is called ambient business intelligence which can be seen as the next generation of the widespread business intelligence (BI) systems. Data analysis methods in traditional BI systems rely on predefined cubes which do not reflect the real-time-business [17]. One central concern of next generation BI systems is the ability to deal with real-time data that originates e.g. from operations, message queues or web clicks [35]. This is fundamental for realizing predictive business systems where users can access data they need in real-time, analyze it and predict possible problems and trends with the aim of optimizing enterprise decisions [6]. One part of predictive business and a solution for delivering information in real-time is complex event processing (CEP). CEP platforms scan low level events, e.g. on the network level like SNMP traps or data-

base commits. Such events occur in the global event cloud [28, pp. 28-29] of an enterprise, without any business relevant semantics. 

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee.

Idtrust 2008, March 04–06, 2008, Gaithersburg, USA.

Copyright 2008 ACM 1-58113-000-0/00/0004…$5.00.

CEP platforms generate complex, business level events in real-time when a predefined event pattern matches with an occurring combination of events, e.g. for credit card fraud or intrusion detection and prevention.

A CEP engine will be able to react to specific events in real-time. Event processing is endorsed by analysts and some of the leading vendors as one of the emerging styles of programming and software architecture (e.g. the Event Driven Architecture (EDA) [41]). Today many applications require event-based monitoring ranging from digital data streaming systems, continuous query systems, system monitoring and management tools to event-driven workflow engines. While industry solutions are evolving, the scientific community also deals with fundamental issues behind the modelling, the representation, the usability and the optimization of event processing [41]. Event processing as a field of study has been established as a discipline with a community around it in March 2006 [18]. Event processing systems are widely used in enterprise integration applications, ranging from time-critical systems, agile process integration systems, managements of services and processes, delivery of information services, and awareness of business situations. There is a range of event processing middleware capabilities, including publish-subscribe services, which have been incorporated into standards such as CORBA or the Java Message Service (JMS), as well as into commercial systems e.g. event transformation, aggregation, split and composition, and event pattern detection [41].

2.  EVENT CLOUD, TYPES OF EVENTS, EVENT PATTERNS

In the global event cloud of an organization many kinds of events exist. According to [11, 28, p. 88] an event is a record of an activity in a system and may be related to other events. It has the following aspects:

· Form: Formal attributes of an event, such as timestamp, place or originator.

· Significance: The (business) activity, which signifies the event.

· Relativity: This describes the relationship to other events. An event can be related to other events by time, causality, and aggregation. It has the same relations as the signified activity of the event [28, p. 88].

Since 2006 a discussion on the proper definition of the event concept has started inside the CEP community. According to a very wide interpretation “an event is simply anything what happens”. Other members of the community suggest a more restrictive definition: “an event is a notable activity that happens” [11]. In comparison with transactions, which can change permanently, events are static. If a transaction changes, a new event of the new state will be created [23, p. 6]. Events can be high level business events like “depositing funds into a bank account” or low level events like acknowledging the arrival of a TCP-packet. By the use of CEP-engines, low-level events can be aggregated to high level events. This can be achieved with known event patterns. 

2.1  Known event patterns

Known event patterns can be derived heuristically from a specific business process, for example. The event patterns are implemented using event pattern languages (EPL) respectively processing languages. An EPL must have the following properties:

· Power of expression: It must provide relational operations to describe the relationships between events.

· Notational simplicity: It must have a simple notation in order to write patterns succinctly.

· Precise semantics: It must provide a mathematically precise concept of matching.

· Scalable pattern matching: It must have an efficient pattern matcher in order to be able to handle a large amount of events in real-time [28, p. 146].

Examples of EPL’s are RAPIDE-EPL, STRAW-EPL, or StreamSQL [11, 13, 21]. An event-pattern written with STRAW-EPL looks like this:

Element

Declarations

Variables

Node N1, Node N2, Data D, Bit B,   Time T, Time T1, Time T2

Event Types
Send (Data D, Bit B, Time T),     Receive (Data D, Bit B, Time T), 



Ack (Data D, Bit B, Time T),

RecAck (Data D, Bit B, Time T) 

Rational operators
-> (causes)

Pattern

Send (D, B, T1) -> Receive (D, B) ->  Ack (B) -> RecAck (B, T2)

Context test
T2 – T1 < 10 sec

Action

create Warning (N1, N2, T1, T2)

This pattern describes a TCP data transmission. If the time between the Send-event and the ReAck-event is more then 10 seconds, a warning-event will be created. This warning-event is a complex event with the parameters node N1, node N2, time T1 and time T2 [28, p. 117]. Examples for the use of known event patterns are discussed in chap. 3. 

2.2  Unknown event patterns

In contrast to known event patterns, unknown event patterns can not be derived from heuristics based on an existing business process. They did not exist in the past or have not been recognized so far. An unknown pattern could be found with the help of event processing agents by analyzing the event cloud of an organisation and using specific algorithms to detect it. This approach is discussed in detail in chap. 4.

2.3  Risks of the of patterns approach

There are also risks connected with the patterns approach. On the one hand, a pattern can be too specific, so it does not match situations where a reaction is necessary. The reason for not reacting is that events defined in the pattern are not occurring. On the other hand an event pattern can be too general and fires too often. The result is that the pattern produces alerts in situations when it is not necessary [12, p. 3]. Therefore it is important to find the correct granularity of relevant events for fulfilling the approach of VIRT (Valuable Information at the Right Time) [22]. Moreover, event patterns must be continuously improved and updated.

Another peril of using patterns lies in the “acclimatization factor”. If whatever complex process relies on the accurate and automated processing of events, the user or business case gets used to the fact that all occurring events are handled in a correct way automatically. But especially in the case of unknown event patterns we deal with a combination of events that has not been considered so far and therefore no appropriate handling of these events has been defined. Therefore, the automatic handling of events may not lead to the desired results as  important events are not taken care of. But since the user or business case is used to relying on the automated process the wrong or incomplete results may not be noticed.
3.  TECHNIQUES FOR DETECTING KNOWN EVENT PATTERNS

There is a high number of domains in which finding known event patterns by looking at occurring events at runtime is plausible, e.g. health care, military or insurance companies to name a few. The following paragraphs focus on the detection of known event patterns in the banking domain. 

3.1  Known fraud scenarios and used methods for handling fraud management

According to [12, p. 2], a survey which interviewed 150 UK online retailers about their experiences with fraud and how they defend themselves against crime, fraudsters have a wide range of tricks. The most popular method is to use stolen credit cards. In this context, fraudsters try multiple identity details with the same credit card number until they find a combination which is able to pass the security system. This way, they often test a stolen card by ordering small volumes of low-value products. After a test-order is successful, they will continue to use the stolen card until the limit is reached. Moreover, thieves often use the real addresses of the card holders for placing an order and afterwards change the delivery address to an address, where they can pick up the goods. This can be achieved by contacting the specific call centre before the order is delivered. Furthermore, retailers often report problems with foreign orders, especially orders which originate from Africa. According to the survey, retailers are most afraid of fraudsters which use sophisticated methods just as the above mentioned identity theft [12, p. 13]. In order to meet these threats, most of the retailers increased their investments in fraud management between 10% and 100% over the last twelve months [12, p. 12]. In this context they use fraud management methods which are shown in fig. 1. 
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Figure 1: Fraud Management Methods used by UK online retailers [12, p. 9]

Most of the consulted retailers (79%) use Card Verification Number (CVN). The purpose of CVN is to verify that the person placing an order has the credit card in its possession. To accomplish this, the CVN is requested during an online purchase process. Address verification service (AVS) is also widely used by the online retailers (71%). In addition, manual review by humans is a popular method to enhance the credit card security (65%). Fig. 1 also shows that many retailers use a combination of two or more fraud management methods, e.g. manual review after automatic detection tools as well as CVN.  

3.2  Shortcomings of fraud detection systems

Despite the widespread implementation of AVS and CVN, these systems have disadvantages: For example AVS displays a problem if the address of the card holder is not up to date. In this case, the address will be flagged as invalid. The result is that AVS has a significant rate of false-positives. On the other hand the verification number of CVN can be obtained by fraudsters [12, p. 8]. Furthermore, the “Hot Card File” which contains information about stolen or copied cards is not always a fully reliable source of data and can be out of date for several days. This is because the file depends on card owners to recognize that a fraud has happened and report it [12, p. 10]. In addition, more sophisticated fraudsters know the length of time a card is registered in the file or try tactics to remove it from the file e.g. by flooding the file with false card numbers until the targeted card number drops out of the list. 

In general, according to [2], traditional anti-fraud systems narrowly focus on transactional activities such as opening a new credit card account or changing a password. But these events often happen in disparate systems at different times and so they are not detected by anti-fraud detection technology currently in use [2]. Moreover, because of more sophisticated fraud methods, the known types of fraud patterns change permanently and thus are undetectable, but leave traces in the form of unknown fraud event combinations. A new approach to find unknown event patterns will be discussed in chap. 4. 

3.3  Examples for fraud detection patterns

The types of fraud in the banking domain are versatile. They reach from phishing over cross-site scripting to credit card fraud.

Some vendors are focusing on developing anti-fraud systems [23, p. 9]. The event pattern shown in fig. 2 is used for fraud detection in a billing process.
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Figure 2: Pattern for fraud detection in a billing 
process [2]

If a bill submitted for payment on the billing system has an invalid customer or billing information, an email to the billing manager will be sent. Fig. 3 shows a more complex example for a known event pattern:
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Figure 3: Pattern for fraud detection in the case of transaction processing [2]

If one day after a submitted transaction the address or the password is changed and a loss of the card is reported while invalid transactions on this account have occurred in the last ten days, then the defined actions will be executed. The reactions predefined in the pattern are:
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1.  putting activities on referral by the account system,

2. investigating the transaction by the personal event manager and 

3.  suspending the transaction. 

Fig. 4 shows the evolution of multiple invalid transactions in the last ten days before 03/15/2005. Fig. 5 documents the trend of password changing in the last 10 days before 04/06/2005.
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Figure 5: Trend of password changes [2]

CEP platforms comprise many more patterns for fraud detection (see [2] for details). According to a recent Federal Trade Commission (FTC) report, its consumer complaint database received more than 635.000 consumer fraud and identity theft complaints in the year 2004. Since January 2005, the personal data of 158 million US citizens has been used for all kinds of internet crime. This means an increase of 50% since 2003 [4]. Furthermore, a 2003 study by the US-based Identity Theft Resource Center, a non-profit organization focusing on identity theft, estimated the business community losses between $40.000 and $92.000 per name in fraudulent costs [2]. These total costs consist of:

· Direct fraud costs: These are costs caused by successful fraudsters.  

· Costs of manual order review: These are the costs of checking orders manually by humans.

· Costs of reviewing tools: These are the costs of tools which check orders automatically. 

· Costs of rejecting orders: These are lost turnovers caused by falsely evaluated orders. [12, p. 10] 

In addition, according to [14], Great Britain identified an increase of CNP fraud of 22% in the year 2007. CNP is the abbreviation for “Card Not Present” and means fraud that happens from abroad, e.g. by phone, fax or the internet. In other words the credit card is not present at the point of sale. In the ranking of Early-Warning.org, London is the capital city of CNP fraud in Great Britain, followed by Manchester [14].  

Because of the increasing damage of internet crime, the European Union will intensify the fight against the fraudsters. This should be reached by granting Europol (European police agency) more authorities and a cross-border cooperation inside the European Union (EU) [16]. 

As a conclusion it can be mentioned that in this context the most severe problems are increasingly sophisticated methods of the fraudsters as well as the lack of knowledge on internet fraud.  

In the next paragraph well-known pattern matching algorithms from application domains like information retrieval or artificial intelligence are discussed. The goal is to find out whether such algorithms may be used for event pattern detection. 

3.4  Algorithms used for pattern matching and recognition

The following algorithms are used for detecting known event patterns. They are also candidates currently discussed as possible solutions for detecting unknown event patterns [6]:

· Deterministic approaches: They describe processes, which are stringently causal. E.g. event A causes event B and event B is leading to event C and no other variant is possible [15].

· Probabilistic approaches: In contrast to deterministic approaches, probabilistic approaches are not stringently causal. E.g. event A causes event B with a specific probability and event C with a different probability [1]. 

· Cluster operations: These methods are creating groups (clusters) of objects out of a basic set of objects on the basis of specific criteria. Many kinds of cluster algorithms exist, e.g. the k-nearest Neighbour algorithm (KNN) [38].

· Discriminant analysis: This method checks the quality of existing group divisions by means of classification methods, which are based on discriminant functions [29]. 

· Fuzzy set theory: This approach extends the classical approach of a binary truth function in set theory by introducing, degrees of membership of an object to a group in the interval from 0 to 1 [19].

· Bayesian belief networks: This method generates inferences based on unsure information. It is a network graph whose nodes are states and the edges between the nodes describe the dependences between a pair of states [24]. 

· Dempster-Shafer method: This method is also known as the evidence-theory. It combines information from different sources to a total conclusion [43].

· Hidden markov models: These methods describe two random processes, where one of them is hidden. With the help of the probability distribution of the known process, the probability distribution of the hidden process will be determined [34].

· Artificial neural networks: This method evaluates input data to a network structure which is similar to the neuronal structure of a human brain on the base of learned weights between the network nodes. The evaluation is represented by the output nodes of  that AI component [46].  

These algorithms are only a sample of the methods used for pattern recognition. In the context of this work, these algorithms can be differentiated in allocation algorithms (e.g. cluster analysis, discriminant analysis) and analyse algorithms (e.g. bayesian belief networks, artificial neural networks). For the goal of detecting unknown event patterns, combinations of these algorithms are also used. This is also mentioned in [3, p. 6] for the domain of intrusion detection. The reason why a combination of discriminant analysis and neural networks is used as a first trial is explained in the following chapter.

4.  AN APPROACH TO DETECTING UNKNOWN EVENT PATTERNS BY COMBINING DISCRIMINANT ANALYSIS AND NEURAL NETWORKS

We suggest a scenario where the discriminant values of the discriminant analysis approach presented in [47] are used as input data for a neural network in order to classify fraud attempts exactly. The whole process of the combination of the two techniques is described in para. 4.3.

4.1  The principle of discriminant 
analysis

Discriminant analysis is a multivariate statistical method. Such methods analyze multidimensional data in order to help finding decisions in economical applications or to discover relationships between certain kinds of data. Discriminant analysis in particular consists of the following functions:

· It checks the quality of membership of objects in predefined groups of objects in order to discover the optimal discrimination between the groups.  

· It allocates a new occurring object into one of the existing groups of objects. [29, p. 300]

The process of determining the optimal group a new object belongs to can be described as follows: First, the parameters relevant for distinguishing the groups must be defined. On the basis of these variables, discriminant functions that separate the groups will be calculated. In this step the multi-group case or the two-group case can be applied. 

In the two-group case, only one discriminant function exists. The form of this function depends on the number of the variables divising the groups, e.g. if two appropriate variables exist, the function will have the form:

Y = V1 * X1 + V2 * X2  

X1 and X2 are the values of the specific parameters of the new object. V1 and V2 are the coefficients of the discriminant function. These coefficients can be computed by including the values of the parameters of the existing objects in a linear system of equations. The result is Y, which is the discriminant value of the new occurring object. The next step is to compare the computed discriminant value of the new object with the so called critical discriminant value. The critical discriminant value of a discriminant function is the midpoint of the average discriminant values of the two groups [45]. If the computed discriminant value of the new occurring object is greater than the critical discriminant value, than the new object will be allocated to the group of objects with the greater discriminant values. In the other case the new object will be allocated to the other group. Another way to define the membership of an object to a group is to use Fisher’s linear discriminant function [29, p. 318] which has a critical discriminant value of zero. In this way, the group membership of an object depends on the algebraic sign of the discriminant value of the specific object. 

In the multi-group case, more discriminant functions exist. The first function compares group A with the summation of the other groups. If the new object does not belong to group A, the second discriminant function compares group B with the remaining groups without A. This algorithm is finished when the optimal group for the new object is found. So the maximal count of discriminant functions is: number of groups – 1. These classification processes are described in more Detail in [29, pp. 300-333]. 

In order to accomplish a discriminant analysis, the following preconditions should be fulfilled:

· The number of parameters should be greater than the number of groups.

· The range of the sample should be double the amount of the number of the parameters.

· The basis data should be normally distributed.

· An object must not belong to more than one group. 

· The values of the variables must be metrically scalable. 

Typical use cases for discriminant analyses are:

· On the basis of balance key figures a bank decides whether a company is creditworthy or not.

· On the basis of patient data, diseases can be recognized earlier. 

· On the basis of aptitude tests, the success of beginners in a certain job could be predicted. 

A new use case for discriminant analysis might be an approach to classify events in potentially suspicious or harmless patterns and is used as values for the input nodes of a neural network in order to execute further analysis.

4.2 The principle of neural networks

Artificial neural networks are complex statistical models and belong to the group of artificial intelligence (AI) components. They simulate the neural structure of the human brain [25]. An artificial neural network consists of neural nodes which are differenced by the layer of their location. Every neural network consists of at least one input node and one output node. Input nodes get data from the outside world whereas output nodes send the results of the neural network to the outside world. Between the input and output node layer, layers with so called hidden nodes can be integrated. Hidden nodes have no interface to the outside world and are needed if the network has to solve a more complex problem [25].

The nodes of the different layers are connected by edges. Every edge represents a weight between two nodes. The whole knowledge of a neural network is saved in the weights. These weighted networks are also called “Perceptrons” [32]. 

If such a network receives data on an input node, the activity level of the node will be calculated by inserting the input data in the predefined activity function of the node e.g. the sigmoid function 1/1+exp(-cx). The factor “x” is the input value of the node and the constant “c” can be selected arbitrarily [36, p. 150]. 

In order to achieve the input value of a follower node, the activity level of the node will be multiplied with the weight of the connection to the follower node on the next level. The sum of all inputs values of the follower node results in its net input. Afterwards the net input will be inserted in the activity function of this node. This forward process will be continued through the whole network until the activity level of all output nodes is computed. A specific kind of nodes are bias nodes that do not have parent nodes while their activity level always have a fixed value of 1 [36, pp. 162-164].

An important feature of neural networks is their learning ability. This means that they are able to improve the accuracy of the pattern recognition process by adapting the weights between the nodes. This can be performed by running learning algorithms. One of the simplest learning algorithms is “Hebbian learning”. By using this method, the change of the weight takes place if a node and its following node are active at the same time. The update value of the weight is computed by multiplying the activity level of the node with the activity level of the following node and with a predefined learning constant. This method can only be used if no hidden levels exist [31, pp. 124-129]. In general, learning algorithms can be differentiated in supervised and unsupervised learning methods. On the one hand by using supervised learning, the correct output values for specific input data are determined before starting the algorithm. On the base of the known output values, the update of the weights will be executed. On the other hand by using unsupervised learning no output values are known [36, pp. 78-79]. For example, an unsupervised learning algorithm for neural networks is “Competitive Learning”. By using this method, the forward process, as described above, computes the net input of all output nodes. Afterwards, all net inputs will be compared with each other and the weights with a connection to the output unit with the highest net input will be adapted. This rule can not be used for networks with hidden levels, too [36, pp. 99-102].

A supervised learning method which can be used for hidden levels is the backpropagation algorithm which bases on the gradient descent method [45]. The algorithm starts with a combination of weights determined randomly as well as with a fixed learning constant δ (0<δ<1) which defines the length of the gradient descent.

The backpropagation method searches for the global minima of the network output error function by running in a loop with a number of cycles determined by the user. Every cycle is performed by the following steps: 

· Step 1 (execution of a feed forward process):  Performing the forward process by using input values from a set of training data as input in order to obtain the activation levels of the output nodes.

· Step 2 (backpropagation for the output nodes): Compare the output unit activation values with the predefined correct output unit values for this training pattern and compute the error of the output nodes by using the formula: 

δ(k) = o(k) * (1 - o(k)) * (o(k) - t(k)) 

δ(k) = error of output node k.

o(k) = activation level of output node k.

t(k) = predefined correct output of node k.

· Step 3 (backpropagation for the hidden nodes): 

Compute the error for the hidden nodes on the base of the weights to the output layer by using the formula:

δ(j) = o(j) * (1 - o(j)) * ∑(w(jk) * δ(k))

δ(j) = error of hidden node j.

o(j) = activation level of hidden node j.

w(jk) = weight from hidden node j to output   node k.

δ(k) = error of output node k.

· Step 4: (adaptation of the weights):

Compute the delta value for the weights of the network on the base of the actual network error by using the formula (here for the weights between hidden layer and output layer):

∆w(jk) = -γ * o(j) * δ(k) 

∆w(jk) = delta value for the weight between hidden node j and output node k.

o(j) = activation level of hidden node j.

δ(k) = error of output node k.

γ = predefined learning constant for the whole neural network.

This formula is also be used for adapting the weights between input and hidden layer or hidden layer to the next hidden layer. [40, pp. 97-104]
After step 4 is finished, the algorithm will be launched again but with other training data as input. This will be repeated until the defined number of loop cycles is reached or the global minima of the error function are found.

This is one possible way to perform the backpropagation algorithm for neural networks with hidden layers. More variants of this algorithm are described in [37]. A known problem of the backpropagation algorithm is, if the graph of the error function oscillates over the minima or leaves the minima. In this case the error of the network increases with every additional cycle of the algorithm and so the output values get more and more inaccurate. In that case, the network is “overlearned” [45]. This problem could be solved by reducing the number of loop cycles or changing the learning constant. 

In the practical work, different kinds of networks are used just as:

· Recurrent networks: This kind of neural network enables back coupling between the nodes [36, pp. 30-31].  
· Feed-forward networks: This kind of neural network does not enable back coupling between the nodes [36, pp. 29-30].
· Kohonen networks: This kind of neural network belongs to the group of self-organizing networks and uses kohonen learning as learning algorithm [26, pp. 59-69]. 
In addition, neural networks are also used for pattern recognition in the domains of marketing, traffic, finance etc. but they have the disadvantage that they are less performant, especially if the amount of learning loops increases. 

Neural networks are similar to bayesian belief networks. Both have a graph structure, but belief networks nodes have semantics and their connections base on probabilities whereas neural networks nodes and connections can be defined arbitrarily [20].

For more information about the different types of neural networks and learning algorithms, see [46]. So far, a specific kind of neural network for the use case of credit card respectively internet fraud detection can not be recommended by the authors. The first experiments are executed with a feed forward network, because some implementations of this type was already available in the web for experimenting. On this basis, the experimental environment could be rapidly developed for first tests.     Other types of neural networks will be evaluated in the future. 
4.3 A new approach: combination of discriminant analysis and neural networks

In our approach, the discriminant values of the events are used as input data for a neural network. This has the advantage, that every event represents one value as input for a neural network. The whole process is represented in fig. 6 and described below. 
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Figure 6: System architecture of combined discriminant analysis and neural networks

The CEP engine creates event clusters on the base of known historical fraud events and no-fraud events. The total number of the clusters depends on how fine the event groups or clusters should be subdivided. The allocation of an event into a specific cluster depends on event-attributes which are relevant for classifying an event as fraud or no-fraud event. By inserting the values of these relevant attributes in a linear system of equations, the discriminant functions will be computed. The discriminant functions are used for allocating a new occurring event into a specific group of events. The discriminant functions will be updated on the base of new discriminant group allocations after a defined time interval. So the discriminant functions keep dynamic for changing event occurrences and situations [47]. 

At the beginning of the process, the global event cloud of an organization is scanned by a CEP engine. The events will be classified by inserting the relevant attributes in the discriminant functions and on the base of the results (discriminant value) they will be allocated into a specific discriminant group. On the one hand, an event can be allocated exactly to one specific discriminant group or on the other hand it can be a part of two or more discriminant groups. In that case, the discriminant value can be multiplied with a factor that represents the degree of membership to the discriminant group. This part of the process is described in [47]. 

For every defined discriminant group, a specific neural network is generated. The weights of the networks are determined by training them with discriminant values from known fraud and no-fraud event patterns of their specific discriminant group. So the discriminant values are used as input values for the neural networks. One discriminant value represents one event of a pattern that should be identified as fraud or no-fraud by the neural network. After running the neural network for an occurring combination of event discriminant values, the output value will be evaluated in order to find out whether the input events are a fraud combination or not. For known fraud combinations, the networks are trained with 1 as output value whereas known no-fraud combinations are trained with 0. In order to identify unknown combinations, a threshold is determined on the base of the training results e.g. 0.5. If the output value of an unknown input combination of events (respectively discriminant values) is greater than the threshold the system classifies it as fraud and reacts with a predefined action e.g. sending an alert to an operator. The values of a detected fraud pattern will be inserted in the training set which is used to train the network again, e.g. after the expiration of a predefined time interval just as one hour or one day. The frequency of the training processes depends on the performance of the detection system. If this process is leading to a decrease of the system performance, it can be regulated e.g. by running grid computing techniques [5]. 

5. A MODEL FOR CREDIT CARD TRANSACTIONS AND THEIR ATTRIBUTES

In order to describe the different scenarios of fraud, the use case diagram in fig. 7 is used.
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Figure 7: Use Case diagram of fraud scenarios and verification

The diagram contains three potential scenarios which are used as examples only; i.e. more, but confidential scenarios are known in the banking domain:

· Scenario 1 (ATM withdraw): A person inserts a stolen credit card in an automatic teller machine (ATM) followed by an attempt of withdrawing money. If the fraudster knows the PIN- number, the authentication is correct. This scenario is not very important in the context of this work because banks mainly use classic methods for preventing ATM fraud, e.g. running observation cameras. 

· Scenario 2 (Web transaction): A person uses a stolen credit card or illegally obtained credit card information for placing an order over the web. The vendor verifies the purchase by sending an authentication enquiry to the bank of the credit card. But the answer of the bank only contains information e.g. about the account balance respectively the card limit and whether it is reported as stolen or lost. But the identity of the ordering person can not be checked by the vendor. So if the card is not reported as stolen or lost and the limit is not exceeded, the web transaction will be finished successfully and the fraudster keeps anonymous [14]. 

· Scenario 3 (Fraud verification): The approach of the authors to verify fraud attempts is described in para. 4.3. Further solutions are discussed in chap. 3 and chap. 7. Depending on the different solutions, the identifier can be a human as well as a detection software or a combination of both.

According to the mentioned web transaction scenario of the use case, the class diagram shown in fig. 8 is used for describing the classes and the attributes of credit card transactions. 

Our simplified class diagram contains the classes “CreditCard” and “CardTransaction” with some of their attributes. A transaction originates from one specific credit card which is able to perform an endless number of transactions, only restricted by the defined credit card amount-limit. In addition, the model class “CardUsage” comprises the sum of all card transactions and the total paying amount within a predefined time interval.

For the use case of detecting credit card frauds by using discriminant analysis in combination with neural networks, the following attributes of the class diagram may be potentially relevant: cardNumber, expirationDate, location, timestamp, amount, numberOfCardTransactions, timeIntervalForCardUses and totalAmountInTimeInterval etc. By contrast, irrelevant attributes are e.g.  cardLimit, cardColour or cardholderAge etc. For the fraud detection system has to be differentiated between relevant and irrelevant attributes because only relevant attributes need to be investigated by this described fraud-detection algorithm.

6. EXPERIMENTAL RESULTS
The kinds of unknown fraud patterns change permanently. So the fraud detection system must also be able to handle varying numbers and types of events inside the event cloud as well as varying numbers of relevant attributes.

6.1 Some remarks about the experimental environment

The experimental environment is programmed in java by using Eclipse 3.2 as development tool. This java classes including the codes of the discriminant analysis algorithm and the neural network, are embedded in StreamBase Studio [44] via a .jar file. This .jar file is connected with the java-operator component “Java1”. The event cloud is read into the java operator by InputAdapter1 and the results are written to a text file by using OutputAdapter1.   
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Figure 9: Implemented test environment in Stream Base Studio as CEP engine

6.2 Execution of the experiments

According to the described model, an event structure with two fraud-relevant and three fraud-irrelevant attributes is used for executing the experiments.

In this simplified experimental environment, no real-world event cloud is available. Therefore an event cloud which contains the events represented in tab. 1 was simulated by the authors. The events and their attribute values are chosen arbitrarily. Future adaptations on real requirements of a specific bank regarding instances of event structures and concrete attributes can be realized by a parametrizable implementation of the fraud detection system at any time.  

	event
	attr1
	attr2
	attr3
	attr4
	attr5

	
	
	
	
	
	

	A
	30,00
	80,00
	Test
	1,00
	Test

	B
	35,00
	100,00
	Test
	5,00
	Test

	C
	45,00
	85,00
	Test
	4,00
	Test

	D
	65,00
	75,00
	Test
	1,00
	Test

	E
	65,00
	105,00
	Test
	2,00
	Test

	F
	70,00
	120,00
	Test
	3,00
	Test

	G
	85,00
	110,00
	Test
	7,00
	Test

	H
	45,00
	105,00
	Test
	9,00
	Test

	I
	40,00
	60,00
	Test
	3,00
	Test

	J
	55,00
	65,00
	Test
	6,00
	Test
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K
	55,00
	75,00
	Test
	9,00
	Test

	L
	70,00
	70,00
	Test
	3,00
	Test

	M
	75,00
	95,00
	Test
	5,00
	Test

	N
	90,00
	80,00
	Test
	5,00
	Test

	O
	100,00
	110,00
	Test
	3,00
	Test

	P
	95,00
	93,00
	Test
	6,00
	Test


Table 1: Events of the simulated event cloud

This simulated event cloud is separated in two clusters of historic events. These clusters include the events described in tab. 2. 

In this case, cluster A includes experimental events that are potentially dangerous of building fraud patterns whereas cluster B contains events that are definitively harmless. On the base of these historic clusters, the discriminant groups and the discriminant function are computed. The amount of historic events is not important for defining the discriminant function, but a higher amount of events improves the accuracy of the discriminant function. This test environment has one discriminant function because there are only two clusters that can be differentiated by a discriminant function. In order to compute this function, the fraud-relevant attribute values have to be inserted as metric parameters in a linear system of equations. If string values are fraud-relevant attributes, they must be mapped in metric values by using predefined mapping rules, e.g. a city as transaction location can be mapped in its earth coordinates or ZIP-code etc. As mentioned above, for the experiments two of the five attributes of the simulated events are declared as relevant for detecting fraud (“attr1” and “attr2”)  - in this case arbitrarily by the authors. The others are not needed for the further investigations. 

The inserting of the “attr1”-values and the “attr2”-values of all simulated events in a linear system of equation results in the following discriminant function:                  y = -0,0079 * x1 +  0,0101 * x2.

In order to compute the discriminant value of an event, the relevant attribute values have to be inserted in the calculated discriminant function as values for the parameters x1 and x2 (x 1= attr1 and x2 = attr2).

The discriminant value has to be calculated for all the events of the event cloud. On the base of that discriminant values, the critical discriminant value is computed. This value is the midpoint of the average discriminant values of the two clusters. For the simulated event set, the computed critical discriminant value amounts 0,404. 

The critical discriminant value is needed to allocate the existing and newly occurring events in a predefined discriminant group by comparing it with the discriminant value of the event [47]. In this experiment, every single event is allocated in exactly one discriminant group. 

By running this allocation process for the test events, the following discriminant groups represented in tab. 3 are generated. 

It can be recognized that the created discriminant groups are related to the historic event clusters. But the discriminant groups are subdivided more precisely for e.g. event D which originally belonged to cluster A has to be allocated to discriminant group B. The historic event clusters represent an event preselection and are needed to compute the discriminant functions but the discriminant groups respectively the discriminant values are used to classify the events.

Discriminant group A is defined as the as group that contains potentially fraud relevant events. In order to discover which combinations of group A-events are 

unknown fraud patterns and which are not, a neural network is used. In that case, group B does not need a neural network, because its events are classified as no-fraud events. So the following experiments only concern the group A.

In the new approach, the discriminant values are used as input values for the neural network of the specific discriminant group. For the experimental environment, a feed-forward neural network with two input, two hidden and one output node is chosen. The hidden layer is needed because of the complexity of detection tasks, but this structure is sufficient for the restricted number of training and test data of the text environment. Fig. 10 represents the neural network with its initial weights that are determined randomly. The activation function for the hidden and output nodes is the sigmoid function with a value of 1 for the constant “c” (see para. 4.2), whereas the input nodes are activated only with their input values respectively discriminant values without running an activation function. 

As learning algorithm, the supervised backpropagation learning algorithm is used as described in para. 4.2. The reason for using the backpropagation method is that the output values of the training data are fixed before the start of the learning algorithm. With the experimental neural network, combinations of two events are investigated of being unknown fraud patterns. So, two discriminant values are used as input activation values for one feed-forward process of the neural network. In order to enhance the amount of input values for investigation, the amount of neural network input nodes have to be extended. In that case, if e.g. a neural network with three input nodes only receives two input values, the third input node can be activated with 0 as neutral value in the experimental environment. The training set for the neural network consists of five fraud patterns and five no-fraud patterns from discriminant group A. For executing the experiments, pairwise combinations of events in table 4 (A, B, F, H, in italics) are declared as fraud patterns. 

	
	Discriminant Group A:

	
	
	
	

	event
	attr1
	attr2
	disVal

	
	
	
	

	A
	30,00
	80,00
	0,577

	B
	35,00
	100,00
	0,741

	C
	45,00
	85,00
	0,509

	E
	65,00
	105,00
	0,555

	F
	70,00
	120,00
	0,668

	G
	85,00
	110,00
	0,447

	H
	45,00
	105,00
	0,713


Table 4: Determined possible fraud combinations of discriminant group A

Out of discriminant group A, the training set for the neural network is chosen arbitrarily and consists of the following patterns: 

· No-Fraud: (C, E), (B, G), (E, G), (G, H), (F, G)

· Fraud:
  (A, B), (B, F), (F, H), (A, F), (A, H)

The no-fraud patterns have the predefined output values of 0 whereas the output-activation values of the fraud patterns are fixed as 1.

The set to test the learning results of the neural network consists of the following elements: 

· Trained, no fraud:       (G, H)

· Not trained, no fraud: (A, C)

· Trained, fraud:            (B, F)

· Not trained, fraud:      (B, H)

In order to find the optimal weights for the neural network, the number of backpropagation loops and the learning factor are variegated whereas the training and test set as well as the initial weights are fixed for all tests. 

The discriminant value of the left event of a pattern activates input node 1 while the right event-discriminant value is dedicated for input node 2. The position of an event inside the pattern depends on the sequence of the appearance of the events (e.g. pattern (G, H) means H appears after G). 

After executing the determined amount of backpropagation learning loops, the new resulted weights are tested by running feed-forward operations with the defined test set as input data. Table 5 includes the output activation values of the network as results of the feed-forward processes. 

	Learn. Fa.:
	0,1

	Back. Loops:
	5.000
	10.000
	20.000

	G,H
	0,4613
	0,4906
	0,4962

	A,C
	0,3305
	0,3348
	0,3436

	B,F
	0,4180
	0,4308
	0,4427

	B,H
	0,4386
	0,4581
	0,4707

	
	
	
	

	Learn. Fa.:
	0,4

	Back. Loops:
	5.000
	10.000
	20.000

	G,H
	0,4962
	0,4943
	0,2852

	A,C
	0,3448
	0,3459
	0,3457

	B,F
	0,4434
	0,4507
	0,4568

	B,H
	0,4710
	0,4781
	0,4823

	
	
	
	

	Learn. Fa.:
	0,7

	Back. Loops:
	5.000
	10.000
	20.000

	G,H
	0,4959
	0,3710
	0,1079

	A,C
	0,3471
	0,3487
	0,3489

	B,F
	0,4494
	0,4549
	0,4652

	B,H
	0,4772
	0,4800
	0,4897

	
	
	
	

	Learn. Fa.:
	0,9

	Back. Loops:
	5.000
	10.000
	20.000

	G,H
	0,4890
	0,2229
	0,0809

	A,C
	0,3462
	0,3508
	0,3573

	B,F
	0,4520
	0,4591
	0,4913

	B,H
	0,4792
	0,4847
	0,4918

	
	
	
	

	Learn. Fa.:
	0,9

	Back. Loops:
	30.000
	50.000
	100.000

	G,H
	0,0553
	0.0371
	0,0231

	A,C
	0,3749
	0.3987
	0,4260

	B,F
	0,4753
	0,4828
	0,4906

	B,H
	0,4946
	0,4972
	0,4999


Table 5: Detection results after training the neural network

The patterns (G, H) and (A, C) should possess an output value near to 0 whereas the output activation values of the patterns (B, F) and (B, H) should be located near to 1.

On the basis of the test results of tab. 5, it can be recognized that if the learning factor increases, the results are getting better. The trained test-patterns (G, H) and (B, F) as well as the not trained, fraud test-pattern (B, H) obtain more accurate results if the amount of backpropagation loops is rising. Only the not trained, no fraud test pattern (A, C) oscillates when the amount of backpropagation loops increases and therefore the results gets more and more inaccurate. For this training pattern, the neural network gets overlearned. That is the reason why the combination 20.000 backpropagation loops with 0,9 as learning factor (marked bold in tab. 5) achieves the best detection results for that specific neural network with its fixed initial weights, training and test set. Fig. 11 presents the neural network with the weights for that best-result combination.
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Figure 11: Feed-forward network with the weights of the best test result

According to that experimental results, a fraud-dividing threshold of 0,4 can be determined for the created network represented in fig. 10. So if the activation value of the output node is greater than 0,4, the investigated known or unknown event pattern can be classified as fraud pattern. In this case, the application reacts with a predefined action e.g. sending an alert to the responsible operator. But this threshold of 0,4 can be adapted when the network has learned enough new patterns. As mentioned in chap. 8, the amount of events and patterns will be extended for the experiments in the future. 

7.  RELATED WORK

[27] describes an approach for detecting known and unknown patterns for the application areas intrusion detection and fraud detection . That method was developed before 2001 and is based on data mining approaches with the particular background of real-time processing problems. The focus of this work was to develop cost-sensitive models for the distribution of “features” to detect and process patterns on more areas and secondly their optimal distribution in the infrastructure architecture. But now, with CEP technology the basis is developed to handle events in real-time, e.g. via grid computing technology, as mentioned in paragraph 4.2. 

Further research, according to [30], examines the accuracy of probabilistic methods in the field of naive Bayes text classification. To be more detailed, the classification accuracy of the multi-variate Bernoulli model and the multinomial model are compared. In this context, an event is declared as the occurrence of a specific word inside a text document. The experiments are based on different data sets as Yahoo Science, Newsgroups, and WebKB. The research results show that on the one hand the multi-variate Bernoulli model performs better with small vocabulary sizes but on the other hand the multinomial model usually is better suited for larger vocabulary sizes. That is only an example for applying probabilistic or fuzzy methods from the discipline of information retrieval which were already developed in the seventies and the following years of the 20th century and which could be researched and perhaps adapted for detecting unknown event patterns.

In addition, the algorithms mentioned, the mathematical and heuristic techniques from fields such as statistics, artificial intelligence, operations research, digital signal processing, pattern recognition, decision theory etc. are also presented in [3]. In that paper a new generation of intrusion detection systems on the base of statistical methods is discussed.

There is an ongoing discussion about the effectiveness of different approaches of fraud detection in the CEP-Interest blog (see the blog entries of Tim Bass [7, 9] Szabolcs Rozsnyai [8] and Paul Vincent [10]. They classify detection methods in rule based systems and those based on statistical methods. The new approach of this paper has to be allocated to the group of statistical methods because of the described combination of discriminant analysis and neural networks. An example for a rule based detection system is discussed in [39]. The authors of that paper developed a real-time fraud detection system called SARI (Sense and Response Infrastructure) for the domain of online betting in the year 2007. SARI consists of a rule based fraud detection architecture which is supported by so called event processing maps and the Business Intelligence tool Event Tunnel for analyzing and detecting known online betting fraud patterns. The gained knowledge of that BI tool is used for extending and adapting the detection rules respectively the event processing maps. According to [39], the SARI system is able to process large amounts of events as well as to monitor the fraud detection process.

Statistical detection methods just as fuzzy logic or neural networks are described in [33] for the domains of terrorist detection, financial crime detection as well as intrusion and spam detection. This survey paper categorises, compares, and summarises from almost all published technical and review articles in automated data mining based fraud detection within the last 10 years before 2005. In this context, it defines the professional fraudster, formalises the main types and subtypes of known fraud and presents the nature of data evidence collected within affected industries. Within the business context of mining the data to achieve higher cost savings, this research presents methods and techniques together with their problems. 
8. CONLUSION AND FUTURE WORK

The combination of discriminant analysis with neural networks is running successfully for the set of events containing in the simulated event cloud. In the first experiments, the new approach classifies the known and unknown fraud patterns as well as the no-fraud patterns exactly. The next steps in the future are to extend the test and training data sets as well as the structure of the neural networks and the amount of historic events needed for creating the discriminant functions. The goal is to obtain more accurate results. In this context, it is also important to test the performance of the new approach (especially of the neural networks) in order find out if it meets the requirements of real-time environments. A further step is to improve the experimental environment in such a way that it is able to simulate the structure of credit card transaction events and credit card frauds more exactly.
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Figure 10: Test feed-forward network with its initial weights





�
Discriminant Group A:�
�
�
�
�
�
�
event�
attr1�
attr2�
disVal�
�
�
�
�
�
�
A�
30,00�
80,00�
0,577�
�
B�
35,00�
100,00�
0,741�
�
C�
45,00�
85,00�
0,509�
�
E�
65,00�
105,00�
0,555�
�
F�
70,00�
120,00�
0,668�
�
G�
85,00�
110,00�
0,447�
�
H�
45,00�
105,00�
0,713�
�
�
�
�
�
�
�
Discriminant Group B:�
�
�
�
�
�
�
D�
65,00�
75,00�
0,249�
�
I�
40,00�
60,00�
0,294�
�
J�
55,00�
65,00�
0,226�
�
K�
55,00�
75,00�
0,328�
�
L�
70,00�
70,00�
0,159�
�
M�
75,00�
95,00�
0,374�
�
N�
90,00�
80,00�
0,102�
�
O�
100,00�
110,00�
0,329�
�
P�
95,00�
93,00�
0,195�
�
Table 3: Created discriminant groups with relevant attributes and the discriminant values of the events








�
Cluster A:�
�
�
�
�
�
�
�
�
�
�
�
event�
attr1�
attr2�
attr3�
attr4�
attr5�
�
�
�
�
�
�
�
�
A�
30,00�
80,00�
Test�
1,00�
Test�
�
B�
35,00�
100,00�
Test�
5,00�
Test�
�
C�
45,00�
85,00�
Test�
4,00�
Test�
�
D�
65,00�
75,00�
Test�
1,00�
Test�
�
E�
65,00�
105,00�
Test�
2,00�
Test�
�
F�
70,00�
120,00�
Test�
3,00�
Test�
�
G�
85,00�
110,00�
Test�
7,00�
Test�
�
H�
45,00�
105,00�
Test�
9,00�
Test�
�
�
�
�
�
�
�
�
�
Cluster B:�
�
�
�
�
�
�
�
�
�
�
�
I�
40,00�
60,00�
Test�
3,00�
Test�
�
J�
55,00�
65,00�
Test�
6,00�
Test�
�
K�
55,00�
75,00�
Test�
9,00�
Test�
�
L�
70,00�
70,00�
Test�
3,00�
Test�
�
M�
75,00�
95,00�
Test�
5,00�
Test�
�
N�
90,00�
80,00�
Test�
5,00�
Test�
�
O�
100,00�
110,00�
Test�
3,00�
Test�
�
P�
95,00�
93,00�
Test�
6,00�
Test�
�
Table 2: Cluster of historic events with potential dangerous events in cluster A and harmless events in cluster B
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Figure 8: Class diagram for credit card transactions
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Figure 4: Evolution of invalid transactions [2]








