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Handout 2 (Chapter 2): 
Probability
Probability:
The study of randomness and uncertainty.

Experiment:
Any action or process that generates observations.

Sample space (S): The set of all possible outcomes of that experiment. 

Event:
Any collection (subset) of outcomes in the sample space S. It is simple if it consists of one outcome and compound if it consists of more than one outcome.

A(B:
A or B.  The event consisting of all outcomes that are either in A or B or in both events.

A(B:
A and B.  The event consisting of all outcomes that are both in A and B.

A' :
The set of all outcomes in S that are not contained in A. Complement of A.

Mutually exclusive or Disjoint: Two events, A and B have no outcomes in common.

Example 1: (i) Consider an experiment in which each of three cars come to a complete stop (C) on the intersection or not (N). Define event A as none of the cars come to a complete stop and B as at least 2 cars come to a complete stop. 
       (ii) Consider an experiment of four home mortgages that are classified as fixed rate (F) or variable rate (V).  Define event A as exactly 3 of the selected mortgages are fixed rate and B as at most one of the four is a variable rate mortgage.  
· How many possible outcomes that comprise the sample space and what are they?  

(i) S={(C,C,C),(C,N,N),(N,C,N),(N,N,C),(C,C,N),(C,N,C),(N,C,C),(N,N,N)}
(ii) S={(F,F,F,F),(F,V,V,V),(V,F,V,V),(V,V,F,V),(V,V,V,F),(F,F,V,V),(F,V,F,V),    

(F,V,V,F),(V,F,F,V),(V,F,V,F),(V,V,F,F),(F,F,F,V),(F,V,F,F),(F,F,V,F),(V,F,F,F),  

(V,V,V,V)}
· Write the possible simple and compound events.

Example 2: Two dice are tossed and the face numbers are observed. In your sample space, S, you will have the following 36 outcomes

	
	1
	2
	3
	4
	5
	6

	1
	(1,1)
	(1,2)
	(1,3)
	(1,4)
	(1,5)
	(1,6)

	2
	(2,1)
	(2,2)
	(2,3)
	(2,4)
	(2,5)
	(2,6)

	3
	(3,1)
	(3,2)
	(3,3)
	(3,4)
	(3,5)
	(3,6)

	4
	(4,1)
	(4,2)
	(4,3)
	(4,4)
	(4,5)
	(4,6)

	5
	(5,1)
	(5,2)
	(5,3)
	(5,4)
	(5,5)
	(5,6)

	6
	(6,1)
	(6,2)
	(6,3)
	(6,4)
	(6,5)
	(6,6)


Let A be the sum of their face numbers being 4 or 5.  

Let B be the range of their face numbers being 1. 

Then the outcomes in A are {(1,3),(3,1),(2,2),(1,4),(4,1),(2,3),(3,2)} and 

the outcomes in B are {(1,2),(2,1),(2,3),(3,2),(3,4),(4,3),(4,5),(5,4),(5,6),(6,5)}.

Are A and B mutually exclusive?

Are A’ and B mutually exclusive?

Are A and B’ mutually exclusive?

Example 3:  Let A be the event that a person has normotensive diastolic blood pressure (DBP) readings (DBP<90) and Let B be the event that a person has borderline DBP readings (90≤DBP<95).  Let’s define C as the event that a person has DBP<95 and D as the event that a person has 75≤DBP≤100.  

Are A and C are mutually exclusive? Why!

Are A and D are not mutually exclusive? Why!

Define A’

Define A(B

Define A(B
De Morgan's laws:
(i)  (A(B)'=A'(B',   (ii) (A(B)'=A'(B'

P(A) :  The probability of the event A .  i.e., the chance that A will occur.  It is always

between 0 and 1.  

Example 4: The following data reflect responses to a key question asked of 100 different subjects.
	
	Polygraph indicated truth
	Polygraph indicated lie
	Total

	Subject actually told the truth
	65
	15
	80

	Subject actually told a lie
	3
	17
	20

	Total
	68
	32
	100


If 1 of the 100 subjects is randomly selected, find the probability of getting someone 
(a) who told a lie


(b) for whom the polygraph test indicated  that a lie was being told
(c) who told a lie and had the polygraph test indicated that a lie was being told

(d) who told a lie or had the polygraph test indicated that a lie was being told



Properties of Probability:

It is always true that P(S)=1.  Then P(A') = 1 - P(A).

If A and B are mutually exclusive then P(A(B)=0.

For any two events A and B,  P(A(B) = P(A) + P(B) - P(A(B).

For any three events, P(A(B(C)=P(A) + P(B) + P(C) - P(A(B) - P(A(C)- P(B(C) +P(A(B(C).

Example 5: Consider randomly selecting a student at a certain university, and let A denote the event that the selected individual has a Visa credit card and B be the analogous event for a Master card. Suppose that P(A)=0.5, P(B)=0.4, and P(A(B)=0.25.

(i) Compute the probability that the selected individual has at least one of the two types of cards.

(ii) Compute the probability that the selected individual has neither type of the card.

(iii) Compute the probability that the selected individual has a Visa card but not a Master card.

Axioms of Probability:
For any event A,  P(A) ( 0,

(i) If  A1, A2, ....,An  is a finite collection of mutually exclusive events, then  P(A1(A2(....An) =
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(ii) If  A1, A2, ....,An  is an infinite collection of mutually exclusive events, then  P(A1(A2(....An) = 
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Conditional Probability: For any two events A and B with P(B)>0, the conditional probability of A given B has occurred is defined by  P(A | B ) = P(A(B) / P(B).

Example 4 (continue): If one subject is randomly selected, find the probability that he or she told the truth, given that the polygraph test indicated that a lie was being told.
Example 5 (continue):  Given that the selected individual has a visa card, what is the probability that he/she will have a master card?

Property for the conditional probability: For any two events A and B with P(B)>0, P(A’|B)=1-P(A|B)

Example 5 (continue): Given that the selected individual has a visa card, what is the probability that he/she will not have a master card?

Law of total probability: Let A1, A2, ....,An  be mutually exclusive and exhaustive events.  Then for any other event B,  P(B) = 
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Example 6: A project manager is creating the design for a new engine.  He judges that there will be a 50-50 chance that it will have high-energy (H) consumption instead of low (L). Historically, 30% of all high-energy engines have been approved (A) with the rest disapproved (D), while 60% of all low-energy engines have been approved.

a. Construct a probability tree for the project manager's events.

Joint probability

[image: image4]
b. What is the probability that his design will result in an approved engine?

P(A)=?

Bayes'  Theorem:
Let A1, A2, ....,An  be a collection of  n  mutually  exclusive and exhaustive  events  with   
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 ,  k=1,2,....,n.

Example 7: We are given one beige and four gray urns in a dimly lit room, so we cannot distinguish one color from the other.  The beige urn contains eight red and two white balls, and each of the gray urns contains three red and seven white balls.  Suppose that a red ball is drawn from one of these five urns. What is the probability that the urn was beige? (Answer=8/20=0.40)
Example 8: Incidence of a rare disease.  Only 1 in 1000 adults is afflicted with a rare disease for which a diagnostic test has been developed.  The test is such that, when an individual actually has the disease, a positive result occur 99% of the time, while an individual without the disease will show a positive test result only 2% of the time.  

(i) If a randomly selected individual is tested and the test result is positive, what is the probability that the individual has the disease?  (Answer=0.0472)
(ii) If a randomly selected individual is tested and the test result is not positive, what is the probability that the individual has the disease? (Answer=0.00001)
Independence:
Two events  A and B  are  independent  if  

(i) P(A(B) = P(A)(P(B)

(ii) P(A | B) = P(A) 

(iii)P(B | A) = P(B) 

and are dependent otherwise. 

Events A1, A2, ....,An  are  mutually independent  if  for  every  k (k=2,3,...,n) and every subset of indices  i1, i2 , ... , ik, 
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Mutually independent implies pairwise independent but the reverse is not true.

Example 9: Suppose we know that a metal fabrication process yields output with faulty bondings (FB) 10% of the time and excessive oxidation (EO) in 25% of all segments; 5% of the output has both faults.  Explain if the occurrence of those faults are independent from one another?

P(FB and EO)=0.05

P(FB)P(EO)=0.10(0.25)=0.025

Since those two probabilities are not the same, they are not independent. 

Example 10: The utility company in large metropolitan area finds that 70% of its customers pay a given monthly bill in full.  Suppose four customers are selected independently.  

a. What is the probability that none of the customers will pay their monthly bill in full? (Answer=0.0081)
b. What is the probability that at least one customer will pay their monthly bill in full? (Answer=0.9919)
c. What is the probability that exactly one customer will pay his/her monthly bill in full? (Answer=0.0756)
d. What is the probability that exactly two customers will pay their monthly bill in full? (Answer=0.2646)
e. What is the probability that at most three customers will pay their monthly bill in full? (Answer=0.7599)
Counting rule: If a job consists of k separate tasks, the ith of which can be done in ni ways, i=1,2,3,....,k, then the entire job can be done in 
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Example 11: An experimenter is studying the effects of temperature, pressure, and the type of catalyst on yield from a certain chemical reaction.  Three different temperatures, four different pressures, and five different catalysts are under consideration.  

(a) If any particular experimental run involves the use of a single temperature, pressure and catalyst, how many experimental runs are possible? (Answer=60)
(b) If experimental run involves the use of the lowest temperature and two lowest pressures, how many experimental runs are possible? (Answer=10)
Example 12: The typical home alarm system has a code that consists of four digits. The digits 0 to 9 can be repeated and they must be entered in the correct order. Assume that you plan to gain access by trying codes until you find the correct one. How many different codes are possible?   (Answer=10,000)
Permutation: Any ordered sequence of k objects taken from a set of n distinct objects. 
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Example 13: In how many ways can the three books be arranged on a shelf, taking them two at a time?

Possibilities: B1,B2
  B2,B1
B1,B3

B3,B1

B2,B3

B3,B2


The number of ways is 
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Example 14: You have just been hired to determine the programming for a specific TV network.  When selecting shows to be shown on Monday night, you find that you have 27 shows available and you must select 4 of them.  Because of lead-in-effects, the order of the show is important.  How many different sequences of 4 shows are possible when there are 27 shows available? (Answer=421,200)
Example 15: Many auto license plates have three letters followed by three digits.  There are 10 digits and 26 letters to use. How many different license plates are possible if  

(a) letters and digits are not repeated on a license plate? (Answer=11232000)
(b) repetitions of letters and digits are allowed? (Answer=17576000)
Combination: Any unordered sequence of k objects taken from a set of n distinct objects.
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Example 16: A student has seven books on his desk.  

In how many different ways can he randomly select a set of three? 
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Example 17: A real estate agent is showing homes to prospective buyer.  There are ten homes in the desired price range listed in the area.  The buyer has time to visit only three of them.

(a) In how many ways could the three homes be chosen if the order of visiting is considered? (Answer=720)
(b) In how many ways could the three homes be chosen if the order of visiting is disregarded? (Answer=120)
(c) If four of the homes are new and six have previously been occupied and if the three homes to visit are randomly chosen, what is the probability that all three are new? (Answer=0.0333)
Example 18: Shortly after being put into service, some buses manufactured by a certain company have developed cracks on the underside of the main frame.  Suppose a particular city had 20 of these buses, and cracks have actually appeared in 8 of them.

(a) How many ways are there to select a sample of 5 buses from the 20 for a thorough inspection? (Answer=15504)
(b) In how many ways can a sample of 5 buses contain exactly 4 visible cracks? (Answer=840)
(c) If a sample of 5 buses is chosen at random from 20 buses, what is the probability that exactly 4 of the 5 will have visible cracks? (Answer=0.0542)
(d) If buses are selected as in part (c), what is the probability that at least 4 of those selected will have visible cracks? (Answer=0.0578)
Predicting the Reliability of Systems with n components:

Ri(t): The reliability of individual component = P(component i survives beyond time t)

Rs(t): The reliability of the system = P(system works) 

Series System

(
All components should function for the system to function
Rs(t)=R1(t)R2(t)…….Rn(t)

Parallel System 
(
At least one component should function for the system 

function beyond time t

Rs(t) = 1 - [1-R1(t)][1-R2(t)]……[1-Rn(t)]

Example 19: Which has a greater reliability:

(i) A series system of 10 components each with a failure probability of 0.01.

(ii) A parallel system of 10 components each with a failure probability of 0.01.

Example 20: Find the success probability (reliability) of the following mixed system with 6 units. 
(i) Each unit has the same success probability of 0.8.
(ii) Units 1, 2, 3 and 6 have the success probability of 0.95 where the others have the success probability 0.8.
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