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Introduction

Significant gaps exist in the handling and support of NM Images by radiology systems.

· Sending nuclear medicine data from a nuclear medicine workstation to another system for further processing, display, and interpretation is difficult because current NM Image IODs are not uniformly supported by modality systems and more importantly, sometimes not supported at all by archive & display systems.  

· NM Images have special review requirements, such as ability to adjust color tables and upper/lower window values, which are required by clinical practice but are not consistently supported by displays and hardcopy devices.

· Storing the output of NM Cardiac processing packages (typically created by 3rd party developers and licensed to modality vendors) and displaying it on generic DICOM workstations is difficult because consensus on an interchange format for these results (which consist of a full screen display with text areas, images, graphs and small cine windows showing rotating views in a continuous loop) has not been documented.

· There are a number of tomographic display capabilities (such as paired display of two series/studies, or multi-planar display) which are clinically essential to reading many types of NM Studies but are not supported by some display devices.  

This Supplement addresses those gaps by specifying use of the standards, bringing the specifications to the attention of the PACS and display station vendors and providing users with a way to specifically request this functionality.  

This Supplement primarily makes the following changes:

Volume I:

A new content profile is added which details how NM Images should be created, stored and retrieved and the expected actions associated with performing those transactions.

A new Appendix is added which describes some typical Nuclear Medicine workflows and how they can be supported within the framework of the current IHE Scheduled Workflow and Post-Processing Workflow Integration Profiles.  The Appendix also provides details on typical NM Image characteristics and display conventions as informative text.
Volume II:

The Modality Images Stored transaction adds text associated with the NM Profile requiring support for DICOM NM IODs and specific attributes in NM objects.

The Creator Images Stored transaction adds text associated with the NM Profile requiring similar support of NM IODs for such objects created by the Evidence Creator and also details the use of DICOM Secondary Capture and Multi-Frame Secondary Capture for the storage of static and dynamic processed results.

The Query Images transaction adds a requirement on the Image Manager (SCP) and the Image Display (SCU) to support the Series Description attribute as a Return Key.

The Retrieve Images transaction adds text associated with the NM Profile requiring support for DICOM NM IODs and several Secondary Capture IODs and the expected behaviors of Image Display actors that retrieve NM Objects in terms of image handling and display.

Open Issues and Questions
Closed Issues

1. Adding Series Description as a required return value on the SCP and SCU for Query Images was not judged to be an issue.

2. Compression of “simple 2-D multiframe secondary capture images” will not be supported.  Compression will only be addressed by adding an MPEG transfer syntax.

3. There is no requirement to address the retired NM object

4. CT-PET fusion will not be addressed here.  Need to wait on DICOM supplements for Registration (going to letter ballot), CT Multi-frame Overlays (in-progress) and possibly 3D Presentation States (just getting started).

5. A PET Option will not be included in this profile.  It implies that PET is the same as SPECT, and the presence of the PET Option would undermine support for a real PET Profile, since vendors can say “Yes we do PET, we have the PET Option of the NM Profile”.

6. Agreed that WG3 should draft a CP to remove the phrase “with the last Tag indicating the most rapidly changing index” from section PS3.3 section C.8.4.8.1.1 of the DICOM standard. 

7. It is not considered sufficiently useful to define how to use the PALETTE COLOR lookup tables in an image to store and/or load pseudo-color lookup tables. This could be used for sharing NM ColorTables.

8. It is not necessary for the Image Display to indicate if it unable to display the MFSC cine at the rate indicated in the MFSC cine module.  It can simply show it slower.

9. Doing reconstruction on different equipment (i.e. workstations) requires that they be in a separate series.  There is no way to consistently group reconstruction images with their source frames in the same series as a way of indicating “lineage”.  Therefore we will require reconstructions be placed in separate series and recommend that the source images be referenced and useful values be put in the Series Description.

10. Several things came out of the SNM demonstrations. 

1 – all acquisition modalities were asked to be able to create TOMO or GATED TOMO images as if they were acquired with a single detector, no matter how many detectors were actually used. A statement to this effect in section 4.8.4.1.2 has been added. Note that this implies that corrections such as COR are performed by the acquisition system prior to export of these images.

2 – Implementations were inconsistent in filling in the image orientation (0020,0037) vector. When doing tomographic imaging the image orientation is generally known, and is essential for processing. This was made mandatory and included in table 4.8-X.

3 – The need for proper cardiac labeling also stemmed from the SNM demo and has been added to table 4.8-X.

11. The profile will be NM Image Profile.  This will provide a convenient template for other modalities that need to provide additional guidance to the creation and handling of their data.

12. There is no technical requirement for NM Image to depend on the Scheduled Workflow Profile.  We will continue with the current pattern of having the Workflow profiles depend on one of the content profiles being present and not having content profiles depend on workflow profiles.  Customers wishing their content creation to be managed will specify a workflow profile as well.

13. The use of DICOM to transfer binary blobs containing internal data of processing packages from one instance of a 3rd party package to another instance (which may be the same or higher version of the same package deployed on a different vendor platform) will be considered out of scope for this supplement since it can easily be coordinated by the 3rd party vendor and the modality vendors they are already collaborating with.  

Since several approaches (DICOM Raw Data object, private tag in another object, SR object or pixel data of a Secondary Capture object) exist, and there are potential issues with byte order handling, it may be useful for someone to write a white paper on the topic to present an opinion on which most closely follows the intent of DICOM.

14. There is no need for the DICOM work on MPEG to be referenced in relation to the storage of Dynamic Result Screens as that can be handled if/when such an option is added to results storage.

15. Since there is no easy way to get image level descriptors into Image Manager databases at this time, querying and differentiating between Result Screen objects without opening them will have to depend on useful text being placed in the Series Description attribute.

16. We should require creators of result screens to include Derivation Description (0008,2111) and Derivation Code Sequence (0008,9215) to indicate details of what process produced the results (i.e. what kind of results they are) even though we will not be able to require Image Manager database support for this at the present time.  The data will at least be available to receiving systems and a body of objects will be built up containing the data placing some pressure on the Image Manager vendors.

17. MFSC should be permitted to contain a single frame, and also to contain multiple “static frames” (i.e. screens that can be stepped through but not cine’d).  This is useful for encoding a sequence of result screens and the MFSC object contains useful frame and image labeling attributes not present in the basic SC object.

18. Creators may store Static Result screens using SC objects (although it is recommended that they consider using MFSC instead.  They are not permitted to store Dynamic Result screens using a set of SC objects.  They are required to use MFSC for this.

19. Result Screen Export will be documented as an option (since it may also be useful to other modalities and it makes it clearer to the users).  Creators that do Cardiac Processing will be required to support the option.

20. Displays should support “windowing” and “re-coloring” non-RGB result screens.  Customers will accept the shortcomings (loss of data below the bottom and above the top thresholds, potential issues with overlay graphics, etc.)

21. “Reconstruction Method” will not be made a mandatory part of RECON TOMO images.  Convolution Kernel (0018,1210), Processing Function (0018,5020) codes, Corrected Image (0028,0051) flags might be useful but may not be sufficient (also need arc of reconstruction in degrees, algorithm used, etc.).  There are too many unknowns, more analysis is required and the interested parties chose not to attend.  Will leave it alone for now.

22. It was decided that image attributes other than matrix size (e.g. procedure code, body part, etc.) were not necessary or useful to mandate for controlling presentation mode. 

23. Ellie will ask WG6 to consider adding an Image Description attribute to all the IODs since we have no way of distinguishing well between SCs or several MFSC in a series. 

24. Sites will deal with setting up Procedure Codes for the NM Reconstruction Processing, Decay Correction, Scatter Correction, Re-orientation, Segmentation, etc. to the extent that they need them.  Same as for Acquisition Procedure Codes.

25. The attributes in the “Sources of Value Selection Terms for Vectors” table should be used if available.

26. There is no need to define default vector selections (e.g. E1 D1 P1) or default views for each Image Type.

27. A single Result Screen Export Option is documented which simply requires actors to provide result screens they produce as exportable images.  The alternative of separating into Static Result Export and Dynamic Result Export options added complexity without any clear benefit.  

28. Requirements may be placed on Image Displays to label and/or be able to display attribute values of images (e.g. indicating Stress vs Rest images).  This would likely be based on Series Description, Acquisition Time, Detector View Code, and Acquisition Context Sequence.

29. Requiring creators of Result Screens to reference the images on which the results are based in the Source Image Sequence was judged not to be sufficiently useful in enough cases.  Users can roughly locate source data based on the Study information in the results.  Referencing the images is not prohibited.

30. Working Group 3 will consider how derived NM Images (e.g. MIP, Weighted MIP, derived functional images, etc.) should be stored.  This may require DICOM work.  Could find some new Image Type for NM of DERIVED, or MIP, or could store them as Secondary Capture, but the latter loses the spatial information and is really not the intended use.  DICOM Working Group 3 should consider allowing IMAGE TYPE Value 3 to be DERIVED or else recommending the use of 16-bit MFSC.  If 16-bit MFSC is recommended, it should be documented in this Profile.

31. The Supplement will not provide guidance on where/how the Tech could document details like the presence of leakage of the injected radio-pharmaceutical, body positioning at time of injection, performed re-injections, etc.  The Image Comments attribute may be inappropriate when the injection does not happen near the imaging equipment.  Some kind of Evidence Document would likely be most appropriate although a Key Image Note might conceivably suffice.  For now the supplement will remain silent.  If an appropriate conclusion is reached, a reference to it can be added to this profile with a Change Proposal.

32. Change Proposals are also needed to include references to the 4.8.4.1.1.1 Study UIDs and Series UIDs text from the transactions for Presentation State Stored, Evidence Document Stored, KIN Stored.

33. Multi-acquisition studies create the likelihood of several Series in the same Study having Study-level attributes with different values (Study Date, Study Time, Study Description) as described in the last paragraph of X.3.1.2.  This is currently an unavoidable “issue” which most Image Manager/Archives are managing to deal with so there is little for IHE to add at this point.  DICOM work to make Study Time mandatory in MWM might be a helpful start.  Other Study details might also be useful. For the purpose of this profile, the issue is closed and action is deferred pending a solution from DICOM.

34. Working Group 3 will consider the semantics/coding of Image Position attributes included for frames in TOMO, and GATED TOMO images.  This requires documenting what should be put in it.

35. Image Displays are only required to support MPR Display if they claim the Review Option.  It is too big a step to require for basic NM.

36. Evidence Creators claiming the Result Screen Export Option should support color export if they create color results.  They are not required to support color export if they do not present results in color. 

37. Storage of multiple Static Result Screens in a single Multi-Frame Secondary Capture object is permitted but is optional. It provides a useful way of collecting a related set of Result Screens and includes an implicit display sequence.

38. The Result Screen Export Option should not be NM specific.  Other modalities may find them useful. 
39. There is no general “Image Profile” to list the Result Screen Export Option in.  Rather than add it to Scheduled Workflow, Post-Processing Workflow and Reporting Workflow, we will remain silent this year and consider it in the context of Departmental Workflow and other related discussions.
Profile Abstract

<200 words or less describing this profile – goes in Executive Summary document>

The NM Image Profile specifies how NM Images should be stored by Acquisition Modalities and workstations and how Image Displays should retrieve and make use of them.  It defines the basic display capabilities Image Displays are expected to provide, and also how result screens, both static and dynamic, such as those created by NM Cardiac Processing Packages, should be stored using DICOM objects that can be displayed on general purpose Image Display systems.

GLOSSARY

MPR - Multi-Planar Reconstruction

MFSC - DICOM Multi-Frame Secondary Capture

MIP - Maximum Intensity Projection

PET - Positron Emission Tomography
SC - DICOM Secondary Capture

SNM - Society of Nuclear Medicine

Volume I – Integration Profiles

<This section describes the changes required in Volume I of the Technical Framework that result form including this Integration Profile.>

Changes to Sections 1 – 1.X

<Include a subsection for each section/ subsection changed>

Added text explicitly requiring the Image Manager/Image Archive to function as a DICOM Level 2 Storage SCP.

Added text explicitly requiring the Image Manager/Image Archive and the Image Display to support Series Description as a return key in the Query Images transaction.

1.7 History of Annual Changes

<Brief description of what to add to Volume I, section 1.7 which gives a brief overview of “what’s new” in the given year of the Technical Framework.>

Add the following bullets to the end of the bullet list in section 1.7

· Added clarification on the creation of Study UIDs and Series UIDs to RAD TF-2: 4.8.4.1.1.1
· Added clarification of requirement for “Level 2” storage to the expected actions of the Modality and Creator Images Stored transactions in RAD TF-2: 4.8.4.1.3 and 4.18.4.1.3

· Added requirements for the storage/export of Result Screens as an option in RAD TF-2: 4.18.4.1.2.4 

· Added Result Screen Display requirements to the semantics of Retrieve Images in RAD TF-2: 4.16.4.2.2.4

· Added required support for Series Description to the Query Images transaction in RAD TF-2: 4.14.4.1.2 and the Retrieve Images transaction in RAD TF-2: 4.16.4.2.3
· Added a new content profile as Section 16 NM Image Profile in Volume I

· Added informative Appendix E: Nuclear Medicine to Volume I
· Updated the following existing transactions to provide capabilities needed to support NM Image storage and basic viewing: Modality Images Stored, Creator Images Stored, and Retrieve Images

· Added requirements for the storage of NM Images to the Modality and Creator Images Stored transactions in RAD TF-2: 4.8.4.1.2.2, 4.8.4.1.3.1 and 4.18.4.1.2.2, 4.18.4.1.2.3
· Added NM IOD support requirements to the Modality and Creator Images Stored transactions in RAD TF-2: 4.8.4.1.3.1 and 4.18.4.1.3.1.

· Added NM Image Display requirements to the semantics and expected actions of Retrieve Images in RAD TF-2: 4.16.4.2.2.3 and 4.16.4.2.3.1
2 Integration Profiles

Modify the following paragraph as shown

The Content Profiles describe the creation, storage, management, retrieval and general use of a particular type of content object. Current Content Profiles include: Consistent Presentation of Images, Key Image Notes, NM Image, Evidence Documents, and Simple Image and Numeric Reports. Additionally, the handling of image content is described inside the Scheduled Workflow Profile. Content Profiles are “workflow neutral”. The profile addresses how the object is created, stored, queried and retrieved, but does not address the workflow management process.

Add NM Image to Figure 2-1 and add the following line to Table 2-1 before Evidence Documents

	NM Image
	None
	None
	-


In Table 2-1 Add NM Image to the list of Content Input dependencies for Post-Processing Workflow and Reporting Workflow.  Also add NM Image to the list of output dependencies for Post-Processing Workflow.

16 NM Image Integration Profile

The NM Image Profile specifies how NM Images are to be stored by Acquisition Modalities and Evidence Creator workstations and how Image Displays should retrieve and make use of them.  

It defines the basic display capabilities Image Displays are expected to provide, (such as might be sufficient for a referring physician) but does not address advanced review features.
It also defines how result screens, both static and dynamic, such as those created by NM Cardiac Processing Packages, should be stored using DICOM objects that can be displayed on general purpose Image Display systems.

The NM Image Profile can be enhanced by combining it with other workflow profiles such as Scheduled Workflow, Post-Processing Workflow and Reporting Workflow which address how to schedule, manage and report the status of the steps in which NM Image objects are created.

16.1 Actors/ Transactions

Figure X.1-1 shows the actors directly involved in the NM Image Integration Profile and the relevant transactions between them.  Other actors that may be indirectly involved due to their participation in the Scheduled Workflow Profile, the Post-Processing Workflow Profile, etc. are not necessarily shown.
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Figure 16.1-1.  NM Image Actor Diagram

Table 16.1-1 lists the transactions for each actor directly involved in the NM Image Profile. In order to claim support of this Integration Profile, an implementation must perform the required transactions (labeled “R”). Transactions labeled “O” are optional.

A complete list of named options defined by this Integration Profile and that implementations may choose to support is listed below in Section 16.2.

Table 16.1-1.  NM Image Integration Profile - Actors and Transactions

	Actors
	Transactions 
	Optionality
	Section in Vol. 2

	Acquisition Modality
	Modality Images Stored
	R
	4.8

	
	Storage Commitment
	R
	4.10

	Evidence Creator
	Creator Images Stored
	R
	4.18

	
	Storage Commitment
	R
	4.10

	Image Manager/Archive

	Modality Images Stored
	R
	4.8

	
	Creator Images Stored
	R
	4.18

	
	Storage Commitment
	R
	4.10

	
	Query Images
	R
	4.14

	
	Retrieve Images
	R
	4.16

	Image Display
	Query Images
	R
	4.14

	
	Retrieve Images
	R
	4.16


16.2 NM Image Integration Profile Options

Options that may be selected for this Integration Profile are listed in the table 16.2-1 along with the Actors to which they apply.  Dependencies between options when applicable are specified in notes.

Table 16.2-1 Evidence Documents - Actors and Options

	Actor
	Options
	Vol & Section

	Acquisition Modality
	No options defined 
	

	Evidence Creator
	Result Screen Export Option
	RAD TF-2: 4.18.4.1.2.4
RAD TF-2: 4.16.4.2.2.4

	Image Archive/Manager
	No options defined
	

	Image Display
	Review Option
	RAD TF-2:  4.16.4.2.2.2.5


The NM Image Profile is designed to provide faithful and complete storage and retrieval of NM data and sufficient display functionality to allow adequate review of nuclear medicine images by referring physicians.  It should also be sufficient for secondary review (without reprocessing capability) of cardiac nuclear medicine studies by cardiologists and for correlation of nuclear medicine images with other imaging modalities during review by general radiologists.

The Review Option is intended to add functionality for primary (non-cardiac) NM interpretation.

The Result Screen Export Option adds functionality for storing Result Screens (which may be static or may contain moving components) in commonly displayable DICOM formats.  

Acquisition Modality actors which support Result Screen Export should claim the appropriate options as an Evidence Creator.  
Processing functions of both cardiac and non-cardiac data are not addressed in this profile, and should be performed on a dedicated NM workstation.

16.3 NM Image Process Flow

Figure 16.3-1 NM Image Process Flow
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The process of creating, storing and using NM Image content can be managed in much the same way as other image content using the Scheduled Workflow and Post-Processing Workflow Profiles.  Examples of NM Workflow and Guidelines for carrying it out using the two mentioned Workflow Profiles can be found in Appendix E: Nuclear Medicine.
Add the following Appendix

<Appendix E> Nuclear Medicine 

E.1 
Introduction

This Appendix provides a description of relevant aspects of Nuclear Medicine in the context of the IHE Radiology Technical Framework.  This includes descriptions of some typical Nuclear Medicine workflows and how they can be supported within the framework of the current Scheduled Workflow and Post-Processing Workflow Integration Profiles.  Characteristics of typical NM Images are presented and examples of typical displays of NM Images are provided.

This Appendix is informative, not normative.  The mapping of workflows to the IHE Model, and other details of NM practice are sufficiently complex and/or misunderstood that this Appendix has been included to clarify such issues and provide examples of some sensible approaches.   The examples and details here are not intended to be exhaustive.  The mappings to the workflow model of IHE shown here are valid but do not represent the only valid mappings.

E.2 
NM Workflow Overview
First it should be said that the normal scheduled workflow of:

· registering a patient

· placing an order

· scheduling an acquisition

· retrieving a worklist at the modality

· performing an acquisition

· generating images

· storing images to the archive

· retrieving images for review

· generating a report

… is certainly applicable to NM studies.

That being said, it is perhaps most instructive to proceed to describe the ways in which NM workflow can differ from typical radiology workflow and what assumptions may not be valid or may require special consideration for NM.

E.2.1
Injection Steps

All nuclear medicine studies depend on the injection of radio-pharmaceutical tracers (although a given series may be imaging a radio-pharmaceutical injected hours or days earlier).  Note that although this document refers to injection of the radio-pharmaceutical, it may also be given orally or by some other route.
The required dose of radio-pharmaceutical must be ordered from the pharmacy and delivery arranged to coincide with the scheduled patient procedure.  Other aspects include updates for changed or cancelled orders, tracking the radioactive materials, performing QA and confirming the count levels of the delivered dose, etc. 
The injection procedure step itself is also generally scheduled and it’s execution logged and tracked both because time from injection factors in to most protocols and because the drug administration should go into the patient record.

As will be discussed in the following section on NM Worklist Guidelines, most of these tasks would fall in the scope of yet-to-be-developed profiles relating to Pharmacy and Enterprise Scheduling but the injection step may fall in the scope of Scheduled Workflow.
E.2.2
Time Separated Acquisitions

Standard NM clinical practice includes protocols which require the patient to leave the acquisition equipment between acquisition steps. 

Some imaging procedures include multiple acquisition steps separated by some time interval. This time interval can be anywhere from 1 or 2 hours, up to as much as a few days. This means that the patient leaves the imaging system in between parts of the procedure. When the patient returns, it is possible that the new acquisitions may be done on a different system based on availability. Therefore, there can be no assumption that the same acquisition system is involved in all steps of a given procedure. 

On the other hand, some protocols may involve several acquisition steps done at-once, back-to-back.

E.2.3
Reconstruction as a Separate Operation

NM differs from other modalities in the relationship between acquisition and reconstruction processes. 
In most modalities the raw acquisition data has little clinical use.  Reconstruction is generally performed on the modality and only the reconstructed images are exported from the modality.

For NM studies, the raw projection images are clinically useful images, and are often exported and viewed using the NM IOD.  

When these projection images are tomographic (i.e. Image Type = TOMO or GATED TOMO) they can also be reconstructed into volume images similar to CT or MR images, i.e. a stack of slices. Although this reconstruction process can be done on the acquisition system as is done in most modalities, due to the availability of exported tomographic images, it may also be done on other workstations depending on site preferences for particular vendors reconstruction algorithms, processing loads, and other workflow issues.

E.2.4  Acquisition Post-Processing

In addition to reconstruction, there are a number of other acquisition related processing steps performed on the acquired images.  This includes:

· Uniformity Correction - to correct for non-uniformities in the detector hardware

· Decay Correction - to correct for radioactive decay of the injected tracer over time

· Scatter Correction - to remove photons scattered by tissue rather than emitted by the tracer

· Attenuation Correction - to compensate for photons absorbed within the body
· Patient Motion Correction - to compensate for patient motion during the scan

· Center of Rotation Correction - to compensate for offsets in the axis of rotation
Other possible corrections include deadtime, energy and linearity.

Some of these corrections, especially those that are hardware dependent or are specific to an acquisition system, must be performed on the acquisition modality if they are performed at all. To avoid encouraging potentially incomplete attempts to carry out these corrections away from the modality, the NM IOD intentionally leaves out attributes for attempting to convey all the relevant information.
Other steps, although generally performed on the acquisition modality, may, like reconstruction, be performed on a separate workstation depending on system capabilities and site preferences. 
E.2.5
Clinical Post Processing

Finally, due to the metabolic/qualitative nature of NM imaging, it is very common to perform clinical processing on the images to extract quantitative details prior to final review.

These clinical processing packages too are sometimes available on the acquisition modality but may also be on a separate workstation.  This processing includes things like:
· Re-orientation of volumes

· 2D and/or 3D segmentation (automatic and/or manual)
· Calculation of region characteristics

· Generation of time-plots

· Computation of functional images

· Generation of Result Screens
These activities are sometimes performed immediately following acquisition or may be left for batch processing at a later time.
E.2.6
Display and Reviewing

Unlike other modalities where the raw acquisition data has little clinical use, for NM images, the raw projection images are clinically useful images, and are often reviewed by the reading radiologist together with processed results.

Also, the color presentation of the images is common in Nuclear Medicine and is a clinical necessity for the interpretation of certain images.

E.2.7
Workflow Chaining
Due to the common use of processing workstations and clinical processing before reporting, the work on chained workflows being discussed in the IHE Technical Committee whitepaper on Departmental Workflow will be of particular interest and relevance to Nuclear Medicine.

E.3 
NM Worklists 

The following informative text provides guidance on how NM activities would most logically be mapped to IHE Worklists and the concepts of Scheduled and Performed Procedure Steps.

The Scheduled Workflow Profile and Post-Processing Profile are very flexible in allowing complex procedures to be scheduled as a single procedure step (potentially with multiple procedure codes) or as multiple procedure steps.  There are some situations which can work equally well with either approach, and ultimately sites will need to have some flexibility in how the work is scheduled in order to fit their work patterns.
That being said, the following are some basic guidelines which represent a sensible approach that should be considered.  After the guidelines are a number of examples of how the guidelines would be applied to cases taken from typical clinical practice.

E.3.1  NM Worklist Guidelines
E.3.1.1  Injections
Scheduling, preparing, tracking and delivering the required dose of radio-pharmaceutical tracer is the job of the pharmacy and it does not make particular sense to include it in the worklists currently managed by the Radiology Profiles.  It would make sense to address this in future Pharmacy and Enterprise Scheduling Profiles which would also handle related issues, such as changing or canceling the order, managing drug interactions, QA and tracking of radioactive materials, etc.

The injection procedure step itself may also be scheduled and is frequently performed in proximity to the imaging equipment and in the presence of, or by, the modality operator. 

As a practical matter, pending development of the above mentioned profiles, it would be useful and not unreasonable for the DSS/Order Filler and the Acquisition Modality to allow injection steps to be placed on the Modality Worklist, either as procedure codes in an acquisition procedure step or as an independent procedure step.

Further, the modality could allow the operator to indicate that the injection has been completed and generate corresponding MPPS details.  Supporting codes for injections is not a requirement, but would be a useful feature.  Note that the NM Image IOD already has attributes in the NM Isotope Module for modality systems that track injection details.
If the injection step is to be performed at the time of an acquisition, then it would be appropriate for the injection to be included as one Item in the Protocol Code Sequence within the Scheduled Procedure Step for the acquisition. 

Injections that are performed outside of the acquisition room, some time prior to the data acquisition, are not particularly appropriate for inclusion in a modality worklist and are out of scope of this discussion.

While charges for radio-pharmaceuticals are generally built into the technical procedure fee, it would be appropriate and sometimes useful to include details about the radio-pharmaceutical dose in the Billing and Material Management Option described in RAD TF-2: 4.7.  In cases where the MPPS indicates the procedure was cancelled, if an injection was still performed, it would be appropriate to include that information in the MPPS.

E.3.1.2  Acquisitions

It is suggested that, in general, each acquisition of image data be scheduled as a separate procedure step.
Clinical protocols that include having the patient leave the acquisition system between acquisition steps, must schedule them as separate Scheduled Procedure Steps. However, when several acquisition steps are done at-once, back-to-back, they can either be scheduled as multiple Scheduled Procedure Steps, or as a single Scheduled Procedure Step with multiple protocol codes.  Scheduling using multiple Scheduled Procedure Steps allows the greatest flexibility in use of available equipment and the greatest detail in status reporting.  Of course the acquisitions will still likely be part of the same Study with the same Study UID.
Note that support of multiple Scheduled Procedure Steps resulting from a single Requested Procedure is already required in the Scheduled Workflow Profile, but support of multiple protocol codes is optional.  Support for multiple performed protocol codes in the Performed Procedure Step is recommended.
An issue worth mentioning is that due to studies involving multiple acquisitions, several acquisition modality systems may participate in the same study.  While the Study Instance UID is obtained from the Worklist by both modalities and will be correctly included, the rest of the Study level information, such as study date/time, study description, etc., is generally not provided in the Worklist. This means that each modality will generate their own values and include them in the generated images, resulting in Series instances in the same Study which have different Study level information (except the UID).  It is assumed that the Image Manager/Archive will manage any issues related to this.
E.3.1.3  Reconstruction

It is recommended that the reconstruction of acquired (tomographic) image data be treated as a separate Performed Procedure Step. That is, the acquisition system should issue a Performed Procedure Step Complete message when the tomographic acquisition is complete. 
Then, whatever system performs the reconstruction of this data, whether it is the original acquisition system, or some other system, should issue a new Performed Procedure Step for the reconstruction process, related to the same Scheduled Procedure Step. In this way, scheduling of tomographic acquisitions is consistent with other modalities like CT, but allows the reconstruction to be performed flexibly by any system.

These Reconstruction steps, and other post-processing, may carried out as explicit workflow by placing them on worklists as outlined in the Post-Processing Workflow Profile, or may be carried out as implicit workflow by the operator knowing these steps should follow acquisition as outlined in the Scheduled Workflow Profile.
E.3.1.4  Acquisition Post-Processing

Due to the nature of Acquisition Post-Processing, as described in Section E.2.4, it will almost always be performed on the acquisition system or on a workstation bundled with the acquisition system.  While it is conceivable that some batch oriented site workflows could benefit from doing these steps with an explicit worklist, the vast majority of sites will do these steps as implicit workflow.  Further, the acquisition post-processing steps are seldom billable and there is little need for detailed tracking of these steps.
If the processing is performed on a separate workstation the steps should be considered as separate procedure steps but there is likely only a need to create Performed Procedure Step messages when the step creates new images which will be sent to the Image Manager/Archive.

If the processing is performed on the acquisition modality system, which is the most likely, it is acceptable to include the steps as additional protocol codes.
E.3.1.5  Clinical Post-Processing

Clinical Post-Processing, as described in Section E.2.5, may be done at some sites using explicit workflow, although many sites will handle it with implicit workflow.

If the processing is performed on a separate workstation the steps should be handled as separate procedure steps, either scheduled as explicit workflow as described in the Post-Processing Workflow Profile or unscheduled as implicit workflow as described in the Scheduled Workflow Profile. 
If the processing is performed on the acquisition modality system it is acceptable to include the steps as additional protocol codes, however it is recommended to handle them as separate procedures steps.
E.3.2
NM Worklist Examples

The following are some examples of clinical situations and an example of an appropriate way to handle them based on the above guidelines.
E.3.2.1
Injection and immediate imaging

Example: Renal scan (Dynamic)

The patient is injected under the camera, and imaging is started immediately.   

Use a single SPS which includes protocol codes for the injection and for a single acquisition.

E.3.2.2
Injection and delayed imaging   

Example: Bone scan to assess for malignancy (Static or Wholebody)
The patient is injected somewhere (could be in the imaging department or at the patient bedside), and images are obtained several hours later.
Use a single SPS which includes a single acquisition.  The injection details are handled out of scope.
E.3.2.3
Injection with both immediate and delayed imaging

Example: 3-phase bone scan for infection (Dynamic and Static)
The patient is injected under the camera, and imaging is started immediately.  More images are obtained several hours later, on the same or a different gamma camera.  

Use two SPS. The first SPS includes protocol codes for both the injection and the initial dynamic and static acquisitions. The second SPS is for the second static acquisition. Images acquired from the second SPS must be in a different Series from those from the first SPS.

E.3.2.4
Injection and immediate imaging, with possible further imaging

Example: Renal scan to evaluate for obstruction, with possible second diuretic acquisition (Dynamic)

The patient is injected under the camera, and imaging is started immediately.  The results will determine whether more imaging is needed.    

Schedule two SPS as in X.3.2.3. The images from the first SPS can be read, and then a determination can be made as to whether or not the second acquisition is required. If it is not needed, then the second SPS can be cancelled at the modality by issuing an MPPS aborted message.

E.3.2.5
Injection and very delayed imaging

Example:  I-131 whole body imaging (Wholebody)

The patient dose is given, and images obtained days later.
Optionally schedule one SPS for the injection if it is performed in the imaging suite.  An SPS would be scheduled for the acquisition.

E.3.2.6
Imaging and no injection

Example: Add-on imaging after therapeutic administration by radiation oncology (Static or Wholebody)

The patient dose is given by someone else in the radiation oncology department for the purpose of therapy.  Several days later, imaging is performed for evaluation purposes.

A single SPS is used for the image acquisition.

E.3.2.7
Two isotope examination, with two imaging times

Example:   Dual isotope [Thallium-201 “rest” images & Tc-99m Sestamibi “stress” images] myocardial perfusion study (Gated Tomo) 

The first isotope is injected followed by image acquisition.  A second isotope (possibly under different patient conditions) is subsequently injected followed by a second image acquisition (possibly on a different camera).
This protocol uses two SPS. The first contains protocol codes for the first injection and the first acquisition. The second SPS contains protocol codes for the second injection and acquisition. Each of these two acquisitions constitutes a separate Series.
It should be noted that these are simply suggestions of one approach that makes sense.  Sites will of course be interested in scheduling in ways that make sense to them.  It is conceivable that an ECG or Treadmill might implement Modality Worklist, allowing their activities to be scheduled and monitored steps, however such actors do not currently exist in the framework and such implementations are currently unlikely.
E.3.2.8
Two isotope examination, with single imaging time  

Example:    Dual isotope [In-111 labeled White blood cell “infection” images & Tc-99 sulfur colloid “bone marrow” images] infection study (Dual Energy Static or Wholebody)

In this example the first isotope is injected on day one.  Then the following day the second isotope is injected 30 minutes before the acquisition step which images both isotopes.

Consider three SPS. The first SPS (optional) for the first injection, the second SPS for the second injection, and the third SPS for the actual acquisition.
Note that this case might result in billing for two exams (White Blood Cell study and Bone Marrow imaging), but most centers would actually only issue a single report, since there was only one imaging step. This is sort of like the case where an abdomen and pelvis CT was done as a single acquisition, and then read by the same person, but billed as two "studies" (i.e. the PGP Profile).
E.3.2.9
Acquisition and Reconstruction on the Acquisition Modality 
Example:  Cardiac Tomographic acquisition followed by basic corrections, reconstruction and re-orientation to align the volume with the cardiac Short Axis.

A single SPS is created which calls for one cardiac tomographic acquisition. The modality performs the acquisition and sends an MPPS Complete message, referencing the created tomographic images. 
The modality then does corrections and reconstruction of the tomographic data, appends a new MPPS and reports it complete, without referencing the intermediate image data. 
Finally, the reconstructed data is re-oriented into cardiac Short Axis images and the modality appends a third MPPS to report the reformatting processing, and referencing the re-oriented slices.  
The initial tomographic images and the final re-oriented slices are stored to the Image Manager/Archive.  

This example raises a sometimes overlooked point.  MPPS transactions should only include references to series/images which will be (or have been) sent to the Image Manager/Archive.  The implication of including the references is that they will be sent to the Image Manager/Archive.  Correspondingly, the Image Manager/Archive will be waiting for all referenced images and may continue to consider the study incomplete until they arrive.  Thus, referencing images which will not be sent can have the effect of derailing the workflow.

E.3.2.10 Re-orientation on an Evidence Creator with Implicit Workflow
Example: Same as the previous case, but all the processing takes place on a separate Evidence Creator based on implicit workflow as described in Scheduled Workflow.

A single SPS is created which calls for one cardiac tomographic acquisition. The modality performs the acquisition and sends an MPPS Complete message. 
The modality then does corrections and reconstruction of the tomographic data, appends a new MPPS and reports it complete. 
The initial tomographic images are stored to the Image Manager/Archive and the reconstructed slices are stored to the Evidence Creator workstation.

The workstation re-orients the reconstructed data into cardiac Short Axis images and sends a new MPPS to the PPS Manager.  The SPS and patient references in the created images and MPPS are copied from the information in the received slice images.

The Evidence Creator stores the final re-oriented slices to the Image Manager/Archive.

E.3.2.11 Re-orientation and Post-Processing on an Evidence Creator with Explicit Workflow

Example: Same as the previous case, but the work is placed on a Post-Processing Worklist and the Evidence Creator also performs post-processing that produces some Result Screens.

A single SPS is created on the Post-Processing Worklist with codes for Re-orientation and Clinical Result Processing.

When the task is selected and the inputs are available on the Evidence Creator, the re-orientation is performed followed by Clinical Result Processing.  The Evidence Creator sends an MPPS Complete for the two codes.  

The re-oriented slice images and result screens are stored to the Image Manager/Archive.

The timing of placing the SPS on the Post-Processing Worklist is not discussed here as that is the topic of an IHE Technical Committee whitepaper on Departmental Workflow and is still under discussion.

In the above two cases, data was considered to be pushed from the Acquisition Modality to the Evidence Creator.  This is a typical practice, but it should be noted that the mechanism for this is not specified by IHE.  The processing system may retrieve the images from the acqusition modality, the acquisition modality may push them to the processing system, or the Image Manager/Archive could be used as a common storage and retrieval point.  

Also, applications that perform clinical post-processing often need to identify specific related series to use as inputs for processing (for example the corresponding stress and rest series for a cardiac study).  The software should look to the DICOM fields to determine the patient state and type of Image.  The information in the fields may be utilized automatically by the software or may be presented to the user for manual selection. 

E.4 NM Data 

The NM Image IOD (refer to DICOM 2003 PS 3.3 C.8.4) supports several NM Image Types as indicated by the code contained in Value 3 of the Image Type (0008,0008) attribute. 
The currently allowed Image Types are:

STATIC - Simple projection image containing one or more frames.  E.g. individual views of the lungs.
WHOLEBODY - Projection image where each frame spans the length of the body.  E.g. an anterior and/or posterior view of the body.
DYNAMIC - Projection image containing a series of frames typically showing the same anatomy over time.  E.g. a view of renal isotope uptake and washout.

GATED - Similar to DYNAMIC, except the frames are composed to span phases of a gated interval.  E.g. a beating view of the heart.

TOMO - Projection image with frames take from various angles as the detector rotates about the patient.  Generally used to reconstruct volume slices.

RECON TOMO - Reconstructed image with frames corresponding to cross-sectional slices covering a volume.  Created by reconstructing TOMO image frames.

GATED TOMO - Similar to TOMO, except each angle has multiple frames representing the phases over a gated interval.  Generally used to reconstruct gated volume slices.

RECON GATED TOMO - Reconstructed image with frames corresponding to cross-sectional slices covering a volume at each phase of a gated interval.  E.g. a beating heart volume. Created by reconstructing GATED TOMO image frames.
In the NM IOD the information about the orientation and position of the acquired image (frame) is placed in the description of the acquiring detector. So if the same physical detector acquires data at several locations, there will be separate detector description for each position. Because of this, the detector description in the NM IOD is that of a logical detector. Most NM acquisition modalities have 1, 2, or maybe 3 physical detectors. But an NM object created by these modalities may contain considerably more logical detectors in cases where the acquisition system is moved or rotated about the patient.

E.4.1 Study UIDs and Series UIDs
The basic guidelines for creating Study, Series and SOP UIDs are provided in RAD TF-2: 4.8.4.1.1.1.

While the decision as to what constitutes a new Series is traditionally left to the modality, it can be said that a series contains images that represent the output of a single procedure step on a single piece of equipment with a single patient positioning.  In practice, the series has frequently been used to collect a group of single-frame IODs such as the CT slices making up a volume.

In multi-frame IODs such as NM, this is not necessary, as related frames are generally already grouped together in the multi-frame IOD. Therefore, it is strongly recommended that each separate acquisition should become a new Series. 

Stress and rest cardiac exams separated by a time delay, potentially of hours, should be separate Series since they may be scheduled separately, could be performed on different acquisition systems, and may not be able to position the patient identically.

Similarly, reconstruction or post-processing steps must be different Series if they are done on different workstations. For consistency, it is required here that they always be placed in different Series.

It is also recommended that when new results are produced by doing the same processing on the same data (for example, to reprocess with slightly different parameters), then each repetition of the processing step should result in images that are part of a new Series. 

Processing functions that produce multiple Images from a single processing step (for example, several static SC Images, multiple reconstructed views, etc.) should use the same Series for all of the Images. 

It is recommended that object creators fill the Series Description attribute with a value that would indicate to users the nature of the contents of the object.  In particular the value should help in differentiating Series in the same Study.  The Series Description is reasonably well supported by PACS systems, while image level fields are less widely supported.

E.4.2 NM Image IOD: Multi-Frames & Vectors

It is important to understand that although single-frame DICOM images are most common in current use in other modalities, the DICOM Nuclear Medicine Image IOD is a multi-frame image.  This means typically an Image will contain multiple 2-D pixel arrays called Frames.  Refer to DICOM 2003 PS 3.3 C.8.4.8 for details.

The object becomes more complex due to the fact that each frame is indexed according to a number of acquisition “dimensions” such as Energy Window, Detector, Angle and Phase.  Each frame is indexed in each dimension by a “Frame Pointer” vector.

An example of the Frame Increment Pointer vectors for a Dynamic Image is shown here (taken from DICOM 2003 PS 3.3 C.8.4.8.1):

The Pixel Data (7FE0,0010) would contain the frames in the following order:

	Frame
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14

	Energy Window #
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1
	1

	Detector #
	1
	1
	1
	1
	1
	1
	1
	2
	2
	2
	2
	2
	2
	2

	Phase #
	1
	1
	1
	1
	1
	2
	2
	1
	1
	1
	1
	1
	2
	2

	Time Slice #
	1
	2
	3
	4
	5
	1
	2
	1
	2
	3
	4
	5
	1
	2


and the four vectors would be defined as:

Energy Window Vector = 1,1,1,1,1,1,1,1,1,1,1,1,1,1

Detector Vector = 1,1,1,1,1,1,1,2,2,2,2,2,2,2

Phase Vector = 1,1,1,1,1,2,2,1,1,1,1,1,2,2

Time Slice Vector = 1,2,3,4,5,1,2,1,2,3,4,5,1,2

Each vector attribute has a matching “Number Of” attribute indicating how many values are enumerated in the corresponding vector.  In the above example the Number of Energy Windows = 1 indicating that only one energy window was used so all the entries in the Energy Window Vector will contain the same value.  

For each NM Image Type, the DICOM standard specifies the frame increment pointers which must be present and the order in which the pointer vectors are stored.  Typically the last vector will vary most rapidly, although exceptions exist.  The NM Image Type is stored in Value 3 of the Image Type attribute (0008,0008).
E.4.3 Typical NM Data Dimensions 

Typical sizes of NM Image frames and NM Image vectors are provided in the following table. 
Table E.4-1.  NM Image Characteristics

	Image Type
	Typical
Matrix
Size
	Frame 
Increment Pointer
 [i.e. vectors]
	Typical
# 

	STATIC 
	128 x 128
256 x 256
	Energy Window (0054,0010)
	1 - 2

	
	
	Detector (0054,0020)
	1 - 2*

	
	
	            [Total Frames]
	1 - 12*

	WHOLEBODY
	1024 x 256
1024 x 512
	Energy Window (0054,0010)
	1 - 2

	
	
	Detector (0054,0020)
	1 - 2

	
	
	[Total Frames]
	1 - 4

	DYNAMIC
	64 x 64
128 x 128
	Energy Window (0054,0010)
	1 - 2

	
	
	Detector (0054,0020)
	1 - 2

	
	
	Phase (0054,0100)
	1 - 3

	
	
	Time Slice (0054,0030)
	1 - 120

	
	
	[Total Frames]
	1 - 1440

	GATED
	64 x 64
128 x 128
	Energy Window (0054,0010)
	1

	
	
	Detector (0054,0020)
	1

	
	
	R-R Interval (0054,0060)
	1

	
	
	Time Slot (0054,0070)
	8 - 32

	
	
	[Total Frames]
	8 - 32

	TOMO
	64 x 64
128 x 128
	Energy Window (0054,0010)
	1

	
	
	Detector (0054,0020)
	1

	
	
	Rotation (0054,0050)
	1

	
	
	Angular View (0054,0090)
	30 - 128

	
	
	[Total Frames]
	30 - 128

	GATED TOMO
	64 x 64
128 x 128
	Energy Window (0054,0010)
	1

	
	
	Detector (0054,0020)
	1

	
	
	Rotation (0054,0050)
	1

	
	
	R-R Interval (0054,0060)
	1

	
	
	Time Slot (0054,0070)
	8 - 16

	
	
	Angular View (0054,0090)
	30 - 128

	
	
	[Total Frames]
	240 - 2048

	RECON TOMO
	64 x 64
128 x 128
	Slice(0054,0080)
	12 - 128 

	GATED RECON
TOMO
	64 x 64
128 x 128
	R-R Interval (0054,0060)
	1

	
	
	Time Slot (0054,0070)
	8 - 16

	
	
	Slice (0054,0080)
	12 - 24

	
	
	[Total Frames]
	96 - 384


* Note that although the number of physical detectors is generally 1 or 2, the object may potentially contain a separate logical detector for each frame in the image as described in the last paragraph of section E.4 above.

E.5 NM Display
E.5.1 NM Intensity and Color Mapping

The control of display intensities in Nuclear Medicine is different than that used for CT or MR images due to inherent differences in the modality imaging process and the resulting image characteristics.

In CT images are characterized by the fact that the pixel values represent Hounsfield units.  Bone is represented by a well known value plus or minus a typical range.  Soft tissues are represented by another well-known value plus or minus a range.  In this space it makes sense to provide controls for selecting a Window Center and a Window Width.

In NM images, the pixel values typically represent radioactivity “counts”.  Due to differences in radiopharmaceutical type, dose, time between injection and imaging, length of scan, overlying tissue density, metabolic processes and many other things, the pixel values cannot be considered strictly quantitative.  Further, the image is often characterized by very high intensity “hot spots” where a very high concentration of tracer may have accumulated; and by a low level of background activity (“noise”) from non-specific uptake and scatter.  For such images, it is appropriate to provide a control that would allow setting a threshold level to cut out the low level background, and another threshold to cut off the high level hot spots which might otherwise obscure mid-range intensities.

Control of NM display intensities is therefore based on Upper and Lower Window Levels.  These are different than Window Width and Center but the two are readily interchangeable by a simple linear mathematical transform.

Window Upper = Window Center + ½ Window Width

Window Lower = Window Center - ½ Window Width

Or conversely,

Window Width = Window Upper - Window Lower

Window Center = (Window Upper + Window Lower) / 2

NM pixel values can generally be represented in 16 bits of data. The Window Upper and Lower Levels indicate the current range of pixel values of interest.  It is recommended that the upper and lower window values be displayed in the interface.
Some NM datasets may contain very high pixel values.  To display the images, it is generally necessary to map the NM Image pixel values into the range of grey levels which can be displayed by the hardware (most displays have much fewer discernable grey levels than there are pixel values in the dataset).  
Generally the display should be able to map pixel values to at least 128 display intensity levels.  If the display supports more display intensity levels, the ability to map to more levels is preferred, if the display is only capable of fewer display intensity levels, it is acceptable to map to fewer levels.  Mapping to 64 display intensity levels is also acceptable if it is necessary to display multiple colorscales (see below) at the same time.

If the mapping is done only once when the image is first loaded then the presence of a small number of very high pixel values will result in most of the available display levels being “wasted” on a small number of pixels, leaving very little contrast in the rest of the image.

To make effective use of the available display intensity contrast, it is useful to do rescaling after each Window Level adjustment, or to provide a way to control the maximum pixel value used for mapping.  A similar problem (and solution) occurs when switching between examining bone and soft tissue windows in a CT image.

If presentation state information is available with the images, it is generally preferred to use it for the initial display.  Note that the Window Center and Window Width attributes in the presentation state object will also map to Upper and Lower Window values as described above.
In the absence of presentation state information, it would make sense to display the framesets initially with the Upper and Lower Window Levels set based on the algorithm above and the values stored in the Window Center (0028,1050) and Window Width (0028,1051) attributes of the image data.  

In the absence of Window Center and Width values, a possibly viable setting may be the Lower Window level set to zero and the Upper Window Level set to the maximum pixel value of the frameset. 
Typical Nuclear Medicine clinical practice also differs from CT and MR in the prevelance of applying pseudo-color lookup tables or “colorscales” to the grayscale data during review.  This is done to enhance particular features of the data in certain ways.  

Different sites, and sometimes different radiologists within each site, will generally have strong preferences about which colorscales they use for various pathologies in various types of NM studies.  It is not unusual for NM review stations to have dozens of colorscales available.     
The ability for users to edit and/or create new pseudo-color lookup tables on the Image Display is occasionally useful but not required.  Far more useful is the ability to install a preferred collection of colorscales on the system.  The Society of Nuclear Medicine (SNM) has plans to act as a repository for a collection of common and popular colorscales.
Since exported Result Screens in NM almost always contain image data, many users will want to be able to able to apply a pseudo-color lookup table and the ability to adjust Upper and Lower Window Levels of monochrome Secondary Capture and Multi-Frame Secondary Capture Images which have a modality type of NM.  It may be unavoidable and would generally be acceptable that this could change the display values for any included graphics and annotations.

E.5.2 NM Image Resizing

NM Images typically range in size from 64x64 to 512x1024 with the majority of the frames at the smaller end of the spectrum.  Such small images must be enlarged on the display to be clinically useful, adding unnecessary steps to the reading radiologists’ workflow.  A common mistake of general purpose display systems is to initially display these 64x64 frames at “full resolution” which results in a screen of “postage stamps”.
Correspondingly, Wholebody Image frames should generally not be scaled down for initial display, unless such scaling is needed to fit the wholebody frame onto the screen.

The following table provides some guidelines on appropriate default zoom factors for various frame sizes.  These are intended to simply provide a starting point for systems without sophisticated layout algorithms.

X.15-Y Frame Zoom Guidelines

	Actual Frame Size
	Default Display Size
	Default Cine Size

	32x32 to 63x63
	Display at 4x 


	Cine at 4x

	64x64 to 100x100
	Display at 3x if 12 or fewer frames

Display at 2x if greater than 12 frames


	Cine at 4x

	101x101 to 200x200
	Display at 2x if 12 or fewer frames

Display at 1x if greater than 12 frames


	Cine at 3x

	201x201 to size of display area
	Display at 1x


	Cine at 2x (if display area permits)

Cine at 1x otherwise



	Greater than display area
	Shrink to fit in display area


	Shrink to fit in display area




Note that while NM images are generally square, they are not required to be so, and it would be appropriate to use just the larger of the x and y dimensions when deciding the zoom factor.

Obviously there is interplay between the number of frames to display, frame size, zoom factor, and display layout.  For example, increasing the zoom from 2X to 3X will result in fewer rows and columns of frames available for display at a given time.  Image Displays are encouraged to make intelligent use of display space.  Note that horizontal scrolling is preferable to scrolling both vertically and horizontally. 

With the above table as a starting point, most users will want to have a way of selecting the display size for the frames.  A simple selection of 2X, 3X or 4X zoom may be sufficient.  Alternatively, selecting a display format (such as 2x2, 8x8, 4x1, etc.) is also acceptable, though a much wider range of such formats may be needed for NM images than for other modalities, given the small NM image size. Some systems have an option for image magnification, where the size of the displayed area on the screen remains unchanged, but as magnification is increased, less and less of the image is shown, but the portion that is shown is displayed in greater detail.    For example, on a femur bone x-ray, one might magnify a portion of the screen to just see the hip portion of the femoral bone, in order to see it at greater resolution.   Such magnification is rarely used in nuclear medicine, with the possible exception of the Whole Body images.    Such Whole Body images are typically 1024 pixels in height, and may not fit on the screen if a larger zoom is employed.  In such cases, it may be necessary to magnify the contents of the frame instead, and allow the user to designate in some manner the portion of the frame he wants to center on as the magnification is increased.
E.5.3 NM Display Examples

E.5.3.1 Example Layouts
The following are example layouts illustrating the different Display Formats identified in RAD TF-2: 4.16.4.2.2.3.2.  These are only intended as illustrative examples.
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Note that the MIP is not strictly part of the MPR display, but since it is frequently useful, some vendors provide it.
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E.5.3.2 Clinical Examples

This section provides examples and clarifications on typical patterns of display for NM Images.

This section should not be considered as an attempt to address hanging protocols.  This is a complex topic which DICOM is working on.  Once that work is complete, NM and Radiology in general would benefit from that work being included in the IHE Framework.  This section is not intended to supplant that.

See RAD TF-2: 4.16.4.2.2.3 for a description of some of the display related capabilities referred to in these examples.
Example 1: Cardiac Study

The user selects a Tomo stress series, several static result screens (secondary captures), another Tomo rest series, and a dynamic result screen (multiframe secondary capture).   
The user would like to see both Tomo images together in a Row Display and be able to view them synchronously in Cine display, preferably with a method for adjusting the cine speed.  
Next the user would like to step forward and backward through each of the secondary capture result screens (which may be stored in a set of Secondary Capture images or in a single Multi-Frame Secondary Capture image without a cine module).
The user would also like to review the dynamic result screen in cine mode.  It is useful to be able to adjust the cine speed.  Systems unable to cine the result screen at 8 frames/sec or faster would have limited clinical usefulness.

Example 2:   Lung Perfusion Study

The user selects 4 Static series containing a total of 8 frames.  The user would like to see all 8 frames in a Fit Display (preferably with the frames resized to 256x256)
Example 3:  Ventilation-Perfusion Study

The user selects the (several) series corresponding to lung perfusion imaging, and the (several) series corresponding to a lung ventilation imaging.   The user expects to be able to review the ventilation and perfusion frames together in a Fit Display.  The user may wish to adjust each series intensities and the zoom factor.
It may be useful to select several series and adjust the intensities together.
Example 4:  Gastro-intestinal Bleed Study

The user selects 2 dynamic images containing anterior and posterior frames from a two-phase 90 minute gastro-intestinal bleeding exam, with a grand total of 300 frames.  The user expects to be able to page through the frames (showing them all at once would make the frames too small) in a Grid Display.  
The user would also expect to select one or other view, or one of the phases and view the frameset in a Grid Display.  

Finally the user would view a cine (perhaps two cines, one anterior frameset and one posterior frameset, or a single cine that allows the user to cine one view or the other independently).

Example 5: Renal Study

The user selects a dynamic study.  The user expects to see a Grid Display to page through the frames and to be able to cine the time vector. 
When more than one phase is present, it is useful to be able to control the upper and lower levels of the phases separately.  A user may wish to select a frame set corresponding to the first phase of a Dynamic Image, which represents the flow portion of the exam, and lower the Upper Window Level to increase the visibility of these “low-count” frames.   The second phase frame set, which contains images which are inherently much brighter, should be left unadjusted.

In general, typical display formats for each of the NM Image Types would be as follows:

STATIC: Simple display. Typically several images displayed at once (for example in a Fit display).  While the default order of frames in the object is sorted by Energy Window then Detector, it is generally more useful to present them in Detector/Energy Window order or sorted by acquisition time. Example: 12 view static

WHOLE BODY: Side by side display of two rectangular images (i.e. the Wholebody display).

DYNAMIC: Cine through all frames of all phases from one detector and one energy window, in order. It is also useful to display in a Grid or Row display. Generally a different window level applies to each phase. Processing (not required by the NM profile) includes plotting time activity through user selected areas of the image.

GATED: Cine through the frames from one detector/energy window, in time order. Processing (not required by the NM profile) can include time activity curves, heart wall edge detection and motion tracking, etc.  Typically several images displayed at once.

TOMO: Cine all frames from one (logical) detector in rotational angle order. Recommend ability to cine back and forth (ie, frames 1 to n, followed by frames n to 1), in addition to the standard forward cine.

RECON TOMO: Display all slices in spatial order. Typical display actions can include reorientation to other viewing planes (MPR).  Processing (not required by the NM profile) can include oblique reorientation to cardiac relative views, creation of MIP images, etc. Example: Stress-Rest in a Row Layout display, or a single dataset in an MPR Display.

GATED TOMO: Cine all frames (angular views) from one energy window, one (logical) detector, one rotation, one R-R interval, and one Time Slot, or all Time Slots from one energy window, detector, rotation, R-R interval, and Angular View. Some users do not review these images unless data acquisition problems are suspected.

GATED RECON TOMO: Cine all frames from one R-R Interval and one Time Slot. Typical processing includes all functions done to RECON TOMO images, plus special cardiac processing such as bullseye plot creation.

Examples of simultaneous cine:  three TOMO images (used for quality control of cardiac raw projections); three GATED planar exams (RVGs); or 2 detectors from a dynamic image.  

Note that in the U.S., ACR accreditation requires the ability to label displayed images with the patient name, patient age (or date of birth), patient identification number, date of exam, institution name, and some means of identifying the technologist who performed the study.

The Nuclear Medicine Accreditation Committee of the ACR has further required that laterality and orientation information also be provided.

Volume 2 - Transactions

4.8 Modality Images Stored 

Replace Section 4.8.4.1.1 with the following text

4.8.4.1 Images Stored

4.8.4.1.1 Trigger Events

The Acquisition Modality can transfer images to the Image Archive sequentially within one or more DICOM associations, as the images become available or collectively.

4.8.4.1.1.1 Study UIDs and Series UIDs

Study UID creation details and timing are clearly defined by the IHE. The Scheduled Workflow and Patient Reconciliation Profiles explain how the Study information and identifiers such as the Study Instance UID are generated by the Order Filler and made available to the modality through the Modality Worklist. Generation of these items by the modality or workstation are restricted in general and are only permitted in specifically outlined exception cases in (IHE-2) and (IHE-20) in Appendix A.

Series UID creation must be compatible with a number of DICOM rules.

Multiple performed procedure steps are not permitted to reference the same series.  So conversely, one series cannot contain the output of different performed procedure steps.  Therefore, adding images to a series in a procedure step which has been completed is not permitted since a procedure step cannot be modified.  
Note that a series may fulfill more than one scheduled procedure step.  This is referred to in IHE as the group case.
Adding images after completion of a procedure step shall trigger the creation of a new series. 

One series cannot contain the output of different equipment (in part because a series must have a single Frame Of Reference).  Creating images on different equipment shall trigger the creation of a new series.

All images in a series must share the same Frame Of Reference.  Generally this means creating images with different patient positioning shall trigger the creation of a new series.  Note that if the Frame Of Reference is not present (at the Series level), this requirement is avoided.
Images reconstructed on a different piece of equipment are required to be in a separate Series.

For consistency, IHE specifies that reconstructed images shall be stored in a separate series from the acquired tomographic images from which they were reconstructed regardless of whether they are reconstructed on the Acquisition Modality or an Evidence Creator. 

Replace Section 4.8.4.1.2 with the following text

4.8.4.1.2 Message Semantics

The Acquisition Modality uses the DICOM C-STORE message to transfer the images. The Acquisition Modality is the DICOM Storage SCU and the Image Archive is the DICOM Storage SCP.

The technologist validates the available information for the patient and the Scheduled Procedure Step/Requested Procedure. It is a requirement that certain information be recorded in the image header. The details of the mapping to DICOM image instances are specified in Appendix A. Effectively, this appendix strengthens the type definition of some DICOM attributes for the IHE Technical Framework.

4.8.4.1.2.1 Storage of Localizer Images (MR and CT)

In addition to these general mapping requirements, in MR and CT images the relationship between localizer or plan images and related slice images shall be recorded when such slice images were planned or prescribed from the localizer or plan images. In this case, the attribute Referenced Image Sequence (0008,1140) of the slice image shall refer to the related localizer or plan image(s). The coordinate space for this set of related images shall be the same, which is indicated by having a single value for the attribute Frame of Reference UID (0020,0052). For CT images the slice images shall have the value AXIAL in the attribute Image Type, and the localizer image the value LOCALIZER. For MR images no specific value for image type is used to further qualify the relationship between plan and related slice images. The Acquisition Modality actor shall not use the method of burning-in localizer lines in the pixel sample values (pixel sample value is the "bits stored" part of the pixel data) of the localizer or plan image(s).

Image Display actors that want to show the localizer lines will be able to calculate the position of these lines of intersection (if visible) based on the information recorded in the images by the Acquisition Modality actor.   

4.8.4.1.2.2 Storage of NM Images (NM)

Systems supporting the NM Image Profile are required to support a number of attributes as described in the following tables and text.  Many of these requirements build on attributes which are Type 2 or Type 3 in DICOM (such attributes are indicated with R+).

This section is referred to in the Creator Images Stored transaction (Section 4.18) and so the Evidence Creator actor may also be referred to in the text here. 
Table 4.8-2.  Required Attributes in Nuclear Medicine Images

	Attribute
	Tag
	Image Type
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	Detector Information Sequence
	(0054,0022)
	

	> Image Position
	(0020,0032)
	
	
	
	
	
	R+
	
	R+
	
	R+

	> Image Orientation
	(0020,0037)
	
	
	
	
	R+
	R+
	R+
	R+
	R+
	R+

	> View Code Sequence  
	(0054,0220)
	

	>> Code Value
	(0008,0100)
	
	
	R+
	
	
	
	
	R+1
	
	R+1

	>> Coding Scheme Designator
	(0008,0102)
	
	
	R+
	
	
	
	
	R+1
	
	R+1

	Slice Progression Direction
	(0054,0500)
	
	
	
	
	
	
	
	R+2
	
	R+2

	Acquisition Context Sequence
	(0040,0555)
	

	> Concept-Name Code Sequence
	(0040,A043)
	
	
	
	
	
	
	R+3
	R+3
	R+3
	R+3

	> Concept Code Sequence
	(0040,A168)
	
	
	
	
	
	
	R+3
	R+3
	R+3
	R+3


Note 1: Required for images from one of the standard cardiac views: Short Axis, Vertical Long Axis, or Horizontal Long Axis. For a definition of these terms and the implied orientation of the heart in the frame (refer to Nuclear Cardiology Nomenclature, Cequeria MD, et al, Journal of Nuclear Cardiology, 2002, 9:240-245).  The Code Values shall be taken from Context ID 26 (relevant codes are shown here):

	Coding Scheme
Designator
	Code Value
	Code Meaning

	SNM3
	G-A186
	Short Axis

	SNM3
	G-A18A
	Vertical Long Axis

	SNM3
	G-A18B
	Horizontal Long Axis


Note 2: Slice Progression Direction is required for Images in which the View Code Sequence indicates Short Axis views.  The DICOM defined values are APEX_TO_BASE and BASE_TO_APEX.

Note 3: The Acquisition Context Module (introduced to the NM IOD in CP-351) and the Acquisition Context Sequence (0040,0555) contained within it are required for cardiac stress/rest images. As defined in the Standard, the Concept Name Code Sequence (0040,A043) shall contain (DCM, 109055, “Patient State”) and the Concept Code Sequence (0040,A168) shall use values from the following list:

	Coding Scheme
Designator
	Code Value
	Code Meaning

	SRT
	F-01604
	Resting State

	DCM
	109091
	Cardiac Stress State

	DCM
	109092
	Reinjection State

	DCM
	109093
	Redistribution State

	DCM
	109094
	Delayed Redistribution State


It is recommended that when multiple energy windows are present that descriptive values be provided for the following attributes: Energy Window Name (0054,0018), Energy Window Lower Limit (0054,0014) and Energy Window Upper Limit (0054,0015).
It is recommended that when multiple detectors are present that descriptive values be provided in the codes contained in the View Code Sequence (0054,0220).
It is recommended that when multiple phases are present that descriptive values be provided for the Phase Description (0054,0039).

The Acquisition Modality or Evidence Creator shall be capable of encoding the data for NM images with Image Type (0008,0008) equal to TOMO or GATED TOMO as if it were created on a single detector system.  This means setting the Number of Detectors (0054,0021) to 1 and reordering the frame data to be consistent with acquisition by a single detector system regardless of the number of actual detectors used to acquire the image data. The system may additionally support encoding the data with the actual detector configuration.

When the Image Type (0008,0008) is RECON TOMO or RECON GATED TOMO, the Image Position (0020,0032), Image Orientation (0020,0037), and the View Code Sequence (0054,0220) shall describe the orientation of the reconstructed frames within the Image.

When the Image Type (0008,0008) is WHOLEBODY, the useful image data is generally rectangular in shape (e.g. 256x1024).  Acquisition Modalities and Evidence Creators shall be capable of creating these images without padding to create square frames.

Although the DICOM standard does not rigorously specify the order of frames in the image object, the following practice is commonly used and is required by the NM Image Profile:
Images shall be stored with the frames sorted into “vector sorted order”.  That is, the frames shall be ordered such that the frames are sorted first by the values of the first vector, then within a value for the first vector, the frames are sorted by the values of the second vector, etc..  This order is referred to in this document as “vector sorted order”.

For details on vectors and examples of “vector sorted order”, refer to RAD TF-1, Appendix E.4.2 NM Image IOD: Multi-Frames & Vectors.
4.8.4.1.3 Expected Actions

The Image Archive will store the received DICOM objects

The DICOM objects shall be stored such that they can be later retrieved (See 4.16 Retrieve Images) in a fashion meeting the requirements defined for a DICOM Level 2 Storage SCP (Refer to DICOM P3.4 B.4.1).

4.8.4.1.3.1 DICOM Image Storage SOP Classes

Add the following text to the end of the section

Image Manager/Image Archives claiming the NM Image Profile are required to support all of the SOP classes listed in Table 4.8-3 below.  Acquisition Modalities claiming the NM Image Profile are required to support Nuclear Medicine Image Storage.

Table 4.8-3.  Nuclear Medicine SOP Classes

	SOP Class UID
	SOP Class Name

	1.2.840.10008.5.1.4.1.1.20
	Nuclear Medicine Image Storage

	1.2.840.10008.5.1.4.1.1.7
	Secondary Capture Image Storage

	1.2.840.10008.5.1.4.1.1.7.2 
	Multi-frame Grayscale Byte Secondary Capture Image Storage

	1.2.840.10008.5.1.4.1.1.7.4
	Multi-frame True Color Secondary Capture Image Storage


Acquisition Modalities shall be capable of providing all created Nuclear Medicine image types using the Nuclear Medicine Image SOP class.      

4.14    Query Images 

4.14.4.1.2 Message Semantics

In Table 4.14-1, add a line for the following

Series Description
(0008,103E)
O
O
R+
R+

4.16    Retrieve Images 

In Section 4.16.4, change Image Manager to Image Manager/Archive

Replace Section 4.16.4.1.3 with the following text (changes start with “NM Image Profile”)
4.16.4.1.3 Expected Actions

The Image Archive receives the C-MOVE request, establishes a DICOM association with the Image Display and uses the appropriate DICOM Image Storage SOP Classes to transfer the requested images.  The Image Display is expected to support at least one of the SOP Classes specified in Table 4.8-1.  It is assumed that support of retrieval for a SOP Class also means support for display.

4.16.4.1.3.1   NM Image Profile

Image Manager/Image Archive actors and Image Displays supporting the NM Image Profile shall support all the SOP Classes specified in Table 4.8-3.

Replace Section 4.16.4.2 with the following text
4.16.4.2 View Images

This transaction relates to the “View Images” event of the above interaction diagram.

4.16.4.2.1 Trigger Events

The Image Display is requested to display the images.

4.16.4.2.2 Invocation Semantics

This is a local invocation of functions at the Image Display. 

4.16.4.2.2.1  Display of Digital X-Ray, Mammo and Intra-Oral Images

The method used by the Image Display to interpret and display the image data in a meaningful way is outside the scope of the IHE Technical Framework, except f

For the “For Presentation” variant of the Digital X-Ray Image, the Digital Mammography Image, and the Digital Intra-oral X-Ray Image, the Image Display actor shall have both the capability to apply both the transformations specified by the VOI LUT Sequence (0028,3010) and the capability to apply the transformations specified by the Window Width (0028,1051)/Window Center (0028,1050) attributes in the DX Image Module (although not simultaneously). 

The Image Display actor must also support pixel rendering according to the Grayscale Standard Display Function (GSDF) defined in DICOM 2003 PS 3.14, because the output values of these images are always P-Values. 

If the DICOM image is referenced by other DICOM composite objects, such as Grayscale Softcopy Presentation States, it is optional for the Image Display to actually retrieve and display/apply these objects.

4.16.4.2.2.2 Display of Localizer Lines

Image Display actors that want to show the localizer lines, if visible, will be able to calculate the position of these lines of intersection based on the information recorded in the images by the Acquisition Modality actor (See 4.8.4.1.2.1).   

4.16.4.2.2.3 Display of NM Images

The contents of this section are required for Image Displays claiming the NM Image Profile.

The following requirements are intended to establish a baseline level of capabilities.  Providing more intelligent and advanced capabilities is both allowed and encouraged.  The intention is to focus on display capabilities, not to dictate implementation details.

Some examples of display behaviours typical to NM are described in RAD TF-1, Appendix E.5.3.

The NM Image IOD is a multi-frame image indexed by vectors as described in Section 4.8.4.1.2.2.1.  “Image” will be used here to strictly refer to the IOD, while frame will be used to refer to the usual two-dimensional array of pixels.

The Image Display shall be able to display the frames in the order they are stored in the image.

The Image Display shall be able to perform the frame selections shown for each Image Type in the Table 4.16-1.   The result of a frame selection will be referred to as a “frameset” in this document.  Note that a frameset only references frames from a single Image.

The Image Display shall be able to display simultaneously multiple framesets.  These may be from the same Image, different Images, different Series, or different Studies.

The Image Display is not required to display simultaneously multiple framesets with different Image Types. (Note that two exceptions to this are identified in 4.16.4.2.2.3.5 Review Option).

The Image Display shall be able to display simultaneously at least the number of framesets indicated in  table 4.16-1. 

All frames in the displayed frameset(s) are not required to be on the screen at once; if there are more frames than fit on the screen based on the current frame display size (see Section 4.16.4.2.2.3.4 Image Zoom), the ability to scroll through the frames is required. 

The Image Display shall be able to display, if present, the View Code Sequence (0054,0220), Acquisition Context Sequence (0040,0555), Series Description (0008,103E) and Acquisition Time (0008,0032) values for a given frameset. 
The Image Display is required to support the display capabilities for each Image Type shown in  table 4.16-1.

Table 4.16-1.  Selection, Sorting and Viewing Requirements for NM Images

	Image Type
(0008,0008)
Value 3
	Frame 
Increment Pointer
(0028,0009)
[i.e. vectors]
	Required
Frame
Selection1

E = single
E = all
	Display
Capabilities
(See 4.16.4.2.2.3.2)
	# of
Simultaneous Framesets

	
	
	
	
	
Basic
	Review Option

	STATIC

	Energy Window (0054,0010)

Detector (0054,0020)
	E D

E D
E D 
	Grid Display
	1
	1

	
	
	
	Fit Display
	12
	12

	
	
	
	Cine
	-
	1

	WHOLEBODY
	Energy Window(0054,0010) 

Detector(0054,0020)
	E D

E D
E D
	Wholebody Display
	2
	4 2

	DYNAMIC
	Energy Window (0054,0010)

Detector (0054,0020)

Phase (0054,0100)

Time Slice (0054,0030)
	E D P T

E D P T
E D P T
	Grid Display
	1
	1

	
	
	
	Row Display
	1
	2

	
	
	
	Cine
	1
	2

	GATED
	Energy Window (0054,0010)

Detector (0054,0020)

R-R Interval (0054,0060)

Time Slot(0054,0070)
	E D I T

	Grid Display
	1
	1

	
	
	
	Row Display
	3
	6

	
	
	
	Cine
	3
	6

	TOMO
	Energy Window (0054,0010)

Detector (0054,0020)

Rotation (0054,0050)

Angular View (0054,0090)
	E D R A


	Grid Display
	1
	1

	
	
	
	Row Display
	3
	3

	
	
	
	Cine
	3
	3

	GATED TOMO
	Energy Window(0054,0010)

Detector (0054,0020)

Rotation (0054,0050)

R-R Interval  (0054,0060)

Time Slot (0054,0070)

Angular View (0054,0090)
	E D R I T A

E D R I T A

E D R I T A 

- any one of above three
	Grid Display
	1
	1

	
	
	
	Cine
	1
	1

	
	
	
	
	
	

	RECON TOMO
	Slice(0054,0080)
	S
	Grid Display
	1
	1

	
	
	
	Row Display
	3
	6

	
	
	
	Cine
	3
	3

	
	
	
	MPR Display
	-
	1

	GATED RECON
TOMO
	R-R Interval (0054,0060)

Time Slot(0054,0070)

Slice (0054,0080)
	I T S

I T S

I T S
	Grid Display
	1
	1

	
	
	
	Row Display
	1
	2

	
	
	
	Cine
	-
	2

	
	
	
	MPR Display
	-
	1


Note 1: The Frame Selection column refers to the Frame Increment Pointer vectors by their first letter (except for R-R Interval which uses “I” for Interval).  A letter shown underlined and bold (e.g. E ) indicates that all values for that vector are selected.  A letter shown in plain text (e.g. E ) indicates that a single value for that vector has been selected.  So in the case of the TOMO Image Type, E R D A means that all frames of the image are selected; while E R D A means that the selected frames represent all Angular Views for a specific Energy Window, a specific Detector and a specific Rotation.  
Note 2: The requirement for 4 framesets is to handle the case where the 4 frames are in separate framesets due to the anterior and posterior views being in separate images.  It is not required to support 4 framesets with 2 frames each.

4.16.4.2.2.3.1 Frame Selection Support
A Frame Selection consists of either a single value, or “all values” being identified for each vector in the Image.  In fact (except for the case of selecting “all frames” and and the case of selecting all phases and time slices in a Dynamic Image) a single value will be identified for all but one of the available vectors. 

It is not necessary to require the user to specify a value for single valued vectors, such as when, for example, only a single detector value is present.  It is desirable for the application to provide a way to make a selection when a vector that is typically single valued unexpectedly has additional values.
When selecting values for certain vectors, the user shall be presented with meaningful terms, if available, rather than the underlying integer values from the DICOM vector. For example, in the case of the detector vector, if the View Code Sequence it present, the terms contained there (e.g. “Anterior”, “Posterior”) shall be used instead of the Detector Number from the vector.  
The sources of selection terms in priority order (i.e. the first, if present shall be used, otherwise consider the next) are shown in the following table:

Table 4.16-2 Sources of Value Selection Terms for Vectors

	Vector
	Source of Selection Terms

	Energy Window
	1. Energy Window Name (0054,0018)

2. Energy Window Lower Limit (0054,0014) &

    Energy Window Upper Limit (0054,0015)

3. Energy Window Number

	Detector 
	1. View Code Sequence (0054,0220)

2. Detector Number

	Phase 
	1. Phase Description (0054,0039)

2. Phase Number

	Rotation 
	1. Rotation Number

	R-R Interval 
	1. R-R Interval Number

	Time Slot
	1. Time Slot Number

	Angular View
	1. Angular View Number

	Slice
	1. Slice Number


4.16.4.2.2.3.2  Display Capabilities

Image Displays are required to support the following display formats as indicated above in Table 4.16-1
Practical examples of the usage and appearance of these display capabilities can be found in RAD TF-1 Appendix E.5 NM Display and in particular in RAD TF-1, Appendix E.5.3 NM Display Examples. 

Grid Display

For Grid Display, the Image Display shall display a single frameset arranged in a 2D grid of frames.
Fit Display

For Fit Display, the Image Display shall display several framesets simultaneously.  Efficient use of screen space is encouraged. The Image Display is free to organize the frames any way that seems sensible.  In the absence of other useful information, it is common to display them in order of acquisition time.
Comparison Display

For Comparison Display, the Image Display shall display several framesets simultaneously in a fashion such that frames in the two framesets can be compared.   For example, each frameset could be placed on an adjacent row.
Display of each frameset in a single row (i.e. the number of rows equals the number of framesets) is required.  Support for more than one row per frameset is optional.
Comparison requires that the relationship between frames in the two framesets be maintained when navigating, and to be adjusted separately/established. 
Wholebody Display  

For Wholebody Display, the Image Display shall simultaneously display of both the anterior and posterior frames of an NM whole body image.  
These images will typically be rectangular in shape (taller than wide) and are typically 256 x 1024 or 512 x 1024 in size.  The display system should display them as rectangular frames (and not pad them to make them square). 

MPR (Multi-Planar Reconstruction) Display 

For MPR Display, the Image Display shall provide MPR capabilities for slice stack data.  Typically, MPR involves displaying three orthogonal plane views at the same time along with a method of navigating the volume (i.e. controlling the specific saggital, coronal and transaxial images shown).   

The Image Display is not required to generate oblique slices from slice data, but is required to generate orthogonal slices even if the slice data is obliquely oriented.

In the NM Image Profile, MPR Display shall be supported when claiming the Review Option (See section 4.16.4.2.2.3.5).  When displaying NM Data, the Image Display shall be specifically capable of taking a frameset of slice data from a RECON TOMO or GATED RECON TOMO image and displaying all three orthogonal plane views (transaxial, saggital and coronal). PET transaxial data in the MPR display is strongly encouraged, but not required under the NM Profile.
Refer to DICOM documentation for details on how orientation and spatial information is encoded in the NM Image IOD. 
Cine Display

The Image Display shall be able to display a cine of the selected frames as indicated by the order they are stored in the Image. 
The Image Display shall be capable of displaying cines of multiple framesets simultaneously as indicated above in Table 4.16-1.

When the framesets have the same number of frames, the Image Display shall be capable of displaying the cines in synchronization (i.e. the first frame of each frameset should display simultaneously, the second frame of each frameset should display simultaneously, etc.).

The Image Display shall provide the ability to adjust intensity (as described below in Section 4.16.4.2.2.3.3) for each frameset independently.  The ability to adjust intensity while a cine is running is useful but not required.

4.16.4.2.2.3.3   Intensity and Color

NM clinical practice requires the ability to adjust the Upper and Lower Window Levels rather than the Window Center and Window Width.  Refer to RAD TF-1, Appendix E.5.1 for details on NM usage of intensity and color attributes.

For all images with a modality type of NM, the Image Display shall provide direct control over the Upper Window Level and the Lower Window Level display parameters independently from each other for both grayscale and pseudocolor display.  

This control shall be available for all frames as a group and for each frameset individually.  Optionally is it also useful to support adjustment of individual frames.

Window Level values shall be translated into equivalent Window Width and Center values when stored in the image attributes. 

The Image Display shall be capable of effectively “inverting” the image (in the sense of switching between a MONOCHROME1 and MONOCHROME2 interpretation).   The method is undefined.   This requirement applies to grayscale image display only; it is not required for pseudo-color lookup tables.

If the Image Display supports a color screen, the following shall be supported:

The Image Display shall support display of frames of grayscale Images using a pseudo-color lookup table.
The Image Display shall allow the user to select from a configured set of pseudo-color lookup tables.Simultaneous display of both grayscale and pseudo-color presentations is not required.  Thus, selecting a color lookup table may change all displayed frames on the screen.  

The Image Display shall provide a method of adding new pseudo-color lookup tables.  It is acceptable if this is only available to service engineers.  

4.16.4.2.2.3.4   Image Zoom

The Image Display shall be capable of “zooming” the frames where zooming consists of resampling and displaying the frame at a larger or smaller matrix size.  For example re-sampling a 128x128 frame to create a 256x256 frame is referred to as a 2X zoom in this document.  
All zooming of NM images shall preserve the aspect ratio (that is, the same zoom factor shall be applied in both the x and y dimensions).  The Image Display is free to use pixel replication or interpolation to perform image zooming.
Some guidelines on appropriate default display sizes and desirable zoom behaviors are provided in RAD TF-1, Appendix E.5.2 NM Image Resizing.

4.16.4.2.2.3.5   Review Option

Image Displays claiming the Review Option shall support the following display capabilities and those indicated in Table 4.16-1.

The Image Display shall be capable of displaying both a Dynamic Image frameset and Static Image frameset(s) at the same time. 
The Image Display shall be capable of displaying both a Wholebody Image frameset and a Static Image frameset at the same time (i.e. anterior & posterior wholebody and several static spot images).

The Image Display shall be capable of displaying the pixel value of a selected pixel.

4.16.4.2.2.4 Display of Result Screens

The contents of this section are required for Image Displays claiming the NM Image Profile.Refer to Table 4.18-2 for the specific SOP Class UIDs of the IODs referenced here for use as Result Screens. 
The Image Display shall be able to display DICOM Secondary Capture images (including specifically 8 and 16 bit monochrome and 24 bit RGB).

The Image Display shall be able to display DICOM Multi-Frame Secondary Capture images (including specifically 8-bit monochrome and 24-bit True Color)

The Image Display shall be able to display result screens at their original pixel resolution. If the display size is equal to or greater than the size of the result screen, this should be done as the default.  If the display size is less than the size of the result screen, this will require some sort of panning capability.
The Image Display shall be able to scale result screens using a fixed aspect ratio.  If the display size is smaller than the size of the result screen, this should be done to fit the result screen onto the display as the default.

For Multi-Frame Secondary Capture images which contain a Cine module, the Image Display shall be able to cine the frames.  The default cine rate shall be the value in the Cine module, or the maximum rate of the Image Display, whichever is slower.

4.16.4.2.3
 Expected Actions

The Image Display presents to the user a DICOM Image.

The Image Display may receive patient data inconsistent with those received from a previously issued query or retrieve operation.  For example, in the event that a patient has been renamed, the Image Display will receive images with the same Study Instance UID, Series Instance UID and SOP Instance UIDs, but with a different patient name. The Image Display shall use the just queried information or the most recently received instances to ensure that the most recent patient data from the Image Manger/Archive is displayed.

The Image Display shall be able to display the Series Description for each series displayed.
4.16.4.2.3.1
 NM Image Specifics
Actors claiming the NM Image Profile which have applications that accept re-sliced (reconstructed tomographic) cardiac data for viewing or further processing shall make use of the View Code Sequence (0054,0220), Slice Progression Direction (0054,0500) and Acquisition Context Sequence (0040,0555) attributes to aid in the selection of input data. However, the means by which these attributes are used to identify and/or process the data is unspecified.
Note: a means for identifying and processing cardiac input data that does not include the above mentioned attributes will likely be useful due to the existence of Images without those attributes.  Series Description may be useful in such cases.
Matching related studies or series (such as stress and rest images) is an important part of NM processing and display.  When Image Displays are trying to do this they shall look for the Patient State (0038,0500) to identify such things as stress and rest images and in the NM Acquisition Context Module, the Image Orientation in the Detector Sequence, and the View Code Sequence (0054,0220) to identify images with desired orientations.  Since images may exist without those fields present, the Series Description may also be examined for relevant details by the software.
4.18    Creator Images Stored 

Replace Section 4.18.4.1 with the following text

4.18.4.1 Images Stored

4.18.4.1.1 Trigger Events

The Evidence Creator transfers images to the Image Archive sequentially within one or more DICOM associations, as the images become available or collectively.

Details about when it is appropriate to trigger the creation of a new Study/Series/Image Instance are described in section 4.8.4.1.1.1 “Study UIDs and Series UIDs”.

4.18.4.1.2 Message Semantics

The Evidence Creator uses the DICOM C-STORE message to transfer the images. The Evidence Creator is the DICOM Storage SCU and the Image Archive is the DICOM Storage SCP.

Per the DICOM Standard, the Evidence Creator shall create a new series for its created images and not extend series containing source images.

The Evidence Creator derives images from source images, and the derived images may or may not have the same Image SOP Class as the source images.

The source images may include Performed Procedure Step relationship information.  This information will include Scheduled Procedure Step information for the procedure performed at an Acquisition Modality.  When present in the source images, the Evidence Creator shall extract appropriate Scheduled Procedure Step information and include it with PPS information produced by the Evidence Creator.

See Appendix A for rules on how to use the source image information in the derived image objects. 

4.18.4.1.2.1 Storage of Localizer Images (MR and CT)

In addition to these general mapping requirements, in MR and CT images, the relationship between localizer or plan images and axial images shall be recorded when such a relationship exists. In such a case the attribute Referenced Image Sequence (0008,1140) of the axial image shall refer to the related localizer or plan image(s). The coordinate space for the set of related images shall be the same, which is indicated by having a single value for the attribute Frame of Reference UID (0020,0052).  For CT images the axial images shall have the value AXIAL in the attribute Image Type, and the localizer image the value LOCALIZER. For MR images no specific value for image type is used to further qualify the relationship between plan and axial images. If the Evidence Creator actor wants to show the location of the axial images on the localizer or plan image, a Presentation State object may be created for this purpose.

4.18.4.1.2.2 Storage of NM Images (NM)

Systems supporting the NM Image Profile must support the requirements described in the Modality Images Stored transaction section 4.8.4.1.2.2 Storage of NM Images and section 4.8.4.1.2.2.1 NM Image IOD: Multi-Frames & Vectors.
An Image Creator that processes cardiac tomographic images (Image Type RECON TOMO or RECON GATED TOMO) and creates new cardiac tomographic images shall copy the Acquisition Context Sequence (0040,0555) and its contents into the created images.

4.18.4.1.2.3 Storage of Cardiac Images (NM)

Evidence Creators, Acquisition Modalities or Image Displays creating reconstructed tomographic datasets shall incorporate Image Orientation [Patient] (0020,0037) (inside the Detector Information Sequence (0054,0022)), and Spacing Between Slices (0018,0088). 

In addition, Evidence Creators creating a reconstructed tomographic dataset representing standard cardiac views  (e.g. Short Axis) shall include the  View Code Sequence (0054,0220), Slice Progression Direction (0054,0500), and Acquisition Context Sequence (0040,0555) attributes, as appropriate. 

These requirements are defined in section 4.8.4.1.2.2 Storage of NM Images (NM), Table 4.8-2.

4.18.4.1.2.4 Result Screen Export Option

Evidence Creators claiming support of the Result Screen Export Option shall be capable of storing Result Screens as described in this section.

Result Screens refer to a presentation of result elements on the display, potentially including graphics, images and text, typically found on clinical analysis software such as NM cardiac packages. 

This option is intended to provide a way of exporting snapshots of Result Screens as DICOM objects so they can be viewed elsewhere on generic DICOM display systems.  As things like DICOM SR Templates for various clinical results become available, such coded data formats provide a more robust solution and should be used in preference to the Result Screen Export Option.  This Option is not intended to be used for transferring the clinical data for processing or database purposes.
This option will refer to result screens which include moving images or graphics, such as a beating heart or rotating image, as Dynamic Result Screens.  Result screens which do not include moving components will be referred to as Static Result Screens.  

Result screens which are completely presented in shades of grey will be referred to as Greyscale Result Screens.  Result screens which use color presentation will be referred to as Color Result Screens.  Result screens which present images in greyscale and only use small amounts of color for the graphics may optionally be considered Greyscale Result Screens.
The Evidence Creator shall be capable of storing result screens it presents as described in this section.  Note that if an Evidence Creator does not present Dynamic Result Screens, it is not required to implement the dynamic features described, and if an Evidence Creator does not present Color Result Screens, it is not required to implement the color features described.

The Evidence Creator shall use DICOM Secondary Capture (SC) IODs or Multi-Frame Secondary Capture (MFSC) IODs for storing Static Result Screens.  The use of MFSC IODs is preferred over the use of simple SC IODs due to the lack of attributes to indicate the content of the image, derivation and source of inputs, and other ambiguities in the SC IODs.
Static Result Screens may be stored using the DICOM SC Image and a set of Static Result Screens may be stored one at a time in DICOM SC Images, however it is strongly recommended that the DICOM MFSC Image IODs be used both for sets of Static Result Screens and individual Static Result Screens.

When multiple Static Result Screens are stored in a DICOM MFSC object, the Cine module shall not be included.  The order of the Static frames in the MFSC shall represent the intended display order of the result screens.

The Evidence Creator shall use DICOM MFSC IODs for storing Dynamic Result Screens.  The cine module shall be included as described in Table 4.18-1.  The frames shall be ordered to present a cine of the Dynamic Result Screen.  The number of frames is not specified here.  If there are several cine regions in the result screen and the length of their cine “cycle” is not the same, it is acceptable if there is a “jump” in the playback when the MFSC cycle loops back to the beginning.

The Evidence Creator shall support export of Color Result Screens as 24-bit RGB.  Dynamic Color Result Screens shall be stored using Multi-frame True Color Secondary Capture Image Storage.  

The system shall also support export of result screens as 8-bit grayscale.  It will sometimes be useful to export a given result screen in both color and greyscale formats.  Evidence Creators that only present grayscale results are not required to export them as 24-bit RGB.
Multiple SC and/or MFSC objects may be created in the same series to collect result screens which are associated by processing run as long as doing so doesn’t violate the Series rules outlined in RAD TF-1, Appendix E.4.1 Study UIDs and Series UIDs.

The image Instance Numbers shall be set/incremented to reflect the intended display order.

Each time processing is repeated to create new Result Screens, it shall generate a new series.

Conversion Type (0008,0064) in the SC Equipment module shall have a value of “WSD” (indicating images generated by a Workstation).

Series Description (0008,103E) in the General Series module shall include an indication that these are result screens.

Derivation Description (0008,2111) shall contain a description of the nature of the results and/or the processing that generated them.

Modality (0008,0060) shall reflect the modality of the data used to generate the Result Screens.

To ensure maximum compatibility with a variety of display systems, the Frame Time, Recommended Display Frame rate, and Cine Rate attributes in the Cine Module shall all be set to reflect the same frame rate.

These values reflect the display rate of the stored result cine.  It is not necessary to set the value to reflect “real world values” such as the actual patient heart rate.
Table 4.18-1.  Required Attributes for Multiframe Secondary Capture Cine Module 

	Attribute
	Tag
	Type
	Attribute Description

	Preferred Playback Sequencing
	(0018,1244)
	R+
	Describes the preferred playback sequencing 
for a multi-frame image.

Shall have a value of  0 (which indicates
Looping (1,2,..n,1,2,..n) )

	Cine Rate
	(0018,0040)
	R+
	Number of frames per second at which the 
Evidence Creator intends the results to be
presented. 

	Frame Time
	(0018,1063)
	R
	Nominal time (in msec) per individual frame.
Equals 1000/CineRate

	Recommended Display Frame Rate
	(0008,2144)
	R+
	Same as Cine Rate


4.18.4.1.3 Expected Actions

The Image Archive will store the received DICOM objects.

The DICOM objects shall be stored such that they can be later retrieved (See 4.16 Retrieve Images) in a fashion meeting the requirements defined for a DICOM Level 2 Storage SCP (Refer to DICOM P3.4 B.4.1).
4.18.4.1.3.1 DICOM Image Storage SOP Classes

Image Archives claiming the NM Image Profile are required to support all of the SOP classes listed in Table 4.8-3.  Evidence Creators claiming the NM Image Profile are required to support at least one of the SOP classes listed in Table 4.8-3.

Evidence Creators shall be capable of providing all created Nuclear Medicine image types using the Nuclear Medicine Image SOP class.
Image Archives claiming the Result Screen Export Option are required to support all of the SOP classes listed in Table 4.18-2.  Evidence Creators claiming the Result Screen Export Option are required all the SOP classes listed in Table 4.18-2 dictated by the Evidence Creators result presentation capabilities, as described in section 4.18.4.1.2.4.
Table 4.18-2.  Result Screen Export SOP Classes

	SOP Class UID
	SOP Class Name

	1.2.840.10008.5.1.4.1.1.7
	Secondary Capture Image Storage

	1.2.840.10008.5.1.4.1.1.7.2 
	Multi-frame Grayscale Byte Secondary Capture Image Storage

	1.2.840.10008.5.1.4.1.1.7.4
	Multi-frame True Color Secondary Capture Image Storage
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