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Danielle M Manning

1.0
Introduction

I sit and listen to hours and hours of music on my three year old, already obsolete 15 gigabyte IPOD which is the size of my hand.  I contemplate what nanotechnology might bring to our future, and I marvel at the possibilities.  The prefix “nano” means “one-billionth”.  In the computer industry, this prefix is not unfamiliar; we have talked for several years about computing speeds in the nanosecond range.  Recently, the discussion of “nanotechnology” has dominated the futuristic talk of computer science, much like Artificial Intelligence did in the 1980s and 90s.  Nanotechnology can be defined as the study of all things small, namely the size of a nanometer.  A nanocomputer can be defined as a computer which has components the size of nanometers.  

The discussion surrounding the creation of a computer which has microscopic components is becoming less talk and more action.  Now that the possibility is real, what will such a computer look like?  This paper will put forth some ideas to answer that question, and perhaps raise more questions by pointing out some challenges and some limitations we are faced with in the current computer architecture methodology and design. 

The promise of nanotechnology, as stated in an article by Roberta Wallis, “was proposed as a field of endeavor by the Nobel Prize winning physicist Richard Feynman when he suggested that someday it would be possible to put the entire 24 volume Encyclopedia Britannica on the head of a pin”. [WALLIS92]  We can already see the beginnings of this as computers get faster and smaller each year.  The computer hardware industry has been able to squeeze twice as many transistors on a silicon chip each year, and this pace of improvement has held up for the last 40 years, and looks to hold true for at least another decade.  Yet with each advance in computing, major design ideas have shifted to accommodate it; from vacuum tubes to silicon chips.   The industry has always been able to reinvent itself with each technological revolution.  The next revolution, nanotechnology, will require as much adaptability.    

We know that a nanocomputer will have components which are microscopic in size.  But what would this computer look like?  How would its components be organized?  How would these components communicate and move data amongst each other?  What about aspects of an existing computer that we understand, how would these translate?  What would be the role of multiprocessing?  Would instruction level parallelism and parallelism using threads still be viable and practical?  What would the instruction set look like?  These are pressing questions which must be answered before this nanocomputer can be a reality, and yet they haven’t been.   

“Nanoeletronic Research has primarily focused on devices.  By contrast, not much has been published on innovations at higher layers:  we know little about how to construct circuits or architectures out of such devices.”[WANG04]  This statement which introduces a current piece of nanotech research says a great deal about its current state.  Much is currently being done on the processor level.  There are experiments using carbon based molecular structures to form logic gates and arithmetic logic units, other research is focused on full scale assembly and production of components.   Some research is being done on other topics, but a full scale architecture proposal has not yet been put forth.  It’s logical to say that we should focus on defining the basic devices before we tackle the task of putting it all together.  However, enough has been written at this point to begin moving to the next level.

Let’s imagine that a team is tasked with mapping out the architecture of a nanocomputer.  We are going to use the best information available to us with the research that has currently been done to choose the best architecture approach in such areas as processor design, instruction set design, instruction-level parallelism, storage, caching, multiprocessing, and interconnection.  
This paper will attempt to answer the questions surrounding the promise of nanotechnology and the current limitations which exist in system design.  This paper will also analyze the possible architecture approaches which are currently being researched, and attempt to map out a suitable architecture of a prototype nanocomputer based upon the most compelling research available today.  
Section 2 will provide some background on current computer architecture paradigms, and the limitations they present with regards to nano-scale electronics.  Section 3 will discuss the new issues inherent with nanotechnology and the problems that a nano-architecture can address to improve machine speed and quality for years to come.  Section 4 will analyze current architecture proposals and put forth a workable vision for the architecture of a nanocomputer.  Section 5 will conclude this paper and provide some insights for further research and discussion.  
2   Current Architecture Paradigms

The last twenty years of computer hardware development have relied on the silicon chip, namely the CMOS integrated circuit.  CMOS stands for a complementary metal-oxide semiconductor, and its invention is the cornerstone of digital integrated circuits.  These transistors have been shrinking in size and increasing in speed each year as famously predicted by Gordon Moore.  Computer architects are now able to squeeze countless transistors on a single silicon chip.  An article in PC Magazine state that “Intel estimates that it will offer chips that run at 20 GHz and contain 1 billion transistors by 2007.” [METZ]  

While Moore’s Law has held up for a significant amount of time, many foresee the end of the massive hardware improvements in the next decade.  The rising chorus calling for the demise of Moore’s Law is almost deafening with every new nanotechnology proposal put forth. 

Below is an overview of the major components of today’s computer, along with a brief description of their current design, and some conjecture as to what might become of these components in the future.  Before we can propose a restructuring of a new nanocomputer, this overview will allow us to gauge where we are today so we can contrast it with the direction future computing trends are going.  

2.1 Chip Manufacturing Techniques

Current CMOS chips are manufactured using lithographic-fabrication, which is a top-down approach to integrating circuits.  Most of the expansion which has been made over the last 20 years took place by scaling down the size of transistors so that they can fit on top of the silicon chip.   The CMOS design is centered on using a pair of transistors for logic functions which complement one another.  These chips deal well with power usage and heat dissipation, and have been the central manufacturing technique on the market since the 1970s. [WIKI]   Current sizes of the transistors on CMOS chips are reaching the nanometer size, and continued improvement has been proven to be limited.  Manufactures such as Intel see the end of the evolutionary path set out by Moore and have begun looking for alternatives to CMOS lithographic fabrication.  [KANELLOS].   While lithography has been a big part of why we have seen such incredible improvements in size and speed of chips in the last 20-30 years, many are seeing that this current technique is not scaling well, and predicting the end of CMOS advancement.  

In the computing industry, chip manufacturers outline a roadmap for their manufacturing each year called the International Technology Roadmap for SemiConductors.  In their most recent meetings, they have stated, “Eventually, toward the end of the Roadmap or beyond, scaling of MOSFETs (metal-oxide semiconductor field effect transistor) will become ineffective and/or very costly, and advanced non-CMOS solutions will need to be implemented.” [LEBECK]

While lithographic manufacturing of CMOS chips has been wildly successful, a new fabrication technique will be needed to continue the current pace of improvements in speed and size. However, changing the computing industry’s reliance on CMOS will be a major paradigm shift.  While Keyes argued in 1985 that no other device has matched silicon with respect to gain, voltage restoration, noise reduction, tolerance to variability in manufacturing, isolation of inputs from outputs, excellent fan-out, ability to invert a signal, tolerance to the high demands of a system environment, as well as a huge body of research and financial commitment, [GOLDSTEIN02] the end of the reign of the silicon chip is being predicted time and again.  

Some possible alternative CMOS solutions will be discussed in the next chapter. 
2.2 Instruction Set Design

Instruction Set Design has moved from the very simple accumulator, to the advanced use of registers and load–store architecture.  The most recent design shift for instruction sets was the move from CISC (Complex Instruction Set Computer) to RISC (Reduced Instruction Set Computer).  CISC was used such machines as the DEC Alpha and the HP3000.  Intel’s x86 processor is the only remaining computer in production which still uses CISC.  Most computers today have RISC architecture.  

The RISC philosophy of design came into dominance due to the increasing complexity of CPU designs and the need to speed up instruction executions.  It is also well known that RISC chips require fewer transistors to execute their instruction.   All RISC instructions can be executed in a single clock cycle, and more complex instructions are handled by stringing simple instructions together.  In contrast, CISC has many more instructions, and relies less on the compiler to translate to assembly.  RISC uses less RAM as well, and its simplicity was appropriate when hardware was very slow and very expensive.   

There has been a fair amount of debate in recent years regarding innovation in instruction set architectures in order to increase performance.  Previous performance gains have relied on improvements in instruction level parallelism and thread level parallelism.   Most of the hesitation behind changing instruction sets has to do with the disruption it can cause to end users.  The gains in speed and performance have been the driving force behind a design change.  It’s likely that only a complete paradigm shift in the design and manufacturing of computers will cause any change in the basic instruction set design of the modern computer in place today, much akin to the movement from CISC to RISC.  It is highly likely that a move into Nanocomputing would be a catalyst for another shift in instruction set design, from RISC to perhaps an instruction set which relies less on software and takes advantage of significant gains in hardware speed and efficiency.
2.3 Multiprocessing and Instruction Level Parallelism

Multiprocessing came into being with the advent of the UNIX operating system, in which several computers could be networked together for computing power.  CPUs can be linked in a tightly coupled fashion and connected by a bus, or loosely coupled by simply networking computers in a cluster.  Either fashion is limited by what is known as Amdahl’s Law.  The law is a formula to measure the increase in speed gained by adding another CPU to an algorithm’s computation.   There is a limit and an overhead associated with the addition of a new CPU, and the overall speedup increase will only be fraction of the true computing speed of the additional CPU.   The use of multiprocessing does provide a significant benefit, but this benefit has a finite ceiling.  Multiprocessing has been used in industry a great deal through the implementation of clusters.  

Instruction level parallelism is the execution of instructions in parallel, by overlapping instructions which do not depend on one another in order to complete.   While this provided a boost in processing speed initially, most CPUs simply do not have that many instructions which they can execute in parallel.  According to an article in Embedded Systems Programming, “ILP becomes its own worst enemy. Even if you could find two, four, or 50 instructions to execute simultaneously, you probably couldn’t access all the data at once. Data starvation becomes a real problem. For high-end systems, bandwidth is more important than ILP. The processor in your Macintosh, SPARC station, or PC spends more cycles waiting on memory than it does processing instructions. (Depressing, huh?) Improving your “CPU efficiency” will simply increase the number of wait states.” [TURLEY]   Perhaps the promise of speed and efficiency by parallelism will never reach the heights we had hoped within the current architecture paradigm, until the bottleneck in memory and bandwidth is corrected.   

Nanotechnology has promise in the area of multiprocessing and clustering, because adding more CPU processors and linking them will increase computing power.   However, true computing increases will occur with changes in buses and memory.  
2.4 Memory

Cheap and fast memory has become more readily available rather recently, but memory more often than not is the place where backlog begins.  Computer scientists have focused a great deal on faster caching techniques and more efficient memory management algorithms, all while the cost of the hardware continued to get smaller and go down.  It’s presumed that nanocomputing will allow memory to move out of this position of bottleneck because caches can become smaller, faster and simpler, however it’s not clear at this point if that will be true.   It’s likely that computers will be faster and smaller all around, but the weakest links in any computer will still be the memory and interconnects. 

The biggest improvement in main memory bottlenecks in modern computing has come from the use of virtual memory, in which a computer can act as though it has much more RAM than it actually does by using the hard disk to copy data.  Virtual memory is used in all modern computers to run today’s software, which tends to demand a great deal of space to run.  Swapping algorithms and small caches have added to virtual memory by allowing programs to run quickly enough to pick up the slack for when a disk write is necessary.   

2.5 Interconnections

Current PCs use buses for the interconnection between devices.   The bus is a commonly overlooked component to a computer’s size, speed and efficiency.  The bus ties almost everything together, including the hard disk, the CPU, the memory, and any other I/O components a computer might have.  

The PC generally has two main buses.  The first, known as a system bus, connects the CPU and the memory.  The second, which is a bit slower, is used to communicate with other devices such as the hard drive or sound / video cards.  Modern PCs also usually offer a USB which stands for “Universal Serial Bus” to allow users to connect any number of peripherals to the computer.   These peripherals can include extra memory or extra hard drives.  

The system bus is an area in the computer which creates bottleneck between the hard drive and the CPU.  As system buses have evolved, they have been able to deliver more data at a faster speed from the hard disk and into memory.  This is an area in which research in nanotechnology can have a profound and marked effect.

2.6 Storage

Current technology trends have measured that disk capacity doubles approximately every 18 months.   This increase is driven by the embedded computing market.  Computers today can be found in everything from phones to music players to cars, and smaller disks are needed to run the software.  The average computer has gone from having a 5 gigabyte hard drive in 1997 to an average 80 gigabyte hard drive in 2005.  The costs of hard drives have decreased in almost the same proportions.

It is in this area that nanotechnology could also find its largest impact.  As stated in the introduction, one of the main visions of nanotechnology is the ability to store data at the molecular level.  Volumes of books can already be stored on a disk, and this improvement will continue with molecular storage of data.  

3   Developments in Nanocomputing

There have been countless approaches for handling the advent of molecular computing, and Computer scientists today have come up with several proposals to build components of nanocomputer.   Some of these approaches will be summarized below, making note of the advantages and disadvantages in their implementation.   

3.1    DNA Carbon Nanotubes and Nanowires

We know that a computer’s building blocks can be a key component to system efficiency and speed.  An organic carbon based nanowire structure has been proposed by a group of researchers from Duke, NC State, and The University of North Carolina.   These researchers have focused on using the building block of the human body as the basis of building a computer.  In this proposal, the top-down assembly approach of lithography would be replaced by DNA guided self-assembly.  The DNA assembly uses strands of DNA to create tiles which in turn create a lattice structure.   They focus on a waffle-like lattice of 16x16 nanometer size, and they attach carbon nanotube devices to the DNA tile scaffolding through a process they call functionalization, which is the process of adding a molecule to another material through a chemical reaction. [PATWARDHAN]
This circuit architecture does have a few shortcomings inherent in it.  The self-assembly of the DNA lattices proposed does not produce a regular pattern which would insure a low level of defects.  They have found that by minimizing the number of tags and producing repetitive structures is desired.   However, by minimizing the number of tags, there is a limit to the amount of complexity a circuit can then have.  The DNA self assemblies will not be able to have as much complexity as a CMOS transistor as a result.  

In a shift away from the CMOS circuit, the DNA self assemblies are designed to have some level of defect tolerance.  This is mostly due to the fact that the error rate in photolithography is quite low.  However, self-assemblies will inherently have a higher number of defects in production.  This particular proposal does not outline a method for handling defects, and that is a shortcoming of this presentation.  
The proposed architecture for DNA self assemblies must handle limited node connectivity and random node placements.  These limitations affect the performance in large scale control of the nodes.  An accumulator based instruction set architecture is proposed to deal with the control and communications limitations.  The accumulator-based ISA reduces the need for widespread coordination and communication among many components, since the only data dependence involves the accumulator, and instructions are processed in order.  Each instruction within the accumulator makes up an execution packet containing operands, operations, and the accumulator value to form a sequence.   [PATWARDHAN]  
This approach supports parallelism through the independence of data, and by initiating several execution packets at once.  
This proposal also puts forth a networking architecture for the execution packets.   Three logical networks are proposed to handle three different types of information:  memory requests, memory responses, and execution packets.  Memory and execution are separated onto two different physical networks to avoid problems with deadlocking.  [PATWARDHAN]  

This research has mapped out some of the major hurdles they must clear and are thinking ahead to putting their fabrication together to make a system, but they are still in the beginning phases.  Another paper produced by this group dealing with current research topics outline their experimental progress with carbon based nanotubes and nanowires.  A 4x4 DNA tile has been produced for a variety of application computations, and they have demonstrated highly parallel computation via a set of DNA crossover tiles. [LABEAN]    They hope to fashion a simple circuit with nanotube control in the near future. 

3.2   Chemically Assembled Electronic Nanotechnology (CAEN)
This approach is presented by Seth Copen Goldstein at Carnegie Mellon University.  Goldstein believes that CAEN devices will be the cornerstone of the nanocomputer and replace the dominant silicon transistor.  The devices he proposes are small, dense, low power and reconfigurable.  

The proposed fabrication of these devices makes switches and wires using chemical self-assembly as opposed to the traditional lithography method which is currently used for CMOS chips.  As stated by Goldstein, “The active devices are created where two appropriately functionalized wires intersect. By choosing the molecules that coat the wires appropriately, the intersection points can be ohmic contacts, diodes, configurable switches, etc. The important point to note is that no precise alignment is required to create the devices.”  [GOLDSTEIN03]

After proposing how these devices would be manufactured, Goldstein goes on to explain how a computer using these devices might be architected with his current fabrication plan.  Cost and fault tolerance is the most important aspects of CAEN devices, and Goldstein explains that the proposed manufacturing process will result in the following architectural characteristics:

·  Transistors, or other three terminal devices, will probably not be part of CAEN devices. 
· Any deterministic aperiodic circuit will have to be created after the device is fabricated through reconfiguration. 
· Chips will have to work in the presence of a significant number of defects [GOLDSTEIN03]

Unfortunately these CAEN devices cannot create three terminal devices because precise alignment is required and this is not economically viable.  CAEN devices would have to be limited to two terminals, and any processes which required three terminals (such as an inverter) would have to be built in conjunction with a CMOS device.  

Goldstein believes that CAEN based devices can replace the silicon chip.   These devices have the possibility of being reconfigurable, testable, and can be fault tolerant.  A device called a negative differential resistance (NDR) can replace the traditional transistor circuit.  Unfortunately, current research requires a great deal of voltage in order for this device to work.  Further study will be required in order to produce a low power and low static device. 

Despite its current limitations, the NDR is a key piece in Goldstein’s proposed resonant tunneling diodes which are the building block of the molecular latch which will in his mind ultimately replace the transistor as we know it.  

3.3   NanoBlocks and NanoFabrics

Goldstein has built upon the concept of Chemically Assembled Electronic Nanotechnology (CAEN) by outlining a reconfigurable architecture called a Nanofabric.  This Nanofabric architecture could be used for factory-programmable devices configured by the manufacturer to emulate a processor or other computing device, or for reconfigurable computing devices. [GOLDSTEIN01]

A Nanofabric is a two dimensional mesh of interconnected NanoBlocks.  A NanoBlock is a logic block that can be programmed to implement three-bit input to three-bit output Boolean function and its complement, as well as for switches to route signals.  [GOLDSTEIN01]

This paper outlines how to build an AND gate, an OR gate, and XOR gate, and an ADDER.  These “gates” as we traditionally are used to calling them, exist in what they call the molecular logic array (MLA) where all of the functionality of the block is located.  The upside to the method outlined in the paper is that it is similar to commercial Field Programmable Gate Arrays (FPGAs), allowing these nano-gates to leverage current FPGA tools.  [GOLDSTEIN01]

The MLA would be created using “directed assembly”, which means that the atoms are arranged one by one.  While this would allow computer makers to place components in a precise manner, the signals, which are routed using diode-resistor logic, would be degraded every time it goes through a configurable switch.  While a plan for defect and fault tolerance is presented, the inherent problem is with the nanowires lacking resistance.   Goldstein contends that while this is a problem, it is still easier to implement defect tolerance than with CMOS because wires can be swapped and rows can be moved anywhere within the NanoBlock without affecting the circuit. [GOLDSTEIN01]  
CMOS currently has little defect tolerance, and chips with a high error rate are discarded.  The cost of directed assembly may be prohibitive as well and not economically viable.   
Testing the Nanofabric proved to be difficult because it is not possible for the components to be tested in isolation.  After production of the fabric, a defect map is created to make the fabric into a viable circuit.  The fabric is self-testing, and will provide fault free regions of the fabric. [GOLDSTEIN01]
Other researchers at the University of Massachusetts are looking to use Nanofabric to create integrated circuits which can be tailored towards the application domain.  They are named NASICs, which stands for Nanoscale Application-Specific Integrated Circuits.   This research is built upon the Nanofabric proposal by Goldstein.   In an effort to build these NASIC tiles, the researchers at UMass have presented a solution to a difficult problem.  As they state, “A key issue when building NASIC tiles is the low effective density of latch circuits.  This is due to the difficulty of building sequential circuits on a nano-grid.”  [WANG04]
In order to get around this limitation, they have developed a nano-latch, which allows for temporary storage along a nano-wire in a circuit.  This research gives promise for improving nano-device density, scalability and reliability 
3.4   Quantum Cellular Automata

A Quantum Cellular Automata (QCA) is another plausible nanodevice.  This is a design which is based upon a theory of using electrons and their energy states for computing.  This is a topic which has been studied for over 40 years, back to the work of von Neumann.  Rather than being an individual device of a computer circuit scaled to a nanometer size, the QCA is a complete entity.  As described by researchers at Notre Dame, “quantum-dot cellular automata (QCA), parallels conventional computing in using a binary representation of information (not qubits) yet realizes functionality in ways which are well-suited to the properties of single molecules - using molecules not as current switches but as structured charge containers.”[LENT]  
The QCA is a single molecule which will contain a representation of the binary values 0 or 1 based upon the static electric charge of the electron.   The cells have not been found at this point in time to be viable at room temperature, but rather only at very cold degrees in the Kelvin range.   Needless to say, operating at such low temperatures is not practical for any working device, and this is a serious limitation to the usefulness of QCAs.    
The QCA fabrication does differentiate from other devices that we have seen because the fabrication uses lithography.  “Molecular QCA cells must be attached to surfaces in ordered arrays. We are using electron-beam lithography to burn narrow “tracks” along surfaces.”[LIEBERMAN]
The temperature limitations of Quantum Cellular Automatas have been given a new perspective through a study of Magnetic QCA described by Cowburn and Welland.   Their presentation uses interacting submicron magnetic dots to perform logic operations and propagate information. [BECKETT]  Although these devices will not be in the nanometer range, they will use less power than current CMOS.  
3.5   CMOL

Some researchers are presenting a possible bridge from CMOS to the next generation of molecular computing by formulating a hybrid circuit.  One such hybrid circuit is dubbed a CMOL, a play on the combination of CMOS and molecular.  The CMOL is “a circuit [which] combines an advanced CMOS subsystem with two, mutually perpendicular, arrays of parallel nanowires and similar molecular devices formed at each crosspoint of the nanowires.” [LIKHAREV]
This approach is important in several ways.  First, it’s unlikely that the computing industry will not be able to make the leap from its top-down lithography methodology to a bottom up approach using nanowires and integrating with some molecular components without some intermediate step.  The CMOL maintains the stability of the silicon chip and takes a small step forward by using bottom up fabrication. The CMOS circuit maintains the level of functionality that we are used to.  As mentioned in the previous chapter, the system bus can be an area in which slowness can occur.  Experiments with the CMOL circuits have operated faster than regular computers with better power dissipation.  
The creator of the CMOL hybrid circuit claims, ‘The development of CMOL technology (especially the high-yield molecular self-assembly) will certainly require a major industrial effort and substantial time period, probably not less than 10 to 15 years. However, this timing may be still acceptable to prevent the impending crisis of Moore’s law, provided that we start right now.” [LIKHAREV]
As if the urgency wasn’t any more obvious. 
3.6 Markov Random Network

Researchers at Brown University have a proposed architecture based on Markov Random Fields (MRF).  A MRF is a concept based on Markov chain, which is a “graph of stochastic variables, where each variable has the property that is independent of all the others (future and past) given its two neighbors” [SANDBERG]   A Markov Random Field network allows circuits to behave in a relatively independent fashion, allowing for re-configurability and a good level of fault tolerance. 

The researchers feel that carbon nanotubes are one of the most promising devices which have been built at the Nanoscale.  Some issues are inherent with these nanodevices though; these researchers point out that the use of carbon nanotubes circuits will increase failure rates and bring about heat dissipation issues.  In order to deal with possible failure rates upwards of 10% and heating issues at the thermal limit, it is necessary to configure a network of circuits which can handle a high fault level and can somehow dissipate heat throughout the circuit network.  

It has been found through experiments that the use of a Markov Random Field Network in conjunction with the Gibbs formulation for dissipation of heat can be a viable solution, because as the authors state, “its operation does not depend o perfect devices or perfect connections. […] Successful operation only requires that the energy of correct states is lower than the energy of errors”[BAHAR04]  
3.7 Cell Matrix

The Cell Matrix architecture is presented by the Cell Matrix Corporation in Salt Lake City.  This piece of research differs from the previous sections in the sense that this is a proposal of a true architecture as opposed to a design of a nano-sized component.   This architecture is currently being designed and tested in the silicon chip domain, but all research, configuration and design is for the coming of nanostructures.  Currently, the Cell Matrix Corporation is developing an atomic cell unit, which is repeated to form a multidimensional matrix of cells to make a highly scalable architecture, which differs from other proposals discussed thus far.  The architecture is similar to the field programmable gate arrays (FPGAs) like the Nanofabric described in an earlier section, and it also has similarities to the cellular automaton proposed by Von Neumann.

Several aspects of a cell matrix distinguish it from a Von Neumann cellular automaton.  First, the cell matrix has the same three dimensional nature.  The cell matrix can only be in a certain number of states it can be in at any given time, just like a cellular automaton.  Second, a cell matrix is fine grained and reconfigurable, and third it is programmed like a digital circuit, and not like a cellular automaton.  [DURBECK00]

The benefits which cell matrix architecture provides are many.  It can efficiently handle a large number of switches due to the fact that its controlling system is highly scalable, and can handle any addition of cells to the system.  This architecture also promises to provide highly parallel large scale computing.  This is the result of the fact that each cell contains all necessary functionality, and can compute across the matrix at any point in a parallel fashion.   This group has demonstrated this highly parallel computing ability through an experiment with a search space problem.  

The cell matrix architecture relies on a very simple hardware definition mixed with a complex programming of each individual cell.  Simple logic functions can be handled by individual cells, whereas more complex functions are handled by a collection of cells, which are spatially close to each other.   In these collections, cells are set up to perform a subset of the work of the entire circuit.  These cells communicate with one another in an asynchronous fashion.  Each cell also has the ability to reconfigure itself, allowing for self-testing and fault tolerance, although experimentation and testing in this arena is still taking place.   

The Cell Matrix Corporation believes that their design can provide dynamic circuitry, allowing each of the cells to change their original behavior or the behavior of cells around them, or to migrate into new areas within the matrix.  They also see this as being a mechanism to handle faulty cells in order to make their circuits fault tolerant.  

Defect tolerance is always an important issue with any computer architecture due to the cost which defects add to the final cost of a circuit.  Due to the fact that silicon chips are discarded if their fail rate is too high, a new architecture can find cost savings in total manufacturing costs if the new circuitry can fin a way to be fault tolerant by working around bad cells.  The Cell Matrix has implemented defect tolerance and self testing in their architecture.  They have designed a test driver which has the following goals:

1. Permit reporting of faults with a high resolution

2. Permit access to a region despite failed regions near it. 

3. It should be easy to extend to a decentralized, parallel, distributed fault testing process with as small a footprint as possible. 

4. Have a driver which can share the hardware with other tasks so it can perform its functions on subcomponents of a critical system while that system is running. [DURBECK01]

The Cell Matrix architecture outline is well planned and several experiments on digital circuits have been promising.  However, no experiments have yet been performed on any microscopic components.  In theory the layout may be scalable and successful; more incorporation of current nano-component research should be considered. 

3.8    NanoPrism

It has already been determined that fault tolerance, while something not so prevalent in the construction of silicon chips, will need to be an important part of any architecture presented for a nanocomputer.   One way in which many manufacturers provide better reliability is by implementing techniques to increase redundancy.  However, it is known that adding redundancy cannot always increase reliability of a device due to the fact that the redundant device can also contain faults.  A paper from Virginia Tech is attempting to determine the level at which fault tolerance and redundancy can produce a reliable nano-architecture.  

As stated by the researchers, “The questions we try to answer in this paper is, what level of granularity and what redundancy levels result in optimal reliability for specific architectures. In this paper, we extend previous work on evaluating reliability-redundancy trade-offs for NAND multiplexing to granularity vs. redundancy vs. reliability trade-offs

for other redundancy mechanisms, and present our automation mechanism using the probabilistic model checking tool PRISM.” [BHADURI04]
The NANOPRISM tool is based on another probabilistic model checking tool called PRISM built at the University of Binghamton, which is designed for conventional CMOS architectures.  

The NANOPRISM tool will be a valuable resource for building a new architecture for a nanocomputer.  Redundancy can be a very important yet delicate technique to employ, due to the fact that employing too much can cause a lessening of reliability, not to mention the fact that there are several levels of granularity at which redundancy can be implemented.    
Because this tool automates the checking of a defect tolerant architecture, areas in which trade off levels are achieved can be identified much more quickly.   The number of circuits and cells are going to increase exponentially as nanodevices scale up to the level they are supposed to be at.  If we currently have almost 1 billion transistors on a single silicon chip, the number of devices we can just imagine the numbers present in a nanocomputer. 
4   A Proposed Nanocomputer Architecture Design
After looking at all of these different nanodevices and proposed networks and architectures, how can we determine what is the best direction to go in order to create the optimal computer architecture for the next generation?   The first thing to look at is what will be the major issues and limitations with the devices we wish to use as the basic building blocks for our computer.  The focus will not necessarily be on how these devices will be built whether that is through lithography or self assembly, it is immaterial, and concern about cost will be factored in, but not necessarily a focal point.  Rather, we are more concerned with what qualities the finished product and the surrounding architecture will need to possess in order to be successful.  What are some qualities are interested in? 
· Fault Tolerance,
· Self testing / Re-configuration,
· Heat Tolerance and Power Dissipation,
· Independent and parallel processing,
· Improved communication, handling current pervasive bottlenecks in interconnections, 

· Scalability.
We will use these important qualities as a guide to what each nanocomputer component will contain, as we lay out our proposed nanocomputer architecture from the bottom up.  

4.1  Chip Design

The chip design of the nanocomputer would be best suited to have a carbon base which is both self-testing and reconfigurable.  Because we know that faults will be at levels upwards of 10% for any chip built in the nanometer range, it will be necessary for these features to be part of any solution we choose.   Also, it’s important to remember the breadth of our failure rate.  A Nanocomputer will contain not just one billion but several billion chips.  If we have a computer with 5 billion chips, we will have 500 million chips which are defective with a 10% error rate.  It will be an important cost factor to be able to repair these chips after they have been fabricated.
Of the research we have gone over thus far, the best proposed replacement for the CMOS chips is the NanoBlock, based on the FPGA, the Field Programmable Gate Array.  These blocks are carbon based.  These devices have been created from a bottom up assembly; they are fault tolerant and reconfigurable.  Bad devices or blocks of devices can be swapped out if necessary.   Another advantage to the NanoBlock is that it is chemically assembled, allowing more flexibility with reconfiguration.  The devices can be manipulated so that changes can be made to improve any faults which may make an entire block unusable.  
The argument for NanoBlocks also stems from the need to insure heat and power dissipation.  The NanoBlocks are low power devices, and this makes it a good candidate as a base for building a nanocomputer.
4.2    Instruction Set Design

Very little research in nanotechnology has addressed the future of instruction set design.  We know that our hardware systems will become more complex and more powerful.  We can infer that the instruction set design should then move back from a reduced instruction set (RISC) design to a more powerful complex instruction set (CISC).  This way, we can take advantage of the improvements in the hardware and write less complex compilers.     The instructions can also perform more work in a single clock cycle, improving the speed operations are performed in the system.  However, the one architecture that we have looked at which took instruction set design into consideration only used a simple accumulator.  One would think that a more complex design would be beneficial and more productive, but it is possible that a simple approach will be the best way to manage so many million components.  RISC was chosen as the instruction set for this generation of components due to cost, and it’s conceivable that the next generation will choose a similarly simple instruction set due to size constraints and sheer numbers.   The instruction set will presumably be one of the last design components to consider, but designers must take it into consideration when building components.
4.3    Interconnections and Communication Points

Interconnections are another vital piece to consider.  If there can be devices in the multi-billion in a nanocomputer, these nano-connectors will also number in the multi-billion and will need to be efficient and allow for both local and global communication.    The development of nanowires as communication pathways between neighboring cells is the most well developed form of nano-sized interconnects.  The carbon based nanowires are the most promising format because of their stability.  These devices also allow for self-testing, reconfiguration, and self-assembly.  Each of these qualities makes it an attractive component in terms of costs, reliability, and practicality.   It is also presumed that the reduction in size of these wires can improve density and we can move more data through interconnections at a faster rate.  This can reduce starvation which can sometimes occur in a system due to bus latency and lack of bandwidth.  

While carbon nanowires have been produced in the lab, the nanowires which we must use in our nanocomputer must improve their resistance.  Arranging these nanowires in a Markov Random Circuit as one group of researchers has proposed would be a valuable arrangement, and would be an important algorithm to employ in a nanocomputer.  
4.4   Main Memory, Multiprocessing and Instruction Level Parallelism
Memory management is and will continue to be a very difficult topic facing all computer designers.   Virtual memory demands which are currently limited by space will be unlimited in a nanocomputer architecture.  Memory will be more plentiful, cheaper and faster in a nanocomputer, and we can expect to move from the 1 gigabyte of memory standard on modern computers to numbers two to five times more powerful.  However, these advantages will bring a new host of issues.   Instruction level parallelism may be more difficult because there will be so much more data to handle.  Algorithms will need to be developed to insure that critical sections of code are executed properly.   However, we do know that we will have many more CPUs which we can cluster together with much less space and cost requirements.   
It is likely that instruction level parallelism will fall away to a new paradigm of handling large scale multiprocessing.  Perhaps machines will be split apart so that certain CPUs are specifically for certain jobs, or certain tasks within a computer.  Nanocomputer research has not reached the point of coming up with a memory management scheme, but the chances that it is exactly as we handle memory today is unlikely.  
4.5   Storage

A nanocomputer will have the possibility of an unlimited amount of storage space.  Currently we have computers which can hold up to 150 gigabytes of information.  We expect a nanocomputer to be able to hold terabytes of information.  These storage disks will also be easily searchable and can also be partitioned.  Presumably we can hold volumes of data, and backup tapes or requiring repositories to be placed on a network of computers to make up a server can be a thing of the past.  Smaller embedded devices will be able to hold much more data as well.  Our entire medical history can exist on a key, or entire music collection can exist on a device the size of a credit card or smaller.  
5    Conclusion
The future of nanotechnology will bring exciting change to the computing industry.  We are promised machines which are faster, cheaper, and smaller.  This promise will come with incredible challenges and sacrifice, and the computing industry must be flexible and agile enough to meet the demands of manufacturing these new devices and designing the machines which will contain them.  The industry must also change the current manufacturing processes and current design paradigms to meet the differences between this new generation of devices and our generation.
These new devices will require a completely new approach in manufacturing, moving from lithography top down design to bottom up design.  It may also require self-assembly of components in order to be economically viable.  This will require a new set of manufacturing tools and processes.  Computer manufacturers will have to change their plants and assembly lines completely in order to build these new components. 

A nanocomputer will also require a new instruction set, and innovative ways to handle the new challenges when dealing with molecular components must be considered. Hardware will be less reliable and self-testing and self-configuration must be built in to any nanocomputer.  This may make manufacturing more expensive at first, and more time consuming. 
The end of hardware improvements predicted by Gordon Moore is upon the computing industry, and lab experiments to build the next generation of hardware must take shape to keep pace with the demanding computing needs of the world.   Valuable research has been made in many areas, but we are still in the primitive phases.  The industry has about ten or twenty years left before this paradigm shift must occur.  It can be gleaned that we could experience some setbacks in the new generation of devices were they may not perform as reliably or as quickly as we are used to with CMOS based computing devices.  However, one could say that it would be worth taking a few steps back in order to move many hundreds of steps forward, which is what nanotechnology is promising us. 
6   Figures and Tables

Below are some pictorial representations of some of the nanodevices and architectures we have discussed in this paper. 
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Figure 1.1:  A two input AND gate implemented in a CAEN grid
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Figure 1.2QCA Four Dot cell
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Figure 1.3  Structure of a CMOL circuit
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Figure 1.4:  3x3 cell matrix
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