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Abstract
In this paper we design and develop an annotated corpus—Chinese Dependency Treebank (CDT). With large scale of corpus and diversity of information, this treebank attempts to provide a resource which is more effective on training statistical parser. It is annotated within dependency formalism. Different from some existing treebanks which focus on syntactic and semantic annotation, CDT pays additional attention on annotation of lexical and phrasal information. Besides dependency relations, verb subclasses and noun compounds are annotated in this treebank. All of them are used to improve the performance of the parser. In addition, an incremental strategy that efficiently speeds up the annotation is described. We also discuss the mapping between dependency structures and phrase structures. 
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1. Introduction

Corpus-based method has contributed greatly to natural language processing. Especially the syntactically annotated corpora, known as treebanks, are indispensable resources to syntactic analysis. Therefore, the construction of treebank plays an important part in statistical parsing community.

Besides syntactic tags, existing treebanks tend to be annotated with deep linguistic knowledge. Sinica treebank focuses on annotating semantic structure (Chen et al., 1999). PARC Bank contains predicate-argument relations apart from a wide variety of grammatical features (King et al., 2003). Though no semantic tags are available, Penn Chinese Treebank (PCT) is annotated with rich functional tags and null categories (Xue et al., 2004). Richer semantic knowledge is contained in another large Chinese corpus—Semantic Dependency Net, where 59 semantic dependency relations are annotated (Li et al., 2003). On the other side, a strategy of annotating partial syntactical structures has been also adopted in (Xu et al., 2004). Such shallow treebanks need relatively small cost of annotation, but cannot meet the request for full parsing and only be used in a limited way.

Different from two types of corpora mentioned above, we try to build a treebank that is more suited to train statistical parser than current annotated corpora. Much information, we think, could be employed to improve the performance of parser if the corpus is annotated in proper fashion. As indispensable part of treebank, segmentation, part of speech (POS) tags and syntactic tags are annotated in CDT. Furthermore, two additional labels are included in this treebank, one is verb subclasses and the other is noun compounds. The preliminary experiment has been carried out to demonstrate the efficacy of verb subclasses in parsing.

The paper is organized as follows. Section 2 presents an overview of Chinese Dependency Treebank. Section 3 briefly describes our four levels of annotation: POS tags, verb subclasses, noun compounds and dependency relations. Section 4 discusses the annotating process which is taken as an incremental way. We also provide some experiences on annotation tool that can remarkably speed up annotation process. Section 5 briefly compares our treebank with some related treebanks. Section 6 discusses the mapping between two different formalisms, taking Penn Chinese Treebank and Chinese Dependency Treebank as examples. Finally this paper draws some conclusions and gives some future directions.
2. An Overview of Chinese Dependency Treebank
We briefly describe our treebank from following aspects: data selection, corpus scale and treebank format. The raw data are from the corpus of People’s Daily. First, all the articles are broken into a sequence of sentences which end with periods, exclamation marks, questions marks, semicolons, or return marks. Second, some sentences are extracted randomly from the corpus. Finally the undesirable sentences, such as ill-formed sentences and shorter sentences, are eliminated by hand. Totally 60 thousand sentences which contain around 1.2 million words are extracted in this manner.
Three types of information are annotated in CDT: lexical information, phrasal information and syntactic information. An example annotated with different information is showed in Figure 1. 



Lexical tagging in (b) contains segmentation, POS tags and verb subclasses. The phrasal information with noun compounds boundary is annotated in (c). All the dependencies in (d) represent the parsing result. Each dependency is expressed as the form of “[indexi]Wi_[indexj]Wj(Rk)”, where the first word Wi is the head and governs the second word Wj with relation Rk.  Each word is assigned an index to denote its identity. The node “<EOS>” is the artificial root to label the root of tree.

The textual mode of parsing result in (d) provides a machine-readable form. Its graphical mode is showed mode in Figure 2, from which we can see that words are nodes of dependency tree and no non-terminal nodes are available like phrase structure tree. Two nodes are linked by a directed arc whose direction is from dependent word to head word. The relation types are listed on the arcs. 
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3. Multilevel Annotation
CDT is expected to become effective training data for statistical parser. We annotate the information as much as possible to cover a broad variety of phenomena. A scheme of multilevel annotation is adopted in our treebank project. It includes four levels of annotation: Segmentation and POS, verb subclasses, noun compounds and dependency relations. All the four levels are described in the sections.
3.1 POS Tags
The use of large lexicon reduces the uncertainties of segmentation, so complicated specification of segmentation is not necessary in our task. Yet choice of a POS tagset has to be made for POS tagger. 

How many POS tags are best suited to language analysis? More than ten years ago POS tagsets were usually extensive when they were used to annotate corpora. The size varied from 87 simple tags of the Brown Corpus to 197 tags of the London-Lund Corpus of Spoken English (Garside et al., 1987). (Marcus et al., 1993) pared them down considerably through eliminating some lexical redundancy and made a tagset with 36 POS tags. And such tagset is adopted by many researchers. 

Many Chinese POS tags are similar to that of English, but there are some discrepancies in different Chinese tagsets. The 863 tagset is adopted to annotate our treebank because it is a relatively simplified version and compatible with most other POS tagsets. All the tags are showed in Table 1
. After automatic segmentation and POS tagging, the results are corrected by hand. 
	Tag
	Description
	Example
	Tag
	Description
	Example

	a
	adjective
	美丽
	ni
	organization name
	保险公司

	b
	other noun-modifier

	大型, 西式
	nl
	location noun
	城郊

	c
	conjunction
	和, 虽然
	ns
	geographical name
	北京

	d
	adverb
	很
	nt
	temporal noun
	近日, 明代

	e
	exclamation
	哎
	nz
	other proper noun
	诺贝尔奖

	g
	morpheme
	茨, 甥
	o
	onomatopoeia
	哗啦

	h
	prefix
	阿, 伪
	p
	preposition
	在, 把

	i
	idiom
	百花齐放
	q
	quantity
	个

	j
	abbreviation
	公检法
	r
	pronoun
	我们

	k
	suffix
	界, 率
	u
	auxiliary
	的, 地

	m
	number
	一, 第一
	v
	verb
	跑, 学习

	n
	general noun
	苹果
	wp
	punctuation
	，。！

	nd
	direction noun
	右侧
	ws
	foreign words
	CPU

	nh
	person name
	杜甫, 汤姆
	x
	non-lexeme
	萄, 翱


Table 1.  The 863 POS tagset

3.2 Verb Subclasses
Small tagset tends to induce grammatical ambiguities since one POS often plays several grammatical roles. It is obvious that splitting POS tags will help to eliminate ambiguities in parsing task. The great influence of granularity of POS tags on parser accuracy has been demonstrated in some works. Most of them make subdivisions through either annotating parent of tags, or splitting off several classes of common words. In such way (Eisner, 1996; Klein and Manning, 2003; Levy and Manning, 2003) have investigated some subdivisions of POS tags and show their advantages on parser. 

Verbs are highly inconsistent and idiosyncratic and hence have more various behaviors in syntactic analysis. A lot of work of classifying verbs into more subclasses has been done. (Beale, 1988) subcategorized about 2,500 verbs into 11 classes according to functional criterion to develop his lexicon. In Penn English Treebank verbs are classified into 6 classes according to different forms of verbs. 

Unlike English, Chinese words have no inflection information and a verb always appears in the same form no matter whether it functions as verb or others. So verbs will lead more confusion in Chinese parsing than in English. For example, the verb “会(hui)” exhibits different characteristics in the following two sentences. 
(a)  他/r 会/v 两/m 门/q 外语/n  

(He masters two foreign languages.)
(b) 这/r 项/q 基本/a 政策/n 不/d 会/v 改变/v  

(This basic policy will not change.)
The first “会” is a predictive verb and functions as head of sentences, yet it is a modal verb in (b) which cannot govern other words
. Subdividing such verbs according to their grammatical characteristics will be helpful to syntactic analysis.
Verbal categories of existing Chinese Treebanks differ greatly from each other. For instance, Penn Chinese Treebank contains only 3 subclasses of verb (Xue et al., 2004). Tsinghua Treebank splits verbs into 7 subclasses (Zhou and Sun, 1999). On the other side, Sinica Treebank classified verbs into more than 40 subclasses (Chen et al, 2003). We don’t mean to extend POS tagset to such as (Garside et al., 1987)’s ideal: providing distinct codings for all classes of words having distinct grammatical behavior. Our goal is to augment the ability of verbs to resolve the syntactic ambiguities. Meanwhile the sparse data problem and annotation cost are also considered. So the verbs are subdivided into 8 subclasses that are listed in Table 2. 

According to Table 2, the verb “会” would be annotated with “vg” in (a) and “vz” in (b). The experimental results have demonstrated the positive effect of verb subclasses on dependency parsing. Around 3% improvement on parsing accuracy has been yielded in (Liu et al., to appear). 
	Verb
	Description
	Examples

	vx
	copular verb
	他 是 对 的 (He is right)

	vz
	modal verb
	你 应该 努力 工作 (You should work hard)

	vf
	formal verb
	他 要求 予以 澄清 (He’d demand an explanation)

	vq
	directional verb
	他 认识 到 困难 (He has realized the difficulties)

	vb
	resultative verb
	他 看 完 了 电影 (He has seen the movie)

	vg
	general verb
	他 喜欢 踢 足球 (He likes playing football)

	vn
	nominal verb
	参加 我们 的 讨论 (take part in our discussion)

	vd
	adverbial verb
	产量 持续 增长 (production increases steadily)


Table 2. The scheme of verb subclasses
3.3 Noun Compounds

Noun phrase analysis is a critical problem in the natural language processing. Several types of phrases have been defined and researched such as BaseNPs and maximal noun phrases (Church, 1988; Chen et al., 1994). We pay more attention to the noun compounds
 which play a greater role than other noun phrases in Chinese syntactic analysis. 
A formal definition of Chinese noun compounds is present as follows:

noun compound → modifier + head

modifier → noun1 | verb |other noun-modifier

head → noun2 | nominal verb

noun1 is all kinds nouns including foreign words and some abbreviations. noun2 is the same to noun1 except no location noun and temporal noun.
Following the above definition, the noun compounds are annotated in CDT.  Besides determining the boundary we also distinguish the classes of noun compounds as: person, location, organization, other proper nouns and general nouns, which provide more knowledge to parser and other applications. The sentence (c) in Figure 1 is labeled with noun compound.
Noun compounds are common in English and have been investigated in some works (Lauer, 1996; Buckeridge et al., 2002). It seems that such noun phrases are more common in Chinese. (McDonald, 1982) identified 252 s in around 500 sentences of Newsweek and New York Times articles. With our broad definition, there are 10,785 noun compounds are found in 10,000 sentences. As a typical meaning-combined language, Chinese generates its noun compounds in a more flexible manner than English. Chinese verbs often join in noun compounds with no inflection information, which adds difficulties to syntactic analysis. For example,

(a)  改善/vg 生态/n 环境/n 方面/n  


(aspect of improving ecological environment)


(b)  贸易/n 合作/vn


(trade cooperation)

Verbs “改善” and “合作” are part of noun compounds in the above example. Such noun compounds are more prone to error than other noun phrases when all the words are parsed equally. More than 5% errors that are related to noun compounds have ever occurred in our parsing results.
That noun compounds are recognized beforehand will be helpful to syntactic parsing. According to most views, the composition of nouns yields an element with essentially the same syntactic behavior as the heads. It means that after noun compounds are recognized only the heads join the next syntactic analysis. Hence, an intractable problem branches from parsing task, which could achieve a higher performance (Lauer, 1995). Similar idea also was employed in (Collins, 1996) who used a BaseNP recognizer to preprocess his parser.
In addition, noun compounds recognization can meet some important applications directly. Machine translation and information retrieval are two worthwhile tasks for noun compounds processing technology (Gustavii, 2004).
3.4 Dependency Relation

Syntactic annotation is the most important part in treebank project. Generally three types of formalisms are followed: phrase structure grammar, dependency grammar and self-defining grammar. Penn English Treebank, the most widely used English treebank, was annotated with phrase structure grammar (Marcus et. al., 1993). Since then, similar treebanks are built in many languages such as Spanish Treebank (Moreno et al., 2000), Hebrew Treebank (Sima'an et al., 2001) and Penn Chinese Treebank (Xue et al., 2004). Dependency grammar is adopted in other treebanks such as Prague Dependency Treebank (Hajic, 1998), PARC Bank (King et al., 2003) and a small annotated corpus of Chinese text (Lai and Huang; 2000). Some others choose their own syntactic formalisms or combine the two existing grammars to annotate treebanks. (Chen et al., 1999) built Sinica treebank based on Information-based Case Grammar and (Brants et al., 2002) annotated the TIGER treebank using a hybrid framework which combines advantages of dependency grammar and phrase structure grammar. Our choice of annotating formalism takes into account the advantages of dependency grammar (King et al., 2003) and the lack of Chinese dependency treebank
. 
Although much experience about syntactic annotation can be acquired from previous treebank projects, we have to deal with two problems: (1) how to annotate—which two words should be linked in a sentence; (2) what relations—what relations should be determined between two nodes. 
3.4.1 How to Annotate

Two principles are observed to decide which two words should be linked.

(1)
Semantic principle

The final goal of syntactic analysis is to understand language, so syntactic structures are inseparable from semantic relation. Our scheme stipulates that dependency relation gives priority to those words whose link will generate new meaning. It also can be said because there is dependency relation in the two words new meaning appears. For example,

(a)
200 多 名 中外 记者 参加 了 招待 酒会 。

( More than 200 Chinese-foreign journalists attended the party. )
Following the semantic principle, we would determine these dependencies firstly:

(5)记者_(4)中外

(9)酒会_(8)招待


(6)参加_(9)酒会

(6)参加_(5)记者
(2)
Skeletal principle

The main meaning of sentence can be conveyed by partial words that are named as the skeletal constituents. The meaning of sentence (a) can be expressed as follows:

记者 参加 了 酒会   (journalists attended party)
Other words are taken as supplementary constituents. We stipulate that skeletal constituents should be linked in high level and supplementary constituents are dependent on them. Following skeletal principle, remaining words could find their headword. The dependency tree of sentence (a) is showed in Figure 3. 
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Figure 3.  A dependency tree used to explain the annotation principle
3.4.2 What Relations
Another question is what relations should be used to denote given dependencies. Three factors are taken into consideration in making decision: 

(1) The broad coverage of syntactic relations; 

(2) Easily understanding to annotators; 

(3)Portability to and from other grammatical formalisms. 

A number of relations are necessary to cover various linguistic phenomena, whereas too many relations will increase the difficulties of annotation and also result in the sparseness problem. Meanwhile, considering potential requirement that users need to convert the treebank into an alternative desired representation scheme, we design a dependency relations scheme as general as possible. The scheme adopts 24 function tags which are listed in table 3. The mapping with other formalisms will be discussed later.
	Relation
	Description
	Relation
	Description

	ADV
	adverbial
	HED
	head

	APP
	appositive
	IC
	independent clause

	ATT
	attribute
	IS
	independent structure

	BA
	ba-construction
	LAD
	left adjunct

	BEI
	bei-construction
	MT
	mood-tense

	CMP
	complement
	POB
	preposition-object

	CNJ
	conjunctive
	QUN
	quantity

	COO
	coordinate
	RAD
	right adjunct

	DC
	dependent clause
	SBV
	subject-verb

	DE
	de-construction
	SIM
	similarity

	DEI
	dei-construction
	VOB
	verb-object

	DI
	di-construction
	VV
	verb-verb


Table 3. Dependency relation tags in CDT
4. Syntactically Annotating 

Most treebanks are built through two steps: parsing text by a parser and then correcting it by hand. Post-annotation check with automatic tool is also made in some projects. Our project adopts an incremental annotation strategy which makes treebank be built in an efficient way. Three parsers are developed stepwise during the annotation and a well-designed tool to speed up annotation and check is also developed.
4.1 Incremental Methodology
4.1.1 Developing Unsupervised Parser

It is necessary to parse sentences automatically before annotation. A parser with high performance will undoubtedly improve the efficiency of annotation. Nevertheless Chinese dependency parser is not available for us at the beginning, so the first parser (Parser-1) is developed based on unsupervised method.

Parser-1 is obtained in a quite simple way. First collocations are extracted from a segmented corpus according to mutual information. Then the collocations with low frequency are filtered. Finally the sentences are parsed according the strength of the collocations. A greed algorithm is used to search the best path.

To reduce the difficulties in parsing, short sentences whose average length is 9 words are selected. The parsing results, though not very satisfied, are proved to be helpful to annotation. While correcting the automatically parsing results two choices are provided to annotators: (1) all the arcs are removed and the sentences are annotated from the scratch; (2) the parsing results are remained and annotators simply correct the erroneous dependencies. 200 sentences are recorded to examine the preference of all the annotators. In practice only less than 1/5 parsing results are treated in the first way. (Marcus et al., 1993) conducted such test during their annotation and similar conclusion was drawn.

At the time we annotate the first dependency treebank (CDT-1) with 7,300 sentences, which is used as seed set to develop next parser. The sentences in CDT-1 are only annotated with skeletal structures. One of the annotated results is showed in Figure 4.
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Figure 4. A skeletal dependency tree

4.1.2 Developing Supervised Parser under Small Training Data

Small as it is, CDT-1 provides a valuable resource with which a statistical parser can be developed based on supervised method. Taking CDT-1 as training data a probabilistic model is built. In this model the dependency tree t is viewed as a sequence of links L1, L2, …, Ln-1. Each link consists of a dependency arc and two nodes. Making the independence assumption that all links is independent each other, the best dependency tree t* can be expressed as:
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Link Lk is expressed as a 4-tuple < Tagi , Tagj , Direction, Distancej-i >, where Tagi and Tagj are the POS tags of two nodes, Direction and Distance is the direction of the arc and the distance of two nodes. Probability p(Lk) is obtained by maximum likelihood estimation based on CDT-1. 

Only legal trees can be generated under the constraint of dependency grammar. From all the paths, dynamic programming algorithm is carried out to search the most likely one as the final result t*. This parser (Parser-2) shows a good behavior in parsing relatively short sentences (Ma et al., 2004).

We extract 45,000 sentences from corpus for the construction of the second treebank (CDT-2). Its average sentence length is 20 words. Although the longer sentences lessen the accuracy of parsing, this annotation is more efficient than the first. The sentences in CDT-2 are still annotated with dependency skeletal structures as CDT-1.
4.1.3 Developing Lexical Statistical Parser

It is possible that a more powerful parser can be developed with the large annotated corpus CDT-2. We propose a new lexical probabilistic model in which lexical information is introduced. Link Lk is expressed as a 4-tuple <Wordi, Wordi, Direction, Distancej-i >. Meanwhile governing degree
 of words is used to identify the syntactic structure. The lexical method overcomes the drawback of POS dependencies and governing degree of words avoids producing some ill-formed structures. Experimentally this parser (Parser-3) has the better performance than Parser-2 (Liu et al., to appear). 

10,000 sentences are parsed by Parser-3 and then corrected by annotators. The dependency relation tags are added in the annotating process. The relations between two nodes are indeterminate when nodes are represented by POS. For example, there are at least four relations between two verbs: 



V←V ：VOB VV COO CMP

We design a semi-automatic process to annotate the relation tags as follows: 


Where, the list is used to save all the relation tags and several queues are used to save relations that have appeared under certain condition. From the start the relation tags are chosen randomly from their lists. All the candidates are saved in the queue which is ordered according to frequency so that the highly frequent one always lies in the top. After annotators select the right relations, their tags can be remembered in the corresponding queue.

All the sentences constitute the third treebank CDT-3, which has been shared with academic community
.
4.2 Manual Annotation

Manual annotation is an arduous and important job in building treebank. The effort to organize the annotation is also a difficult task. Fortunately much experience can be obtained from previous works (Xue et al., 2004; Hajic, 1998). All the members are divided two groups: four students majoring in computer science work as annotators, and the authors of this article word as organizers who are responsible for establishing the annotation specification and checking the annotated results. 

Our annotation specification is made based on the evidences found in the data and grammar books. So it is inevitable that there are many gaps between real languages and finite grammatical rules. Actually occurrence of all kinds of problems runs through the entire process of annotation. The following problems occur frequently at the beginning of annotation:

(1) Many linguistic phenomena are not covered in the specification; 

(2) There are some contradictions between rules and real languages;

(3) Annotators don’t capture the meaning of the specification; 

(4) Inconsistent annotation between annotators often occurs. 

Our annotation process is also viewed as a cyclical process like Prague Dependency Treebank (Hajic, 1998). First each problem that annotators come across would be recorded. Then organizers collect all the problems and deal with them in time. Sometimes specification may be changed if necessary. Meanwhile spot checks are made on annotated results by organizers to find out inconsistency problems. Finally regular discuss is held to solve the problems above. At the early period the meeting is held every 2 days. The interval of meeting increases to 5 days with reduction of problems. Effective communication prevents from the propagation of errors. Inconsistent annotation also decreases gradually. 

The last process is to check the annotated results. Such task is completed by organizers at the assist of a checking tool, which is described in next section.
4.3 Annotation Tool

Good annotation tool will not only speed up annotation process but also help to ensure the quality of treebank. A multi-purpose tool is designed in our treebank project. The tool provides a visualized interface to facilitate the annotation. It functions in following cases: 

(1) Speeding up annotation. Parsing results are grammar trees actually so the graphical representation is easier to understand than textual representation. Visualized expression not only is helpful to understand the syntactic structure of sentences but also facilitates annotator to correct wrong arcs. Adding a dependency arc needs to click mouse two times and deleting an arc only needs one time.

(2) Automatically checking some illegal annotation and preventing some errors from oversight. Occasional carelessness is difficult to avoid in the process of annotation. Fortunately many errors can be detected by tool. Two types of errors can be checked by tool: violating the dependency formalism and conflicting with the specification.

Any annotated result should be accepted by dependency grammar. The tool examines its reasonability from the four aspects: the omission of arc, crossing arc, multiple parents, and cycle. Only the results that pass the examination can be accepted. Another function of the tool is to find out potential relation errors. Some impossible relations are made in rule forms beforehand. If those relation tags appear in the sentences the tool will warn annotators until the errors are removed.

(3) Post-annotation check. The final check is still an arduous task. A query tool is provided to help organizers to check treebank. The errors in treebank often appear repeatedly. This tool can find out the specific fragment from the corpus according the query that can be expressed as many forms such as word forms, POS tags and relation tags. Therefore, once an error is detected in the final check, similar errors can be found easily through query tool. Such tool considerably improves the efficacy of check in practice.

5. Comparison with Other Treebanks

We make a brief comparison between our treebank CDT and some related treebanks, including two Chinese treebanks—Sinica Treebank and Penn Chinese Treebank; two dependency treebanks—Prague Dependency Treebank and PARC Bank.
5.1 Two Chinese Treebanks

Sinica treebank is the first structurally annotated corpus of Chinese and now has reached a large scale of 240979 words, 38944 grammar trees (Chen and Hsieh, 2004). PCT is another Chinese treebank released by Upenn where the best known English treebank is created. It contains 250 thousand words and the average sentence length is 28.9 in PCT-II. CDT contains 1.2 million words totally and 200 thousand words in CDT-3 have been annotated with multilevel information: morphology, phrase and syntax. The average sentence length in CDT is 20 words.

For the data source, Sinica treebank’s text material is extracted from Sinica Corpus that is a balanced corpus. But its traditional language is different from simplified language to some extent. The text in CDT is extracted from People’s daily. In contrast PCT has better diversity in text distribution. Its material comes from Xinhua newswire, Hong Kong News and Sinorama.

In formalism respect, Sinica treebank proposes Information-based Case Grammar (ICG) as the framework that can represent syntactic and semantic information. It focuses on semantic structure and contains 72 semantic role labels totally. PCT uses similar notational devices to Penn English Treebank, annotating rich phrase categories and functional tags. It goes further than the English Treebank in marking dropped argument, providing argument/adjunct distinctions and some NP-internal structure. CDT is created within dependency formalism. Beyond syntactic dependency relations it pays much attention on the lexical and phrasal knowledge—verb subclasses and noun compounds are annotated in the treebank. 
5.2 Two Dependency Treebanks

The Prague Dependency treebank is one of the first treebank annotated with dependency grammar. It is also the first Czech annotated corpus which provides the foundation for research of inflectional and free word order languages. Its textual data are selected from the Czech National Treebank and contain a variety of genre. The PARC 700 Dependency Bank is small English annotated corpus and is also one of the first dependency treebank of English. It consists of 700 sentences which were randomly extracted from the Upenn Wall Street Journal Treebank.

Prague treebank is a large scale corpus and contains half million words. It aims to be used for further linguistic research, especially provide a basis for creating a statistically-based parser of unrestricted written text. The PARC was created to fill up the deficiency of existing treebanks in evaluating predicate-argument structure. It can directly be applied for a dependency-based evaluation of parsing system. Furthermore, PARC may be useful to evaluate parsing systems that were not trained or created from the UPenn treebank. CDT aims to provide an effective training and test corpus for Chinese dependency parsing. The scale of treebank and diversity of information are its emphasis.

Prague treebank has richer syntactic tags than PARC and CDT. It contains 12 node attributes and 29 analytical function attribute in which almost each attribute has 3 suffixed tags. PARC contains 19 syntactic tags and 28 features. CDT contains only 24 syntactic tags. However, the Prague Dependency Treebank does not encode linear order although it does use tree structures to encode dependencies. Word order is kept in PARC and CDT through indices.

Different from other two treebanks, CDT assigns some particular syntactic structures individual dependency relations. For instance, syntactic structures guided by frequent function words such as “的/DE”, “地/DI”, “得/DEI”, “把/BA” and “被/BEI” are annotated with corresponding relations. It is expected to augment the distinguishment of grammatical ambiguities.
6. Mapping with Phrase Structures

Treebank projects have constructed research infrastructures for statistical parser. However, different annotation schemata restrict the utilization of resources. Two treebanks with different schemata cannot be used to train and test the same parser. By far some works have been done to convert dependency structures into phrase structures (Xia and Palmer, 2001), or vice versa (Bohnet, 2003). The conversion work can also be used to evaluate broad-coverage parsers (Lin, 1995). Obviously it is a significant work to make conversion between different annotation schemata. 

We take generalization into consideration during development of scheme. The dependency scheme is designed deliberately so that it can be converted into phrase structure with less difficulty. In this section taking PCT as example, we briefly discuss the feasibility of conversion between our dependency structures and phrase structures. Two grammar trees of the same sentence are showed in Figure 5 as an example to illustrate such process.
6.1 Converting Phrase Structures to Dependency Structures

As Figure 5 (a) and (b), two types of information have to be determined when converting phrase structures to dependency structures: (1) heads of dependencies; (2) relation tags of dependencies.

Heads of phrase structures can be obtained by looking up a head percolation table, which is adopted in (Magerman, 1995) and (Collins, 1997). Such table for a strictly head-final (or head-initial) language is very easy to build (Xia and Palmer, 2001). Chinese just is such language, so by associating words and POS tags with each non-terminal in PCT we build a head percolation table. The words in parenthesis are the heads of structures in Figure 5(b). After determining the head of each structure in PCT, the phrase structures can be converted into dependency skeletal structures by making other words of constituent depend on the head.
The second problem has been covered in (Bohnet, 2003) that maps NEGRA corpus onto dependency annotations. Relation tags in CDT can be converted from tags of PCT except several particular tags. We make conversion in three ways: 



   西门子/ni 将/d 努力/d 参与/v 中国/ns 的/u 三峡/nd 工程/n 建设/n

(Siemens will try to join in the construction of Sanxia project of China)
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(1) Direct mapping from phrase tags and function tags. Most relation tags have the same meanings with phrase tags and function tags in PCT and can be obtained by one-to-one or many-to-one mapping. These tags are listed in Table 4.
	Tags in PCT
	Tags in CDT
	Tags in PCT
	Tags in CDT

	ADVP, TMP, LOC, DIR
	ADV
	PP*
	POB

	NP*, LCP*, DP*
	ATT
	QP*
	QUN

	VRD
	CMP
	SBJ, LGS, TPC
	SBV

	PRN*, FRAG*
	IS
	OBJ, IO, PRD
	VOB

	DNP*
	DE
	VCD
	VV

	IP
	HED
	VRD
	CMP


Table 4. The mapping from phrase and function tags to dependency relation tags. The labels with star are phrasal categories, and others are functional categories.

(2) Direct mapping from POS or words. Some dependency relations can be obtained according to POS and words. Most of them are relations that represent some specific linguistic phenomena. They are listed in Table 5.
	Tags in PCT
	Tags in CDT
	Tags in PCT
	Tags in CDT

	BA
	BA
	LB, SB
	BEI

	DER
	DEI
	所, 和
	LAD

	等, 多, 们, 以上
	RAD
	AS, SP
	MT


Table 5. The mapping from words and POS tags to dependency relation tags

(3) Indirect mapping. Because of the discrepancy between some POS tags and syntactic tags, following relations cannot be converted directly: APP, CNJ, COO, SIM, DC, IC, and HED. So some extra processing and even manual modification are necessary when converting.
6.2 Converting Dependency Structures to Phrase Structures

When converting dependency structures to phrase structures, two problems need to be addressed: (1) determining the projection level of phrase structures; (2) determining the syntactic tags of phrases. The first problem is intractable because there are a variety of formalisms for phrase structure annotation. That is to say, the mapping from dependency trees to phrase structure trees is one-to-many, which has been discussed in (Collins et al. 1999). (Xia and Palmer, 2001) proposes an algorithm to produce phrase structures that are as close to the ones in PTB as possible. The algorithm can also be implemented to convert CDT into PCT. But such process can be only partially successful because some projection levels in PCT are difficult to grasp. 

Another strategy is to convert dependency structures into the phrase trees that are as fat as possible. It only needs to transform each dependency to constituent from bottom to top. Such conversion is a definite process. For example, the phrase tree in Figure 5(c) is the converted result of the dependency tree in Figure 5(a). On the other side, if the unary non-terminal nodes in phrase structures are removed we also obtain flat phrase trees. In this way the phrase tree in Figure 5(c) can also be converted from the one in Figure 5(b). Thus, this strategy could be as a solution to obtain phrase structures from dependency structures. 

For the second problem, null tags and some functional tags in PCT are not covered in CDT. But the phrase tags in PCT can be converted easily from our scheme. Most phrase tags can be determined merely by the POS of head. Three cases need to be treated when mapping onto phrase tags.
(1) Mapping from dependency relation tags. 
	Relation tags
	DI
	LOC
	POS
	QUN
	COO
	HED, IC, DC

	Phrase tags
	DVP
	LCP
	PP
	QP
	UCP
	IP


(2) Mapping from POS tags of heads. 
	Relation tags
	a
	d
	q
	m
	n
	v

	Phrase tags
	ADJP
	ADVP
	CLP
	LST
	NP
	VP


(3) Indirect mapping. Some phrase tags cannot be obtained directly from the tags in CDT. Tag DP can be determined through dependency relation ATT and corresponding POS. CP and DNP maybe map the dependency relation DE, FRAG. And PRN may map IS. For such cases a little alteration and human verification need to be made.
7. Conclusions and Future Work

In this paper we review our experience with constructing a large annotated Chinese corpus—Chinese Dependency Treebank. Aiming to train a better parser, the treebank provides diverse sources of knowledge. Of them verbs are further classified into 8 subclasses, and noun compounds are bounded and labeled with classes. These two annotations provide statistical parser with more fine-grained information.

An incremental strategy is used to annotate our treebank. Three parsers with different performance are developed stepwise to annotate three corpora: CDT-1, CDT-2 and CDT-3 respectively. Some comparisons with other related treebanks have also been made. Finally we discuss the conversion between dependency structures and PCT’s phrase structures. 

Although dozens of organizations have shared this treebank with the approvement, there is much work still to be done in the future:

(1) CDT-1 and CDT-2 have not been annotated with relation tags. A new parser will be developed based on CDT-3 to annotate CDT-1 and CDT-2 with the relation tags automatically.

(2) A variety of inconsistences and even errors exist in the treebank. It is a long term work to check and improve the treebank.

(3) The conversion with PCT and other treebanks needs to been further explored. Automatic and high-qualified conversion will necessarily expand the application range of CDT.

(4) Developing a dependency parser with better performance based on CDT is the most important part of next work.

Acknowledgements
We thank all the people who have participated in the construction of treebank project. This work was supported by theNational Natural Science Foundation of China under Grant No. 60435020，60575042 and 60503072.
References
Beale, A. D., 1988, Lexicon and grammar in probabilistic tagging of written English, Proceedings of the 26th conference on Association for Computational Linguistics, pp. 211-216, Buffalo, New York.

Bohnet, B., 2003, Mapping Phrase Structures to Dependency Structures in the Case of (Partially) FreeWord Order Languages, Proceedings of the First International Conference on Meaning-Text Theory, pp. 217-216.

Brants, S., Dipper, S., Hansen, S., Lezius, W. G. and Smith, G., 2002, The TIGER treebank,  Proceedings of the Workshop on Treebanks and Linguistic Theories, Sozopol.
Buckeridge, A. M. and Sutcliffe, R., 2002, Disambiguating Noun Compounds with Latent Semantic Indexing, Second International Workshop on Computational Terminology, COLING.

Chen, F.Y., Tsai, P. F., Chen, K. J., and Huang, C. R., 1999, Sinica Treebank, Computational Linguistics and Chinese Language Processing, 4(2), 87–104. (in Chinese)

Chen, K. H. and Chen, H. H., 1994, Extracting noun phrases from large-scale texts: a hybrid approach and its automatic evaluation, Proceedings of the 32nd Annual Meeting of Association of Computational Linguistics, pp. 234-241, New York.

Chen, K. J., Huang, C. R., Chen, F. Y., Luo, C. C., Chang, M. C. and Chen, C. J., 2003, Sinica Treebank: Design Criteria, Representational Issues and Implementation, In Anne Abeille, editor, Treebanks: Building and Using Parsed Corpora, Kluwer, pp. 231-248. 
Chen, K.J. and Hsieh, Y.M., 2004, Chinese Treebanks and Grammar Extraction, Proceedings of the IJCNLP, pp. 560-565.
Church, K., 1988, A stochastic parts program and noun phrase parser for unrestricted text, Proceedings of the Second Conference on Applied Natural Language Processing, pp. 136-143.
Collins, M., 1996, A new statistical parser based on bigram lexical dependencies, Proceedings of the 34th Annual Meeting of the ACL, pp. 184-191.
Collins, M., 1997, Three Generative, Lexicalized Models for Statistical Parsing, Proceedings of the 35th annual meeting of the association for computational linguistics.

Collins, M., Hajic, J., Ramshaw, L. and Tillmann, C., 1999, A Statistical Parser for Czech, Proceedings of ACL, pp. 505-512.

Eisner, J., 1996, Three New Probabilistic Models for Dependency Parsing: An Exploration, Proceedings of COLING, pp. 340-345.

Garside, R., Leech, G. and Sampson, G., 1987, The computational analysis of English: A corpus-based approach, London: Longman.
Gustavii, E., 2004, On the automatic translation of noun compounds: challenges and strategies, Techniquical report, http://stp.lingfil.uu.se/~ebbag/GSLT/NLP/.

Hajic, J., 1998, Building a Syntactically Annotated Corpus: The Prague Dependency Treebank, In: Issues of Valency and Meaning, pp.106-132, Karolinum, Praha.

King, T. H., Crouch, R., Riezler, S., Dalrymple, M. and Kaplan, R., 2003, The PARC700 dependency bank. Proceedings of the EACL03: 4th International Workshop on Linguistically Interpreted Corpora.
Klein, D., and Manning, C., 2003, Accurate Unlexicalized Parsing, Proceedings of the 41th Association for Computational Linguistics, pp. 423-430.
Lai, T. B.Y. and Huang, C. N., 2000, Dependency-based Syntactic Analysis of Chinese and Annotation of Parsed Corpus, Proceedings of the 38th Annual Meeting of the Association for Computational Linguistics, pp.255-262.

Lauer, M, 1995, Corpus statistics meet the noun compound: some empirical results, 33rd annual meeting of the Association for Computational Linguistics, pp. 47-54.

Lauer, M., 1996, Designing Statistical Language Learners: Experiments on Noun compounds, PhD Thesis, Macquarie University, Australia.

Levy, R. and Manning, C., 2003, Is it Harder to Parse Chinese, or the Chinese Treebank? Proceedings of the 42th Association for Computational Linguistics, pp. 439-446.
Li, M. Q., Li, J. Z., Dong, Z. D., Wang, Z. Y. and Lu, D. J., 2003, Building a Large Chinese Corpus Annotated with Semantic Dependency, The Proceedings of the 2nd SIGHAN Workshop on Chinese Language Processing, Sapporo, Japan.
Lin, D. K., 1995 A Dependency-based Method for Evaluating Broad-Coverage Parsers, Proceedings of IJCAI-95, pp. 1420-1427.

Liu, T., Ma, J. S. and Li, S., (to appear), A New Lexical Model for Chinese Dependency Parsing, Journal of Software. (in Chinese)

Liu, T., Ma, J. S., Zhang, H. P. and Li, S., (to appear), Subdividing Verbs to Improve Syntactic Parsing, Journal of Electronics(China).

Ma, J. S., Zhang, Y., Liu, T. and Li, S., 2004, A statistical dependency parser of Chinese under small training data, Workshop: Beyond shallow analyses-Formalisms and statistical modeling for deep analyses, IJCNLP-04.
Magerman, D., 1995, Statistical Decision-Tree Models for Parsing, Proceedings of the 33 rd Annual Meeting of the Association for Computational Linguistics, pp. 276-283.

Marcus, M. P., Santorini, B. and Marcinkiewicz, M. A., 1993, Building a large annotated corpus of English: The Penn Treebank, Computational Linguistics, 19(2), 313-330.
McDonald, D. B, 1982, Understanding Noun Compounds, PhD Thesis, Carnegie-Mellon University, Pittsburgh, PA.

Moreno, A., Grishman, R., Lopez, S., Sanchez, F.  and Sekine, S., 2000, A treebank of Spanish and its application to parsing, Proceedings of the Second International Conference on Language Resources and Evaluation LREC-2000, pp. 107-112.
Sima'an, K., Itai, A., Winter, Y., Altman A. and Nativ, N., 2001, Building a Tree-Bank of Modern Hebrew Text, In Beatrice Daille and Laurent Romary (eds.), Journal Traitement Automatique des Langues (t.a.l.), Special Issue on Natural Language Processing and Corpus Linguistics.
Xia, F. and Palmer, M., 2001, Converting Dependency Structures to Phrase Structures, Proceedings of the Human Language Technology Conference, San Diego.
Xu, R. F., Lu, Q., Li, Y. and Li, W. Y., 2004, The Construction of A Chinese Shallow Treebank, Proceedings of 3rd ACL SIGHAN Workshop, pp. 94-101.

Xue, N. W., Xia, F., Chiou, F. D. and Palmer, M., 2004, The Penn Chinese Treebank: Phrase Structure Annotation of a Large Corpus, Natural Language Engineering, 10(4), 1-30.
Zhou, Q., and Sun, M. S., 1999, Build a Chinese Treebank as the test suite for Chinese Parsers, Proceedings of the workshop MAL’99 and NLPRS’99, Beijing, China, pp. 32-36. 
Figure 5 (b). A Phrase tree in PCT





Figure 5 (c). Converted structure tree





Figure 5 (a). A Dependency tree in CDT





(a)	Sentence in plain form:


	武汉取消了49个收费项目


		( 49 charging items have been canceled in WuHan )


(b)	Lexical tagging:


	武汉/ns 取消/vt 了/u 49/m 个/q 收费/vn 项目/n 


(c)	Phrasal tagging:


	武汉 取消 了 49 个 [收费 项目]


(d)	Syntactic tagging:


	[2]取消_[1]武汉(SBV)	[2]取消_[7]项目(VOB)	[2]取消_[3]了(MOD)	[5]个_[4]49 (QUN)	[7]项目_[5]个(ATT)		[7]项目_[6]收费(ATT)


         [8]<EOS>_[2]取消(HED)





Figure 1.  An example with different annotation levels








Set all the queue empty initially


for each dependency arc and its queue qi


if qi is not empty


	Choose its top one R as relation tag


else


	Choose one tag R from list manually


   Append R to qi


The count of R increases one


Sort qi by frequency








Figure 2.  A graphical dependency tree











� The tagset can be found in http://www.863data.org.cn/fenci.php.


� Other noun-modifier belongs to a special kind of noun modifier. Same as the one in PCT, it is used to differentiate one noun from other nouns.


� Unlike most English Treebank, the modal verbs depend on predictive verbs in this scheme.


� Noun compound has many other names such as compound noun, nominal compound, noun sequence, and so on.


� A small corpus of Chinese text which has been annotated with dependency structure contains only less than 5,000 words (Lai and Huang, 2000).


� Governing degree is the ability of a headword to control its dependent words. For example, if a word can govern three dependent words at the same time its governing degree is 3.


� Chinese Dependency Treebank is free to obtain from http://www.ir-lab.org.
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