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Chapter 1

oVERVIEW OF Developing Selection Procedures

Overview of the Standards and Training for Corrections

The Standards and T  raining for Corrections (STC), a division of the Corrections Standards Authority (CSA), was created in 1980 and provides a standardized, state-coordinated local corrections selection and training program. The STC program is a voluntary program for local correctional agencies. Local agencies that choose to participate agree to select and train their corrections staff according to STC’s standards and guidelines. In support of its standards, STC monitors agency compliance to ensure that the agencies continue to reap the benefits provided by program participation. In addition, STC provides ongoing technical assistance to address emerging selection and training issues.

In 2005, STC’s program was expanded to include State correctional facilities. Legislation gave STC the responsibility for developing, approving and monitoring selection and training standards for designated state correctional peace officers, including correctional peace officers employed in State youth and adult correctional facilities, as well as State parole officers.

STC partners with correctional agencies to develop and administer selection and training standards for local corrections officers, local probation officers, and state correctional peace officers. This collaborative effort results in standards that are relevant and validated through evidence-based research. STC standards ensure that selection and training practices of correctional agencies are fair, effective, and legally defensible.

Selection procedures developed by STC are used by an employing agency for state government. Therefore, the selection procedures must be developed and used in accordance with federal and state employment laws and professional standards for employee selection.

Federal and State Civil Service System

The civil service system requires that the selection of government employees is an open, fair, and equitable process. The selection of employees for government jobs is intended to be based on qualifications (i.e., merit) without regard to race, color, religion, gender, national origin, disability, age, or any other factor that is not related to merit (Liff, 2009).

The development of the civil service system dates back to the Pendleton Civil Service Reform Act of 1883. The Pendleton Act marked the end of patronage and the so-called “spoils system” (Liff, 2009). Patronage refers to a system in which authorities select government employees based on their association; that is, they were selected for employment because they had achieved a certain status or they were family. In the United States, patronage started with the first colonies that developed the first States in 1787. The spoils system, which was demonstrated in full force by President Andrew Jackson, refers to the practice of a newly elected administration appointing ordinary citizens who supported the victor of the election to government administrative posts.

The Pendleton Act established the United States Civil Service Commission, today known as the U.S. Office of Personnel Management (OPM; Liff, 2009). According to Liff (2009), the Commission was responsible for ensuring that:

· competitive exams were used to test the qualifications of applicants for public service positions. The exams must be open to all citizens and assess the applicant’s ability to perform the duties of the position.

· selections were made from the most qualified applicants without regard to political considerations. Applicants were not required to contribute to a political fund and could not use their authority to influence political action. 

Eventually, most federal jobs came under the civil service system and the restrictions against political activity become stricter (Liff, 2009). These laws applied to federal jobs and did not include state and local jobs. However, state and local governments developed similar models for filling their civil service vacancies. In California, the California Civil Service Act of 1913 enacted a civil service system which required that appointments to be based on competitive exams. This civil service system replaced the spoils and patronage system. The Act created California’s Civil Service Commission which was tasked with developing a plan to reward efficient, productive employees and remove incompetent employees (King, 1978). However, for the Commission’s small staff, the task quickly proved to be quite ambitious. Many departments sought to remove themselves from the Commissions’ control and by 1920 over 100 amendments to the original act had decreased the powers of the Commission. Throughout the 1920s, the Commission was reorganized several times and saw its budget consistently reduced. 

Due in part to the Great Depression, the Commission’s outlook did not improve. Large numbers of individuals were applying for state jobs, yet roughly half of the 23,000 full-time state positions were exempt from the act (King, 1978). From the employees’ viewpoints, the traditional security of state jobs was nonexistent; half of the employees were at-will. By 1933, the economy worsened and hundreds of state employees were going to be dismissed. State employees sought to strengthen civil service laws and the California State Employee’s Association (CSEA) proposed legislation to establish a State Personnel Board (SPB) to administer the Civil Service System. While the governor and legislature argued over the structure of the new agency, the employees sponsored an initiative to put the matter before the voters. The initiative was successful and, in 1934, civil service became a part of California’s Constitution. The Civil Service Commission was replaced by an independent SPB. 

Today, the California SPB remains responsible for administering the civil service system, including ensuring that employment is based on merit and is free of political patronage. California’s selection system is decentralized (SPB, 2003); that is, individual State departments, under the authority and oversight of the SPB, select and hire employees in accordance with the civil service system. The SPB has established operational standards and guidelines for State departments to follow while conducting selection processes for the State’s civil service. 

Equal Employment Opportunity

The federal and state civil service systems were developed to ensure that selection processes were based on open competitive exams and that merit was the basis for selection. However, civil service systems did not address the validity of such examinations nor did they ensure that all qualified individuals had an equal opportunity to participate in the examination process. Unfair employment practices were later addressed by legislation. 

For selection, the passage of the 1964 Civil Rights Act, was the most important piece of legislation (Ployart, Schneider, & Schmitt, 2006). The Act was divided into titles; Title VII dealt with employment issues including pay, promotion, working conditions, and selection. Title VII made it illegal to make age, race, sex, national origin, or religion the basis for (Guion, 1998):

· making hiring decisions. 

· segregating or classifying employees to deprive anyone of employment opportunities.

· failing or refusing to refer candidates.

The Civil Rights Act established the Equal Employment Opportunity Commission (EEOC). The responsibilities of the EEOC included investigating charges of prohibited employment practices; dismissing unfounded charges; using conference, conciliation, and persuasion to eliminate practices, that upon investigation, were determined to be prohibited employment practices; and filing suit in Federal courts when a charge of prohibited employment practices was determined to be reasonably true (Guion, 1998). In addition to the EEOC, by executive orders and statutes, the following six agencies were authorized to establish rules and regulations concerning equal employment practices: Department of Justice (DOJ), Department of Labor (DOL), Department of Treasury (DOT), Department of Education (DOE), Department of Health and Human Services (DOHHS), and the U.S. Civil Service Commission (CSC). Because a total of seven agencies established EEO rules and regulations, the rules and regulations were not consistent and employers were sometimes subject to conflicting rules and regulations (Guion, 1998).

In 1972, Title VII was amended to include federal, state, and local government employers and created the Equal Employment Opportunity Coordinating Council (EEOCC). The EEOCC consisted of four major enforcement agencies: EEOC, OFCC, CSC, and DOJ. The EEOCC was responsible for eliminating the contradictory requirements for employers by developing one set of rules and regulation for employee selection (Guion, 1998). This was not a smooth process. Between 1966 and 1974 several sets of employee selection guidelines had been issued. While the history of each agency’s guideline development is quite lengthy, public embarrassment ensued when two contradictory guidelines were published in 1976 (Guion, 1998). The DOL, CSC, and DOJ issued the Federal Executive Agency Guidelines and the EEOC reissued its 1970 guidelines. The EEOC preferred criterion-related validation; the remaining agencies thought it placed an unreasonable financial burden on employers. The EEOC distanced itself from the other agencies because of this conflict. The public embarrassment sparked further discussion eventually resulting in the council developing the Uniform Guidelines on Employee Selection Procedures (Uniform Guidelines; EEOC, CSC, DOL, and DOJ, 1978). These guidelines are considered “uniform” in that they provide a single set of principles for the use of selection procedures that apply to all agencies; that is, each agency that is responsible for enforcing Title VII of the Civil Rights Act (e.g., EEOC, CSC, DOJ), will apply the Uniform Guidelines. Uniform Guidelines provide a framework for the proper use of exams in making employment decisions in accordance with Title VII of the Civil Rights Act and its prohibition of employment practices resulting in discrimination on the basis of age, race, sex, national origin, or religion.

Validity as the Fundamental Consideration for Exam Development

Federal and state civil service systems require that competitive, open exams are used to assess the ability of applicants to perform the duties of the positions, or in contemporary language, the exam must be job-related (Guion, 1999). The validity of an exam, or the extent to which it is job-related, is the fundamental consideration in the development and evaluation of selection exams. Validity is a major concern in the field of professional test development. The importance of validity has been expressed in the documents concerning testing for personnel selection listed below.

· Uniform Guidelines (EEOC et al., 1978) – define the legal foundation for personnel decisions and remain the public policy on employment assessment (Guion, 1998). The document is not static in that related case law, judicial and administrative decisions, and the interpretation of some of the guidelines may change due to developments in professional knowledge.
· Standards for Educational and Psychological Testing [Standards; American Educational Research Association (AERA), American Psychological Association (APA), National Council on Measurement in Education (NCME), 1999] – provide a basis for evaluating the quality of testing practices. While professional judgment is a critical component in evaluating tests, testing practices, and the use of tests, the Standards provide a framework for ensuring that relevant issues are addressed.
· Principles for the Validation and Use of Personnel Selection Procedures [Principles; Society for Industrial and Organizational Psychology, Inc. (SIOP), 2003] – establish acceptable professional practices in the field of personnel selection, including the selection of the appropriate assessment, development, and the use of selection procedures in accordance with the related work behaviors. The Principles were developed to be consistent with the Standards and represent current scientific knowledge.

The most recent version of the Standards describes types of validity evidence and the need to integrate different types of validity evidence to support the intended use of test scores. The Standards describe validity and the validation process as follows:

Validity refers to the degree to which evidence and theory support the interpretation of test scores entailed by proposed uses of tests. Validity is, therefore, the most fundamental consideration in developing and validating tests. The process of validation involves accumulating evidence to provide a sound scientific basis for the proposed score interpretations. It is the interpretation of test scores required by proposed uses that are evaluated, not the test itself. When test scores are used or interpreted in more than one way, each intended interpretation must be validated. (AERA et al., 1999, p. 9)

Based on the Standards, validity is established through an accumulation of evidence which supports the interpretation of the exam scores and their intended use. The Standards identify five sources of validity evidence (evidence based on test content, response processes, internal structure, relations to other variables, and consequences of testing), each of which describes different aspects of validity. However, these sources of evidence should not be considered distinct concepts, as they overlap substantially (AERA et al., 1999). 
Evidence based on test content refers to establishing a relationship between the test content and the construct it is intended to measure (AERA et al., 1999). The Standards describe a variety of methods that may provide evidence based on content. With regard to a written selection exam, evidence based on content may include logical or empirical analyses of the degree to which the content of the test represents the intended content domain, as well as the relevance of the content domain to the intended interpretation of the exam scores (AERA et al., 1999). Expert judgment can provide content-based evidence by establishing the relationship between the content of the exam questions, referred to as items, and the content domain, in addition to the relationship between the content domain and the job. For example, subject matter experts can make recommendations regarding applicable item content. Additionally, evidence to support the content domain can come from rules or algorithms developed to meet established specifications. Finally, exam content can be based on systematic observations of behavior. Task inventories developed in the process of job analysis represent systematic observations of behavior. Rules or algorithms can then be used to select tasks which would drive exam content. Overall, a combination of logical and empirical analyses can be used to establish the degree to which the content of the exam supports the interpretation and intended use of the exam scores.

Evidence based on response processes refers to the fit between the construct the exam is intended to measure and the actual responses of applicants who take the exam (AERA et al., 1999). For example, if an exam is intended to measure mathematical reasoning, the methods used by the applicants to answer the exam questions should use mathematical reasoning as opposed to memorized methods or formulas to answer the questions. The responses of individuals to the exam questions are generally analyzed to provide evidence based on response processes. This typically involves asking the applicants to describe the strategies used to answer the exam questions or a specific set of exam questions. Evidence based on response processes may provide feedback that is useful in the development of specific item types. 

Evidence based on internal structure refers to analyses that indicate the degree to which the test items conform to the construct that the test score interpretation is intended to measure (AERA et al., 1999). For example, a test designed to assess a single trait or behavior should be empirically examined to determine the extent to which response patterns to the items support that expectation. The specific types of analyses that should be used to evaluate the internal structure of an exam depend on the intended use of the exam.

Evidence based on relations to other variables refers to the relationship between test scores and variables that are external to the test (AERA et al., 1999). These external variables may include criteria the test is intended to assess, such as job performance, or other tests designed to assess the same or related criteria. For example, test scores on a college entrance exam (SAT) would be expected to relate closely to the performance of students in their first year of college (e.g., grade point average). Evidence of the relationship between test scores and relevant criteria can be obtained either experimentally or through correlational methods. The relationship between a test score and a criterion addresses how accurately a test score predicts criterion performance. 

The Standards provide guidance for ensuring that the accumulation of validity evidence is the primary consideration for each step of the exam development process. The primary focus of the test development process is to develop a sound validity argument by integrating the various types of evidence into a cohesive account to support the intended interpretation of test scores for specific uses. The test development process generally includes the following steps in the order provided (AERA et al., 1999):

1. statement of purpose and the content or construct to be measured.

2. development and evaluation of the test specifications.

3. development, field testing, and evaluation of the items and scoring procedures.

4. assembly and evaluation of the test for operational use. 

For each step of the exam development process, professional judgments and decisions that are made, and the rationale for them, must be supported by evidence. The evidence can be gathered from new studies, from previous research, and expert judgment (AERA et al., 1999). While evidence can be gathered from a variety of sources, two common sources include job analysis and subject matter experts (SMEs). Job analysis provides the information necessary to develop the statement of purpose and define the content or construct to be measured. A thorough job analysis can be used to establish a relationship between the test content and the content of the job. Thus, job analysis is the starting point for establishing arguments for content validity. For new exam development, a common approach is to establish content validity by developing the contents of a test directly from the job analysis (Berry, 2003). Also, review of the test specifications, items, and classification of items into categories by SMEs may serve as evidence to support the content and representativeness of the exam with the job (AERA et al., 1999). The SMEs are usually individuals representing the population for which the test is developed.

Project Overview

This report presents the steps taken by the Standards and Training for Corrections (STC) to develop a written selection exam for three State entry-level correctional peace officer classifications. The exam was developed to establish a minimum level of ability required to perform the jobs and identify those applicants that may perform better than others. 

The primary focus of the exam development process was to establish validity by integrating the sources types of validity evidence to support the use of the exam and the exam scores. Additionally, the professional (Standards) and legal standards (Uniform Guidelines) that apply not only to employee selection, but also to the selection of civil service employees were incorporated into the exam development process. The remaining sections of this report present each step of the exam development process. When applicable, the Uniform Guidelines, the Standards, or operational standards and guidelines of the SPB are referenced in support of each step of the development process.

Chapter 2

Project Introduction
The purpose of this project was to develop a written selection exam for the State entry-level positions of Correctional Officer (CO), Youth Correctional Officer (YCO), and Youth Correctional Counselor (YCC), to be utilized by the Office of Peace Officer Selection (OPOS). For each classification, the written selection exam will be used to rank applicants and establish an eligibility list. Applicants selected from the resulting eligibility list will then be required to pass a physical ability test, hearing test, vision test, and background investigation.

Because a written selection exam was needed for each of the three classifications, three alternatives were available for exam development. These alternatives were the development of: 

· one exam to select applicants for the three classifications, 

· three separate exams to select the applicants for each classification, or

· one exam for two classifications and a separate exam for the third classification.

The development of a single written selection exam for the three classifications was desirable for applicants, the OPOS, and STC. According to the OPOS, many applicants apply for more than one of these classifications. The use of one exam would be beneficial in that there would be an economy of scheduling a single testing session with a single set of proctors rather than scheduling three separate sets of testing sessions and three sets of proctors. For STC there would be an economy of exam development to develop and maintain one exam rather than three. While the development of a single exam was desirable, the extent of overlap and differences between the three classifications was investigated in order to determine the validity of such a test and the potential defensibility of the testing procedure.

This report provides detailed information regarding the methodology and process utilized by STC to identify the important and frequently completed tasks as well as knowledge, skills, abilities, and other characteristics (KSAOs) that are important, required at entry, and relevant to job performance for the three classifications. The methodology and process was applied to the three classifications. This information was then used to determine which of the three exam development alternatives would result in a valid and defensible testing procedure for each classification.

Description of the CO, YCO, and YCC Positions

According to the SPB, there were approximately 23,900 COs, 374 YCOs, and 494 YCCs employed within the California Department of Corrections and Rehabilitation (CDCR) as of September 23, 2010 (SPB, 2010). CDCR is the sole user of these entry level classifications.

The CO is the largest correctional peace officer classification in California’s state corrections system. The primary responsibility of a CO is public protection, although duties vary by institution and post. Assignments may include working in reception centers, housing units, kitchens, towers, or control booths; or on yards, outside crews or transportation units in correctional institutions throughout the state. COs currently attend a 16 week training academy and complete a formal two-year apprenticeship program.

The majority of COs are employed in CDCR’s Division of Adult Institutions (DAI), which is part of Adult Operations, and is comprised of five mission-based disciplines including Reception Centers, High Security/Transitional Housing, General Population Levels Two and Three, General Population Levels Three and Four, and Female Offenders. Thirty-three state institutions ranging from minimum to maximum security and 42 conservation camps are included. CDCR’s adult institutions house a total of approximately 168,830 inmates (CDCR, 2010). 

The direct promotional classification for the CO is the Correctional Sergeant. This promotional pattern requires two years of experience as a CO. The Correctional Sergeant is distinguished in level from the CO based upon duties, degree of supervision provided in the completion of work assignments, and levels of responsibility and accountability.

The YCO classification is the largest correctional peace officer classification in CDCR’s Division of Juvenile Justice (DJJ), followed by the YCC classification. The YCO is responsible for security of the facility, as well as custody and supervision of juvenile offenders. The YCC is responsible for counseling, supervising, and maintaining custody of juvenile offenders, as well as performing casework responsibilities for treatment and parole planning within DJJ facilities. YCOs and YCCs currently attend a 16-week training academy and complete a formal two-year apprenticeship program.

YCOs and YCCs are employed in CDCR’s Division of Juvenile Justice (DJJ) which operates five facilities, two fire camps, and two parole divisions. Approximately 1,602 youth are housed in DJJ’s facilities (CDCR, 2010) 

The direct promotional classification for the YCO is the Youth Correctional Sergeant. This promotional pattern requires two years of experience as a YCO. For the YCC, the direct promotional classification is the Senior Youth Correctional Counselor. This promotional pattern requires two years of experience as a YCC. Both promotional patterns are distinguished in level from the entry-level classifications based upon duties, degree of supervision provided in the completion of work assignments, and levels of responsibility and accountability.

Agency Participation

This project was conducted by:

Corrections Standards Authority, STC Division

California Department of Corrections and Rehabilitation
600 Bercut Drive

Sacramento, CA 95811

This project was conducted on behalf of and in association with:

Office of Peace Officer Selection 

California Department of Corrections and Rehabilitation

9838 Old Placerville Road

Sacramento, CA 95827

Location of the Project

This project was conducted in the following locations:

· Planning Meetings: Corrections Standards Authority

· SME Meetings:

· Richard A. McGee Correctional Training Center

9850 Twin Cities Road

Galt, Ca 95632

· California State Prison, Corcoran

4001 King Avenue

Corcoran, CA 93212

· Southern Youth Correctional Reception Center-Clinic

13200 S. Bloomfield Avenue

Norwalk, CA 90650

· Pilot Exam: Richard A. McGee Correctional Training Center

· Data Analysis: Corrections Standard Authority

Chapter 3

DESCRIPTION OF THE CO, YCO, and YCC jobs
Class Specifications


The classification specifications for the CO, YCO, and YCC positions (SPB, 1995; SPB, 1998a; SPB, 1998b) were reviewed to identify the minimum qualifications for the three positions. The specifications for the three classifications define both general minimum qualifications (e.g., citizenship, no felony conviction) and education and/or experience minimum qualifications. Because the general minimum qualifications are identical for the three positions, the analysis focused on the education and/or experience requirements. 


For both the CO and YCO classifications, the minimum education requirement is a 12th grade education. This requirement can be demonstrated by a high school diploma, passing the California High School Proficiency test, passing the General Education Development test, or a college degree from an accredited two- or four-year college. Neither the CO or YCO classifications require prior experience. 


For the YCC classification, three patterns are specified to meet the minimum education and/or experience requirements. Applicants must meet one of the patterns listed below.

· Pattern I – one year of experience performing the duties of a CO or YCO. This pattern is based on experience only. Recall that the minimum educational requirement for COs and YCOs is a 12th grade education. No counseling experience is required. 

· Pattern II – equivalent to graduation from a four-year college or university. This pattern is based on education only and there is no specification as to the type of major completed or concentration of course work (e.g., psychology, sociology, criminal justice, mathematics, drama). No counseling experience is required.

· Pattern III – equivalent to completion of 2 years (60 semester units) of college AND two years of experience working with youth. Experience could come from one or a combination of agencies including a youth correctional agency, parole or probation department, family, children, or youth guidance center, juvenile bureau of law enforcement, education or recreation agency, or mental health facility. This pattern is based on education and experience. For the education requirement, there is no indication of the type of coursework that must be taken (e.g., psychology, sociology, criminal justice, mathematics, drama). The experience requirement does appear to require some counseling experience.


The three patterns for meeting the minimum education and/or experience qualifications for the YCC classification appear to be somewhat contradictory. The contradictions, explored pattern by pattern, are described below.

· Under Pattern I, COs and YCOs with one year of experience with only a 12th grade education can meet the minimum qualification for a YCC. Based on this minimum qualification one could theoretically assume that the reading, writing, and math components of the jobs for the three positions are commensurate with a high school education. 

· Pattern II requires a bachelor’s level education in exchange for the one year of experience requirement (Pattern I). Presumably a college graduate will be able to read, write and perform math skills at a higher level than an individual with a 12th grade education. If the level of reading, writing, and math required on the job are within the range of a high school education, a college education may be an excessive requirement. Therefore, it is unclear what this requirement adds to the qualifications of an applicant. This pattern is based on education only and does not require prior experience as a CO or YCO or experience at any other youth agency. Since Pattern II does not require any prior experience, it is unlikely that one year of experience as a CO (Pattern I) contributes very much to the performance the YCC job.

· Pattern III may be an excessive requirement as well based on the reasons already provided. There is no specification that the education requirement includes coursework that is beneficial to the job (e.g., counseling or psychology). The experience requirement in a youth agency does appear to be relevant but that experience does not require formal coursework in counseling or psychology either. 

· Pattern I also directly contradicts Pattern III. Pattern I only requires a high school education and one year of experience that does not necessarily include counseling experience. It is unclear how Pattern I is equivalent to Pattern III. If one year of non-counseling experience is appropriate, then it is unclear why two-years of college and two years of experience, presumably counseling related, are required under Pattern III. 


Based on the review of the classification specifications, it was concluded that a 12th grade education, or equivalent, is the minimum education requirement for the three positions. Additionally, any one of the three classifications can be obtained without prior experience.

Job Analysis

The most recent job analysis for the three entry-level positions (CSA, 2007) was reviewed to determine the appropriate content for a written selection exam for the three classifications. The following subsections summarize aspects of the job analysis critical to the development of a written selection exam. This review was done in accordance with the testing standards endorsed by the professional community which are outlined in the Uniform Guidelines on Employee Selection Procedures (EEOC et al., 1978) and the Standards for Educational and Psychological Testing (AERA et al., 1999). 

Section 5B of the Uniform Guidelines addresses the content-based validation of employee selection procedures:

Evidence of the validity of a test or other selection procedure by a content validity study should consist of data showing that the content of the selection procedure is representative of important aspects of performance on the job for which the candidates are to be evaluated. (EEOC et al., 1978)

Standards 14.8 to 14.10 are specific to the content of an employment test:

Standard 14.8

Evidence of validity based on test content requires a thorough and explicit definition of the content domain of interest. For selection, classification, and promotion, the characterization of the domain should be based on job analysis. (AERA et al., 1999, p. 160)

Standard 14.9

When evidence of validity based on test content is a primary source of validity evidence in support of the use of a test in selection or promotion, a close link between test content and job content should be demonstrated. (AERA et al., 1999, p. 160)

Standard 14.10

When evidence of validity based on test content is presented, the rationale for defining and describing a specific job content domain in a particular way (e.g., in terms of tasks to be performed or knowledge, skills, abilities, or other personal characteristics) should be stated clearly. (AERA et al., 1999, p. 160)

The most recent job analysis for the CO, YCO, and YCC classifications identified the important job duties performed and the abilities and other characteristics required for successful performance in the three classifications statewide (CSA, 2007). The CSA utilized a job components approach, a technique that allows for the concurrent examination of related classifications to identify tasks that are shared as well as those that are unique to each classification. The benefits of the job components approach to job analysis and standards development includes greater time and cost efficiencies, increased workforce flexibility, and the ability to more quickly accommodate changes in classifications or policies and procedures.

The CSA conducted the job analysis using a variety of methods that employed the extensive participation of subject matter experts (SMEs) from facilities and institutions throughout the State. Job analysis steps included a review of existing job analyses, job descriptive information, and personnel research literature; consultation with SMEs in the field regarding the duties and requirements of the jobs; the development and administration of a job analysis survey to a representative sample of job incumbents and supervisors throughout the State; and SME workshops to identify the KSAOs required to perform the jobs successfully.

Task Statements

The job analysis questionnaire (JAQ) included all task statements relevant to the three classifications including those which were considered specific to only one classification. The JAQ was completed by COs, YCOs, and YCCs and their direct supervisors. These subject matter experts (SMEs) completed a frequency and importance rating for each task statement. The frequency rating indicated the likelihood that a new entry-level job incumbent would encounter the task when assigned to a facility (0= task not part of job, 1 = less than a majority, 2= a majority). The importance rating indicated the importance of a task in terms of the likelihood that there would be serious negative consequences if the task was not performed or performed incorrectly (0 = task not part of job, 1 = not likely, 2 = likely). 

The results from the JAQ were analyzed to determine which tasks were considered “core,” which were considered “support,” and which were deemed “other” for the three classifications. The core tasks are those that many of the respondents selected to be done frequently on the job and those for which there would be serious negative consequence if the task were performed incorrectly. The support tasks are those that are performed less frequently and for which there are less serious negative consequences associated with incorrect performance. Finally, the tasks labeled as other are those that are performed fairly infrequently, and typically would not have a negative consequence if performed incorrectly.

In order to classify tasks as core, support, or other, the mean for the frequency rating was multiplied by the mean for the consequence rating, yielding a criticality score for all tasks. The tasks that yielded a criticality score of 1.73 or above were deemed core tasks. The tasks that yielded a criticality score between 1.72 and 0.56 were considered support tasks. Tasks that received a criticality score of 0.55 or below were considered other tasks. The criticality scores were examined according to classification. Appendix L of the job analysis report (CSA, 2007) provides a comparison of the core tasks common and unique to each of the three classifications.

The job analysis began with the hypothesis that there is overlap between the CO, YCO, and YCC job classifications. The results of the job analysis supported this hypothesis in that 48 percent or 138 tasks of the 285 that were evaluated were core tasks for all three classifications (Table 1).
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Core Task Item Overlap Based on the Job Analysis

	Classification
	Number of Core Tasks/Items
	Percentage of Additional Overlap
	Percentage of Total Overlap

	CO, YCO, and YCC
	138 of 285
	--
	48.42%

	YCO and YCC
	7 of 285
	2.45%
	50.87%

	CO and YCO
	18 of 285 
	6.30%
	54.72%

	CO and YCC
	17 of 285
	5.96%
	54.38%


There were seven additional common core tasks identified between the YCO and YCC classifications, for a total of more than 50 percent overlap between the two. Eighteen additional core tasks are shared between the CO and YCO classifications (close to 55 percent overlap). Finally, 17 additional common core tasks were identified between the CO and YCC classifications (again, close to 55 percent overlap).

Task to KSAO Linkage

During the literature review and task consolidation phase of the job analysis, a total of 122 corrections-related KSAO statements were identified. An essential component of the process of building job-related training and selection standards is to ensure the KSAOs they are designed to address are necessary for performing the work tasks and activities carried out on the job. To establish the link between the KSAOs and work tasks, a panel of SMEs representing juvenile and adult correctional supervisors reviewed the list of tasks performed by CO, YCO, and YCC job incumbents (core, support, and other tasks) and identified the KSAOs required for successful performance of each task. For each KSAO, SMEs used the following scale to indicate the degree to which the KSAO was necessary to perform each task.
(0)
Not Relevant: This KSAO is not needed to perform the task/activity. Having the KSAO would make no difference in performing this task.

(1)
Helpful: This KSAO is helpful in performing the task/activity, but is not essential. These tasks could be performed without the KSAO, although it would be more difficult or time-consuming.

(2)
Essential: This KSAO is essential to performing the task/activity. Without the KSAO, you would not be able to perform these tasks.

Each KSAO was evaluated by SMEs on the extent to which it was necessary for satisfactory performance of each task. A rating of “essential” was assigned a value of 2, a rating of “helpful” was assigned a value of 1, and a rating of “not relevant” was assigned a value of 0. Appendix R of the job analysis report (CSA, 2007) provides the mean linkage rating for each KSAO with each task statement. Additionally, inter-rater reliability of the ratings, assessed using an intraclass correlation, ranged from .85 to .93, indicating the ratings were consistent among the various raters regardless of classification (CO, YCO, and YCC). 

In summary, analysis of ratings performed by the SMEs revealed the following two primary conclusions:

(1)
The job tasks were rated similarly across the three classifications, which supports the assumption that the CO, YCO, and YCC classifications operate as a close-knit “job family.”

(2)
Raters contributed the largest amount of error to the rating process, although the net effect was not large; inter-reliability analysis revealed high intraclass correlations (.85 to .93).

When Each KSAO is Required
To establish when applicants should possess each of the KSAOs, a second panel of SMEs representing juvenile and adult correctional supervisors reviewed the list of 122 KSAOs and rated each using the following scale. 
For each KSAO think about when proficiency in that KSAO is needed. Should applicants be selected into the academy based on their proficiency in this area or can they learn it at the academy or after completing the academy?

(0)
Possessed at time of hire

(1)
Learned during the academy

(2)
Learned post academy

These “when needed” ratings were analyzed to determine when proficiency is needed or acquired for each of the KSAOs. Based on the mean rating, each KSAO was classified as either:

· required “at time of hire” with a mean rating of .74 or less,

· acquired “during the academy” with a mean rating of .75 to 1.24, or

· acquired “post academy” with a mean rating of 1.25 to 2.00. 

Chapter 4

Preliminary Exam Development
Selection of Exam Type

In accordance with Section 3B of the Uniform Guidelines (EEOC et al., 1978), several types of selection procedures were considered as potential selection measures for the three classifications. Specifically, writing samples, assessment centers, and written multiple choice exams were evaluated. Factors that contributed to this selection included the fact that across the three classifications approximately 10,000 applicants take the exam(s) each year, a 12th grade education is the minimum educational requirement for the three classifications, no prior experience is required for the CO and YCO classifications, and the YCC classification may be obtained without prior experience.

Based on the review of the job analysis (CSA, 2007), the tasks and KSAOs indicated that some writing skill was required for the three positions. While a writing sample seemed to be a logical option for the assessment of writing skills, this was determined to be an unfeasible method for several reasons. These types of assessments typically require prohibitively large amounts of time for administration and scoring, especially given that thousands of individuals apply for CO, YCO, and YCC positions annually. Additionally, scoring of writing samples tends to be difficult to standardize and scores tend to be less reliable than scores obtained from written multiple choice exams (Ployhart, Schneider, & Schmitt, 2006). For example, a test taker who attempts to write a complex writing sample may make more mistakes than a test taker who adopts a simpler, more basic writing style for the task. In practice, it would be difficult to compare these two samples using a standardized metric. Additionally, the use of multiple raters can pose problems in terms of reliability, with some raters more lenient than others (Ployhart et al., 2006).

Assessment centers are routinely used in selection batteries for high-stakes managerial and law enforcement positions (Ployhart et al., 2006). These types of assessments are associated with high face validity. However, due to the time-intensive nature of the administration and scoring of assessment centers, they tend to be used in a multiple hurdles selection strategy, after the majority of applicants have been screened out. Additionally, some researchers have expressed concerns related to the reliability and validity of popular assessment centers techniques such as in-basket exercises (e.g., Brannick, Michaels, & Baker, 1989; Schippmann, Prien, & Katz, 1990). Assessment centers also require live raters, which introduces potential problems with rater unreliability. Like writing samples, assessment center techniques tend to be associated with less standardization and lower reliability indices than written multiple choice exams (Ployhart et al., 2006). In sum, writing samples and assessment center techniques were deemed unfeasible and inappropriate for similar reasons.
Written multiple choice tests are typically used for the assessment of knowledge. The multiple choice format allows standardization across test takers, as well as efficient administration and scoring. Additionally, test takers can answer many questions quickly because they do not need time to write (Kaplan & Saccuzzo, 2009). Thus, after consideration of alternative response formats, a multiple choice format was chosen as the best selection measure option for the CO, YCO, and YCC classifications.

KSAOs for Preliminary Exam Development

The written selection exam(s) was designed to target the KSAOs that are required at the time of hire for the three positions, are not assessed by other selection measures, and can be assessed utilizing a written exam with a multiple choice item format. The following steps were used to identify these KSAOs:

1. Review when each KSAO is needed


The job analysis for the three positions identified a total of 122 corrections-related KSAO statements. During the job analysis SMEs representing juvenile and adult correctional supervisors reviewed the list of 122 KSAOs and used a “when needed” rating scale to indicate when applicants should possess each of the KSAOs (0 = possessed at time of hire, 1 = learned in the academy, 2 = learned post-academy). Appendix A provides the mean and standard deviation of the KSAO “when needed” ratings. 

2. Review “required at hire” KSAOs

The “when needed” KSAO ratings were used to identify the KSAOs that are required at the time of hire. Consistent with the job analysis (CSA, 2007), the KSAOs that received a mean rating between .00 and .74 were classified as “required at hire.” KSAOs with a mean rating of .75 to 1.24 were classified as “learned in the academy” and those with a mean rating of 1.25 to 2.00 were classified as “learned post-academy.” Out of the 122 KSAOs, 63 were identified as “required at hire.”

3. Identify “required at hire” KSAOs not assessed by other selection measures

As part of the selection process, COs, YCOs, and YCCs are required to pass a physical ability test, hearing test, and vision test. A list of “required at hire” KSAOs that are not assessed by other selection measures was established by removing the KSAOs related to physical abilities (e.g., ability to run up stairs), vision (e.g., ability to see objects in the presence of a glare), and hearing (e.g., ability to tell the direction from which a sound originated) from the list of “required at hire” KSAOs. As a result, a list of 46 KSAOs that are “required at hire” and are not related to physical ability, vision, or hearing was developed and is provided in Appendix B.

4. Identify “required at hire” KSAOs that could potentially be assessed with multiple choice items

Because the written selection exam utilized a multiple-choice item format, the 46 “required at hire” KSAOs that are not assessed by other selection measures (Appendix B) were reviewed to determine if multiple choice type items could be developed to assess them. A summary of this process is provided below.

The review was conducted by item writers consisting of a consultant with extensive experience in exam development, two STC Research Program Specialists with prior exam development and item writing experience, and graduate students from California State University, Sacramento. The following two steps were used to identify the KSAOs that could be assessed with a multiple choice item format:

1. From the list of 46 KSAOs, the KSAOs that could not be assessed using a written format were removed. These KSAOs involved skills or abilities that were not associated with a written skill (e.g., talking to others to effectively convey information).
2. For the remaining KSAOs, each item writer developed a multiple choice item to asses each KSAO. Weekly item review sessions were held to review and critique the multiple choice items. Based on feedback received at these meetings, item writers rewrote the items or developed different types of item that would better assess the targeted KSAO. The revised or new item types were then brought back to the weekly meetings for further review. 

As a result of the item review meetings, 14 KSAOs were retained for preliminary exam development. In order for a KSAO to be retained for preliminary exam development, the associated multiple choice item(s) must have been judged to: 

· reasonably assess the associated KSAO.

· be job-related yet not assess job knowledge, as prior experience is not required.

· be able to write numerous items with different content in order to establish an item bank and future exams. 

· be feasible for proctoring procedures and exam administration to over 10,000 applicants per year.

Table 2 identifies the 14 KSAOs that were retained for preliminary exam development. The first column identifies the unique number assigned to the KSAO in the job analysis, the second column provides a short description of the KSAO and the full KSAO is provided in column three. The KSAOs retained for preliminary exam development are required at entry, can be assessed in a written format, and can be assessed using a multiple choice item format. Appendix C provides the mean “when needed” ratings for the KSAOs retained for preliminary exam development.
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	KSAO #
	Short Description
	 KSAO

	1.
	Understand written paragraphs.
	Understanding written sentences and paragraphs in work-related documents.

	2.
	Ask questions.
	Listening to what other people are saying and asking questions as appropriate.

	32.
	Time management.
	Managing one's own time and the time of others.

	36.
	Understand written information.
	The ability to read and understand information and ideas presented in writing.

	38.
	Communicate in writing.
	The ability to communicate information and ideas in writing so that others will understand.

	42.
	Apply rules to specific problems.
	The ability to apply general rules to specific problems to come up with logical answers. It involves deciding if an answer makes sense.

	46.
	Method to solve a math problem.
	The ability to understand and organize a problem and then to select a mathematical method or formula to solve the problem.

	47.
	Add, subtract, multiply, or divide.
	The ability to add, subtract, multiply, or divide quickly and correctly.


Note. KSAOs numbers were retained from the job analysis (CSA, 2007).

Table 2 (continued)

KSAOs for Preliminary Exam Development

	KSAO #
	Short Description
	 KSAO

	49.
	Make sense of information.
	The ability to quickly make sense of information that seems to be without meaning or organization. It involves quickly combining and organizing different pieces of information into a meaningful pattern.

	51.
	Compare pictures.
	The ability to quickly and accurately compare letters, numbers, objects, pictures, or patterns. The things to be compared may be presented at the same time or one after the other. This ability also includes comparing a presented object with a remembered object.

	97.
	Detailed and thorough.
	Job requires being careful about detail and thorough in completing work tasks.

	98.
	Honest and ethical.
	Job requires being honest and avoiding unethical behavior.

	115.
	English grammar, word meaning, and spelling.
	Knowledge of the structure and content of the English language, including the meaning and spelling of words, rules of composition, and grammar.


Note. KSAOs numbers were retained from the job analysis (CSA, 2007).

Linkage of KSAOs for Preliminary Exam Development with “Essential” Tasks

An essential component of the process of building job-related selection standards is to ensure the KSAOs they are designed to address are necessary for performing the work tasks and activities carried out on the job. The job analysis for the three positions (CSA, 2007) established the link between the KSAOs and work tasks utilizing a panel of SMEs representing juvenile and adult correctional supervisors. SMEs used the following scale to indicate the degree to which each KSAO was necessary to perform each task.

(0)
Not Relevant: This KSAO is not needed to perform the task/activity. Having the KSAO would make no difference in performing this task.

(1)
Helpful: This KSAO is helpful in performing the task/activity, but is not essential. These tasks could be performed without the KSAO, although it would be more difficult or time-consuming. 

(2)
Essential: This KSAO is essential to performing the task/activity. Without the KSAO, you would not be able to perform these tasks. 

Each KSAO was evaluated by SMEs on the extent to which it was necessary for satisfactory performance of each task. A rating of “essential” was assigned a value of 2, a rating of “helpful” was assigned a value of 1, and a rating of “not relevant” was assigned a value of 0. For detailed information on how the tasks and KSAOs were linked refer to Section VII B and Appendix R of the job analysis (CSA, 2007).

For each KSAO selected for preliminary exam development, item writers were provided with the KSAO and task linkage ratings as a resource for item development. For each KSAO, the linkages were limited to those that were considered “essential” to performing the KSAO (mean rating of 1.75 or greater). 

Chapter 5

Supplemental Job Analysis
Because a requirement of the written selection exam was to use the exam score to rank applicants, a supplemental job analysis questionnaire was undertaken to evaluate the relationship between the 14 KSAOs selected for preliminary exam development and job performance. This was done in accordance with Section 14C(9) of the Uniform Guidelines: 

Ranking based on content validity studies.

If a user can show, by a job analysis or otherwise, that a higher score on a content valid selection procedure is likely to result in better job performance, the results may be used to rank persons who score above minimum levels. Where a selection procedure supported solely or primarily by content validity is used to rank job candidates, the selection procedure should measure those aspects of performance which differentiate among levels of job performance.

The supplemental job analysis questionnaire was developed using the 14 KSAOs selected for preliminary exam development. The survey, provided in Appendix D, included two sections: background information and KSAO statements. The background section consisted of questions regarding demographic information (e.g., age, ethnicity, gender, education level, etc) and work information (e.g., current classification, length of employment, responsibility area, etc.). 

The KSAO statements section included the 14 KSAOs selected for preliminary exam development and used the following rating scale to evaluate each KSAO and its relationship to improved job performance.

Relationship to Job Performance: 

Based on your experience in the facilities in which you’ve worked, does possessing more of the KSAO correspond to improved job performance?

0 = No Improvement: Possessing more of the KSA would not result in improved job performance. 

1 = Minimal Improvement: Possessing more of the KSA would result in minimal improvement in job performance. 

2 = Minimal/Moderate Improvement: Possessing more of the KSA would result in minimal to moderate improvement in job performance.

3 = Moderate Improvement: Possessing more of the KSA would result in moderate improvement in job performance. 

4 = Moderate/Substantial Improvement: Possessing more of the KSA would result in moderate to substantial improvement in job performance. 

5 = Substantial Improvement: Possessing more of the KSA would result in substantial improvement in job performance.

Rater Sampling Plan

California’s youth and adult facilities differ greatly in terms of such elements as size, inmate capacity, geographic location, age, design, inmate programs, and inmate populations. STC researched these varying elements across all youth and adult facilities (Appendix E). All 33 adult facilities were included in the sampling plan. Six of the seven youth facilities were included in the sampling plan. The seventh youth facility was not included because it was scheduled to close.

The rater sampling plan targeted the participation of 3,000 individuals who represented the three classifications (CO, YCO, YCC) as well as the direct supervisors for three classifications [Correctional Sergeant (CS), Youth Correctional Sergeant (YCS), and Senior Youth Correctional Counselor (Sr. YCC)]. Raters were required to have a minimum of two years of experience in their current classification. Table 3 provides the number of individuals employed within each of these positions (SPB, 2010), the targeted sample size for each classification, and the percent of classification represented by the sample size. The sampling plan was also proportionally representative of the gender and ethnic composition of the targeted classifications (Appendix E).
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	Classification Rating
	Current Classification
	Total Population
	Target Sample Size
	Percent of Classification Represented

	Correctional Officer
	Correctional Officer
	23,900
	2,469
	10.3

	
	Correctional Sergeant
	2,753
	276
	10.0

	
	Total
	26,653
	2,745
	--

	Youth Correctional Officer
	Youth Correctional Officer
	374
	117
	31.3

	
	Youth Correctional Sergeant
	41
	13
	31.7

	
	Total
	415
	130
	--

	Youth Correctional Counselor
	Youth Correctional Counselor
	494
	113
	22.9

	
	Senior Youth Correct. Counselor
	43
	12
	27.9

	
	Total
	537
	125
	--

	
	Total:
	27,605
	3,000
	10.9


Based on proportional representation of individuals employed in the six classifications, approximately 90 percent of the 3,000 desired raters were intended to rate the CO classification while approximately 10 percent of the raters were intended to rate the YCO and YCC classifications. The rater sampling plan included a large number of raters (2,469) for the CO classification because over 80 percent of the individuals employed in the six classifications are classified as COs. Overall, the sampling plan represented 10.9 percent of individuals employed in the six target classifications.

The sampling plan for the YCO, YCS, YCC and Sr. YCC positions had a greater representation per classification than the CO and CS positions (i.e., 22.9+ percent compared to 10.0+ percent). This was done to allow adequate sample size for stable rating results. In statistical research, large sample sizes are associated with lower standard errors of the mean ratings and narrower confidence intervals (Meyers, Gamst, & Guarino, 2006). Larger sample sizes therefore result in increasingly more stable and precise estimates of population parameters (Meyers et al., 2006). Given that the intention was to generalize from a sample of SMEs to their respective population (i.e., all correctional peace officers employed in the six classifications), a sufficient sample size was needed. 

In order to achieve equal representation across the 33 adult facilities and six juvenile facilities, the total number of desired raters for each classification was evenly divided by the number of facilities (Table 4). 
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	Facility Type
	Classification
	Target

Sample Size
	#/Facility
	Total #

	Adult
	Correctional Officer
	2,469
	75
	2,475

	
	Correctional Sergeant
	276
	9
	297

	
	Subtotal:
	2,745
	84
	2,772

	Juvenile
	Youth Correctional Officer
	117
	24
	144

	
	Youth Correctional Sergeant
	13
	3
	18

	
	Youth Correctional Counselor
	113
	23
	138

	
	Senior Youth Correctional Counselor
	12
	3
	18

	
	Subtotal:
	255
	53
	318

	
	Total: 
	3,000
	-
	3,090


Distribution

The questionnaires were mailed to the In-Service Training (IST) Managers for 33 adult facilities on December 7, 2010 and the Superintendents for the six juvenile facilities on December 8, 2010. The IST Managers and Superintendents were responsible for distributing the questionnaires. Each IST Manager and Superintendent received the following materials: 

· the required number of questionnaires that should be completed (84 for adult facilities and 53 for juvenile facilities)

· an instruction sheet that described:

· the purpose of the questionnaire 

· the approximate amount of time required to complete the questionnaire 

· who should complete the questionnaires (i.e., classification and two year experience requirement)

· the demographics to consider when distributing the questionnaires (e.g., ethnicity, sex, and areas of responsibility)

· the date the questionnaires should be returned by, December 31, 2010 

· a self-addressed, postage paid mailer to return the completed questionnaires

The IST Managers and Superintendents were informed that the questionnaires could be administered during a scheduled IST. Participants were permitted to receive IST credit for completing the questionnaire.

Results

Response Rate and Characteristics of Respondents

The questionnaires were returned by 32 of the 33 adult facilities and all six juvenile facilities. Appendix E identifies the adult and juvenile facilities that returned the questionnaires including the characteristics of each facility. 
Out of the 3,090 questionnaires that were distributed, a total of 2,324 (75.2%) questionnaires were returned. Of these questionnaires 157 were not included in the analyses for the following reasons: 

· 15 surveys had obvious response patterns in the KSAO job performance ratings (e.g., arrows, alternating choices, etc.),

· 10 indicated they were correctional counselors, a classification that was not the focus of this research, 

· 22 surveys did not report their classification,

· 87 did not have a minimum of two years of experience, and

· 23 did not complete a single KSAO job performance rating. 

After screening the questionnaires, a total of 2,212 (71.6%) questionnaires were completed appropriately and were included in the analyses below. The ethnicity and sex of the obtained sample by classification is provided in Appendix E. The ethnicity and sex of the obtained sample for each classification is representative of the statewide statistics for each classification. Table 5 compares the targeted sample with the obtained sample by facility type and classification. 
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Obtained Sample for the Supplemental Job Analysis Questionnaire

	Facility Type
	Classification
	Target

Sample Size
	Obtained Sample Size

	Adult
	Correctional Officer
	2,469
	1,741

	
	Correctional Sergeant
	276
	266

	
	Subtotal:
	2,745
	2,007

	Juvenile
	Youth Correctional Officer
	117
	94

	
	Youth Correctional Sergeant
	13
	13

	
	Youth Correctional Counselor
	113
	84

	
	Senior Youth Correctional Counselor
	12
	14

	
	Subtotal:
	125
	205

	
	Total: 
	3,000
	2,212


KSAO Job Performance Ratings
For each KSAO, incumbents and supervisors indicated the extent to which possessing more of the KSAO corresponded to improved job performance. The values assigned to the ratings were as follows:
5 = substantial improvement

4 = moderate/substantial improvement

3 = moderate improvement

2 = minimal to moderate improvement

1 = minimal improvement

0 = no improvement

For each classification (CO, YCO, and YCC), the ratings of the incumbents and supervisors (e.g., COs and CSs) were combined and the mean “relationship to job performance” rating for each KSAO was calculated. For KSAOs with a mean score around 4.00, having more of the KSAO was related to a “moderate to substantial” improvement in job performance. For KSAOs with a mean score around 3.00, possessing more of the KSAO was related to a “moderate” improvement in job performance. For KSAOs with a mean score around 2.00, possessing more of the KSAO was related to a “minimal to moderate” improvement in job performance.

To identify similarities in the ratings across the three classifications, the KSAOs were ranked from high to low within each classification. Table 6 provides the mean estimated improvement in job performance ratings for each KSAO in rank order for the three classifications. The first column of Table 6 identifies the rank order. For each rank position, the remaining columns provide the KSAO number, a short description of the KSAO, and the mean estimated improvement in job performance rating for each classification.
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Mean KSAO Job Performance Ratings by Rank Order for CO, YCO, and YCC Classifications

	Rank
	CO
	 
	YCO
	 
	YCC

	
	KSA
	Avg.
	
	KSA
	Avg.
	
	KSA
	Avg.

	1
	  38. Communicate in writing.
	3.21
	 
	  38. Communicate in writing.
	3.78
	 
	  38. Communicate in writing.
	3.47**

	2
	115. English grammar, word meaning, and spelling.
	3.17
	 
	  98. Honest and ethical.
	3.74
	 
	  98. Honest and ethical. 
	3.47**

	3
	  98. Honest and ethical.
	3.16
	 
	  97. Detailed and thorough.
	3.68
	 
	  42. Apply rules to specific problems.
	3.39

	4
	  42. Apply rules to specific problems.
	3.10
	 
	  36. Understand information in writing.
	3.64
	 
	  97. Detailed and thorough.
	3.37

	5
	  97. Detailed and thorough.
	3.08
	 
	  42. Apply rules to specific problems.
	3.62
	 
	115. English grammar, word meaning, and spelling.
	3.36


Note. **KSAO rank was tied.

Table 6 (continued)

Mean KSAO Job Performance Ratings by Rank Order for CO, YCO, and YCC Classifications

	Rank
	CO
	 
	YCO
	 
	YCC

	
	KSA
	Avg.
	
	KSA
	Avg.
	
	KSA
	Avg.

	6
	    2. Ask questions.
	3.04
	 
	  49. Make sense of information.
	3.60
	 
	  49. Make sense of information.
	3.31

	7
	  36. Understand information in writing.
	3.01
	 
	115. English grammar, word meaning, and spelling.
	3.58
	 
	  36. Understand information in writing. 
	3.29

	8
	  49. Make sense of information.
	2.97
	 
	    2. Ask questions.
	3.56
	 
	    2. Ask questions.
	3.23**

	9
	    1. Understand written paragraphs.
	2.93
	 
	  32. Time management.
	3.54
	 
	  32. Time management.
	3.23**

	10
	  50. Identify a known pattern.
	2.87
	 
	    1. Understand written paragraphs.
	3.48
	 
	    1. Understand written paragraphs.
	3.19

	11
	  32. Time management.
	2.68
	 
	  50. Identify a known pattern.
	3.40
	 
	  50. Identify a known pattern.
	2.93

	12
	  51. Compare pictures.
	2.67
	 
	  46. Method to solve a math problem.
	3.19
	 
	  51. Compare pictures.
	2.89

	13
	  46. Method to solve a math problem.
	2.62
	 
	  51. Compare pictures.
	3.12**
	 
	  47. Add, subtract, multiply, or divide.
	2.69

	14
	  47. Add, subtract, multiply, or divide.
	2.44
	 
	  47. Add, subtract, multiply, or divide.
	3.12**
	 
	  46. Method to solve a math problem.
	2.67


Note. **KSAO rank was tied.

The observations listed below were made regarding the mean estimated improvement in job performance rating scores.
· For each classification, possessing more of each KSAO was related to at least minimal to moderate estimated improvement in job performance (M ≥ 2.44). For a majority of the KSAOs, possessing more of the KSAO was related to moderate improvement in job performance (M ≈ 3).

· YCOs rated the KSAOs higher than YCCs and COs. YCCs rated the KSAOs higher than COs. That is, YCOs tended to use the higher end of the scale, YCCs tended to use the mid to high range of the scale, and COs tended to use the middle of the scale. 

· Although YCOs, YCCs, and COs used different segments of the scale, within each classification, the KSAOs were ranked in a similar order. For example, KSAO 38 is rank one across the three classifications. KSAO 47 is rank 14 for COs and YCOs and moved up only to rank 13 for YCCs. KSAO 97 was rank 5 for COs, 3 for YCOs, and 4 for YCCs. Overall, the rank order for the KSAOs varied only slightly across the three classifications.

· Despite mean differences in the ratings between classifications, the three classifications ordered the KSAOs similarly in terms of substantial to minimal estimated improvement in job performance. For example, KSAO 38 is rank 1 for all three classifications although YCOs rated the KSAO the highest (M = 3.78), followed by YCCs (M = 3.47), and then COs (M = 3.21).

Because the rank order of the KSAOs was similar across the three classifications despite mean differences, the average rank for each KSAO, arithmetic mean, and least squares mean for the KSAO ratings were used to summarize the KSAO job performance relationship across the three classifications. Each individual KSAO rating was used to calculate the arithmetic mean. Because the majority of the ratings were made by COs, the arithmetic mean was influenced greater by the COs. The least squares mean was calculated using the mean KSAO rating for each classification; thus, the least squares mean weights each classification equally. For each KSAO, Table 7 provides the average rank order of the KSAO job performance ratings and the arithmetic and least square mean of the estimated job performance relationship. 
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Average Rank Order, Arithmetic Mean, and Least Squares Mean of the KSAO Job Performance Ratings

	Average Rank1
	KSAO
	Arith. Mean2
	LS Mean3

	1
	38. Communicate in writing.
	3.25
	3.50

	2
	98. Honest and ethical.
	3.20
	3.45

	3/4
	42. Apply rules to specific problems.
	3.14
	3.37

	3/4
	97. Detailed and thorough.
	3.12
	3.38

	5
	115. English grammar, word meaning, and spelling.
	3.20
	3.37

	6
	36. Understand information in writing.
	3.05
	3.31

	7
	49. Make sense of information.
	3.01
	3.29

	8
	2. Ask questions.
	3.07
	3.30

	9
	32. Time management.
	2.75
	3.11


Table 7(continued)
Average Rank Order, Arithmetic Mean, and Least Squares Mean of the KSAO Job Performance Ratings

	Average Rank1
	KSAO
	Arith. Mean2
	LS Mean3

	10
	1. Understand written paragraphs.
	2.97
	3.20

	11
	50. Identify a known pattern.
	2.90
	3.07

	12
	51. Compare pictures.
	2.71
	2.78

	13
	46. Method to solve a math problem.
	2.65
	2.83

	14
	47. Add, subtract, multiply, or divide.
	2.49
	2.57


Note. 1Average Rank = mean rank across the three classifications. 2Artihmetic Mean =calculated using all ratings; majority of ratings were made by COs, thus the mean is influence greater by the CO ratings. 3Least Squares Mean = calculated using the mean job performance ratings for each classification; weights each classification equally.

The observations listed below were made regarding the average rank order and the arithmetic and least squares mean of the KSAO ratings (see Table 7).

· For each KSAO, the least square mean was consistently greater than the arithmetic mean. This was expected as the least square mean gave equal weight to the ratings of each classification. Because YCOs and YCCs consistently used the higher end of the rating scale, the least squares mean reflected their higher ratings. 

· The rank order of the KSAOs was generally in descending order of the arithmetic mean and least squares mean.

To further summarize each KSAOs relationship to the estimated improvement in job performance ratings across the three classifications, each KSAO was categorized as having either a moderate to substantial, moderate, or minimal to moderate relationship to the estimated improvement in job performance. The job performance category to which each KSAO was assigned corresponded to the KSAO rating scale (4= moderate/substantial improvement, 3 = moderate improvement, 2 = minimal to moderate improvement) for both the arithmetic and least squares mean of the estimated improvement in job performance ratings. 

For each KSAO, Table 8 identifies the assigned job performance category. The first column provides the estimated improvement in job performance category (moderate to substantial, moderate, and minimal to moderate). The second column provides the KSAO number and short description. 
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Job Performance Category of each KSAO

	Job Perf.

Category
	KSAO

	Moderate 

to 

Substantial
	38. Communicate in writing.

	
	98. Honest and ethical.

	
	42. Apply rules to specific problems.

	
	97. Detailed and thorough.

	
	115. English grammar, word meaning, and spelling.

	Moderate
	36. Understand information in writing.

	
	49. Make sense of information.

	
	2. Ask questions.

	
	32. Time management.

	
	1. Understand written paragraphs.

	Minimal 

to 

Moderate
	50. Identify a known pattern.

	
	51. Compare pictures.

	
	46. Method to solve a math problem.

	
	47. Add, subtract, multiply, or divide.


Chapter 6

STRATEGY FOR DEVELOPING THE EXAM SPECIFICATIONS

Once the purpose of an exam, the content of the exam, and the intended use of the scores was established, the next step in the development process was to design the test by developing exam specifications (AERA et al., 1999; Linn, 2006). Exam specifications identify the format of items, the response format, the content domain to be measured, and the type of scoring procedures. The exam specifications for the written selection exam were developed in accordance with the Standards. Specifically, Standards 3.2, 3.3, and 3.5 address the development of exam specifications:

Standard 3.2

The purpose(s) of the test, definition of the domain, and the test specifications should be stated clearly so that judgments can be made about the appropriateness of the defined domain for the stated purpose(s) of the test and about the relation of items to the dimensions of the domain they are intended to represent. (AERA et al., 1999, p. 43)

Standard 3.3

The test specifications should be documented, along with their rationale and the process by which they were developed. The test specifications should define the content of the test, the proposed number of items, the item formats, the desired psychometric properties of the items, and the item and section arrangement. They should also specify the amount of time for testing, directions to the test takers, procedures to be used for test administration and scoring, and other relevant information. (AERA et al., 1999, p. 43)

Standard 3.5

When appropriate, relevant experts external to the testing program should review the test specifications. The purpose of the review, the process by which the review is conducted, and the results of the review should be documented. The qualifications, relevant experiences, and demographic characteristics of expert judges should also be documented. (AERA et al., 1999, p. 43)

The development of the exam specifications was completed in the three phases: preliminary exam specifications, subject matter expert (SME) meetings, and developing final exam specifications. A summary of each phase is provided below and a detailed description of each phase in provided in the following three sections. 

· Preliminary Exam Specifications – STC developed preliminary exam specifications that incorporated the minimum qualifications, job analysis results, supplemental job analysis results, and the item types developed to assess each KSAO.

· SME Meetings – the preliminary exam specifications and rationale for their development were presented to SMEs. SMEs then provided input and recommendations regarding the preliminary exam specifications. 

· Final Exam Specifications – the recommendations of SMEs regarding the preliminary exam specifications were used to develop the final exam specifications. 

Chapter 7

PRELIMINARY Exam Specifications

STC developed preliminary exam specifications that incorporated the minimum qualifications, job analysis results, supplemental job analysis results, and the item types developed to assess each KSAO. The exam specifications were considered “preliminary” because the specifications and the rationale for their development were presented to SMEs. The SMEs were then able to provide feedback and recommendations regarding the preliminary exam specifications. The final exam specifications were then developed by incorporating the feedback and the recommendations of the SMEs. The following subsections provide the components of the preliminary exam specifications and the rationale for their development. 

One Exam for the Three Classifications

To develop the preliminary exam specifications, STC had to make a recommendation as to which of the three alternatives for exam development would result in a valid and defensible testing procedure for each classification. The three alternatives were the development of:

· one exam to select applicants for the three classifications, 

· three separate exams to select the applicants for each classification, or

· one exam for two classifications and a separate exam for the third classification.

STC’s recommendation and evidence to support the recommendation was later presented to SMEs. The research listed below was reviewed in order to generate STC’s recommendation.

· Minimum Qualifications – Based on a review of the classification specifications, a 12th grade education, or equivalent, is the minimum education requirement for the three classifications. Additionally, any one of the three classifications can be obtained without prior experience. 

· Job Analysis – The job analysis utilized a job component approach which made it possible to identify the tasks and KSAOs that are shared as well as unique to each of the three classifications. Based on the 2007 job analysis results, all of the KSAOs that were selected for exam development were required at entry for all three classifications. 

· Supplemental Job Analysis – The supplemental job analysis survey established the relationship of each KSAO to the estimated improvement in job performance. Overall, the rank order for the KSAOs varied only slightly across the three classifications. Thus, despite mean differences in the ratings between classifications, the three classifications ordered the KSAOs similarly in terms of substantial to minimal impact on estimated improvement in job performance.

Based on the research outlined above, STC developed a preliminary recommendation that one written selection exam should be developed for the three classifications that:

· assessed the KSAOs that are required at entry.

· utilized a multiple choice item format to appropriately assess the KSAOs.

· assessed the KSAOs that have a positive relationship to estimated improvement in job performance.

Item Format and Scoring Method

During the preliminary exam development (see Section IV), several types of selection procedures were considered as potential selection measures for the three classifications. After consideration of alternative response formats, a multiple choice format was chosen as the best selection measure option for the CO, YCO, and YCC classifications. 

Multiple choice items are efficient in testing all levels of knowledge, achievement, and ability. They are relatively easy to score, use, secure, and reuse in the test development process. Each item would be scored one (1) point for a correct answer and zero (0) points for a wrong answer. This is the standard procedure used in the scoring of multiple choice items (Kaplan & Saccuzzo, 2009). Additionally, items were designed to be independent of each other to meet the requirement of local item independence (Yen, 1993).

Number of Scored Items and Pilot Items

In order to determine the appropriate test length for the exam, the criteria listed below were considered.

· There was no evidence to suggest that the KSAOs must be accurately performed within a specified time frame. The exam was therefore considered a power test and applicants must have sufficient time to complete the exam (Schmeiser & Welch, 2006). Power tests should permit most test takers to complete the test within the specified time limit (Guion, 1998)

· The length of the exam should be limited such that fatigue does not affect the performance of applicants. 

· The exam will include scored and pilot items. Pilot items are non-scored items that are embedded within the exam. These non-scored items will be included for pilot testing purposes in order to develop future versions of the exam. Applicants will not be aware that the exam includes pilot items.

· Item development requires substantial time and labor resources (Schmeiser & Welch, 2006). The length of the exam will impact the short and long term development and management requirements for the exam. Before each scored item can be included on the exam, it is pilot tested first. In general, several items need to be piloted in order to obtain one scored item with the desired statistical properties. Thus, the item development and management requirements increase substantially with each scored item for the exam. 

· The exam must include a sufficient number of scored items to assign relative emphasis to the item types developed to assess the KSAOs (Schmeiser & Welch, 2006).

· The exam must include a sufficient number of scored items to obtain an acceptable reliability coefficient (Schmeiser & Welch, 2006). 

· The test length is limited due to the practical constraints of testing time (e.g., proctors, facility requirements, scheduling requirements, etc.). Traditionally the OPOS has permitted applicants a maximum of three hours to complete the previous written selection exams for the three classifications.

Considering the above criteria, the exam was designed to include approximately 75 items of which at least 50 items were scored items and a maximum of 25 items were pilot items. It was hypothesized that an acceptable reliability coefficient could be achieved with a minimum of 50 scored items, assuming the items have the appropriate statistical properties. Additionally, with a minimum of 50 scored items, it was possible to assign relative emphasis to the item types developed to assess the KSAOs. 

The exam was designed to include a maximum of 25 pilot items. In order to establish an item bank for future exam development, several exam forms would be developed. The scored items would remain the same across each exam form; only the pilot items would be different. The number of exam forms that would be utilized was to be determined at a later date.

A total of 75 items was determined to be a sufficient length for exam administration. Traditionally, the OPOS has permitted a maximum of three hours to take the exam which would provide two minutes to complete each multiple choice item. It is customary to give test takers one minute to complete each multiple choice item. It was speculated that allowing two and a half minutes per multiple item should ensure that the exam is a power exam, not a speed exam. This hypothesis was indirectly tested during the pilot exam process. 

Content and Item Types

The exam was designed to assess the 14 KSAOs that were retained for preliminary exam development (see Table 2). Based on the job analysis and the supplemental job analysis, these 14 KSAOs were determined to be required at hire (see Appendix C) and to be related to estimated improvements in job performance (see Table 8) for the three classifications. Multiple choice items were developed to assess each of these KSAOs. Appendix F provides detailed information about the item development process and Appendix G provides example items. Research conducted by Phillips and Meyers (2009) was used to identify the appropriate reading level for the exam items.

As a result of the item development process, ten multiple choice item types were developed to assess the 14 KSAOs. For each of the ten item types, Table 9 identifies the primary KSAO that the item type was developed to assess and a brief description of the item type.

Table 9 TC "Table 9
Item Types on the Written Selection Exam" \f B \l "1" 
Item Types on the Written Selection Exam

	Item Type
	Primary KSAO
	Brief Description

	Identify-a-Difference
	2
	Identify important differences or conflicting information in descriptions of events.

	Time Chronology
	32
	Use a schedule to answer a question.

	Concise Writing
	38
	Identify a written description that is complete, clear, and accurate.

	Apply Rules
	42
	Use a set of rules or procedures to answer a question.

	Addition
	46 & 47
	Traditional – Correctly add a series of numbers.

Word - Use addition to answer a question based on a written scenario.

	Subtraction
	46 & 47
	Traditional – Correctly subtract a number from another number.

Word - Use subtraction to answer a question based on a written scenario.

	Combination
	46 & 47
	Traditional – Correctly add a series of number and subtract a number from the sum. 

Word - Use addition and subtraction to answer a question based on a written scenario.

	Multiplication
	46 & 47
	Traditional – Correctly multiply two numbers. 

Word - Use multiplication to answer a question based on a written scenario.

	Division
	46 & 47
	Traditional – Correctly divide a number by another number. 

Word - Use division to answer a question based on a written scenario.

	Logical Sequence
	49
	Identify the correct logical order of several sentences.


Table 9 (continued)
Item Types on the Written Selection Exam

	Item Type
	Primary KSAO
	Brief Description

	Differences in Pictures
	50 & 51
	Identify differences in sets of pictures.

	Attention to Details
	97
	Identify errors in completed forms.

	Judgment
	98
	Use judgment to identify the least appropriate response to a situation. 

	Grammar
	115
	Identify a grammar or spelling error in a written paragraph.


No item types were designed specifically to assess KSAOs 1 (understand written paragraphs) and 36 (understand information in writing), both involving reading comprehension skills. Because most of the item types outlined above require test takers to read in order to identify correct responses, STC determined that developing item types to assess these two KSAOs specifically would result in overemphasizing the assessment of reading comprehension skills in comparison to the other KSAOs.
Preliminary Exam Plan

A preliminary exam plan, a blueprint for how the scored items are distributed across the item types, was developed utilizing the supplemental job analysis results to assign relative emphasis to the item types developed to assess the KSAOs. A higher percentage of the scored items were assigned to the item types that asses the KSAOs that were more highly related to the estimated improvement in job performance (moderate to 

substantial, moderate, minimal to moderate). The percentage of scored items assigned to each job performance category was as follows: 

· approximately 55% to moderate to substantial, 

· approximately 30% to moderate, and 

· approximately 15% to minimal to moderate.

Within each job performance category, the items were evenly distributed across the item types developed to assess each KSAO within the category. For example, the approximately 30% of the items assigned to the moderate category were evenly divided across the three item types that were developed to assess the associated KSAOs. For the minimal to moderate job performance category, the items were divided as described below. 

· The differences in pictures items were developed to assess two KSAOs (50, identify a known pattern and 51, compare pictures). The math items were developed to assess two KSAOs (46, method to solve a math problem and 47, add, subtract, multiply, or divide.). The approximately 15% of the scored items were evenly divided between the differences in pictures items and the math items. That is, four items were assigned to differences in pictures and four items to math. 

· Because 10 different types of math items were developed (i.e., addition traditional, addition word, subtraction traditional, subtraction word, etc.) the four items were assigned to the math skills used most frequently by three classifications. Based on previous SME meetings (i.e., job analysis and previous exam development) and recommendations of BCOA instructors, it was concluded that the three classifications primarily use addition on the job followed by subtraction. Multiplication is rarely used; approximately once a month. Division is not used on the job. Thus, the four math items were assigned to addition, combination (requires addition and subtraction), and multiplication. 

Table 10 provides the preliminary exam plan for the scored exam items. The first column identifies the estimated improvement in job performance category. The second and third columns identify the item type and the primary KSAO the item was developed to assess. The fourth column identifies the format of the item, if applicable. For each item type, the fifth and sixth column identify the number of scored items on the exam devoted to each item type and the percent representation of each item type within the exam. The final column identifies the percent representation of each estimated improvement in job performance category within the exam. For example, 56.6% of the scored items were assigned to assess the KSAOs that were categorized as related to moderate to substantial estimated improvement in job performance.
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Preliminary Exam Plan for the CO, YCO, and YCC Written Selection Exam

	Job Perf. Category
	Item Type
	Primary KSAO1
	 
	# on Exam
	% 
	Cat. % 

	
	
	
	Format
	
	Repres.
	Repres.

	Moderate to Substantial
	Concise Writing 
	38
	na
	6
	11.32%
	56.60%

	
	Judgment
	98
	na
	6
	11.32%
	

	
	Apply Rules
	42
	na
	6
	11.32%
	

	
	Attention to Detail
	97
	na
	6
	11.32%
	

	
	Grammar
	115
	na
	6
	11.32%
	

	Moderate
	Logical Sequence
	49
	na
	5
	9.43%
	28.30%

	
	Identify-a-Difference
	2
	na
	5
	9.43%
	

	
	Time Chronology
	32
	na
	5
	9.43%
	

	Minimal 

to Moderate
	Differences in Pictures
	50 & 51
	na
	4
	7.55%
	15.09%

	
	Addition 
	47
	Trad. 
	1
	1.89%
	

	
	 
	46 & 47
	Word
	1
	1.89%
	

	
	Subtraction
	47
	Trad.
	0
	0.00%
	

	
	 
	46 & 47
	Word
	0
	0.00%
	

	
	Combination
	47
	Trad.
	0
	0.00%
	

	
	 
	46 & 47
	Word
	1
	1.89%
	

	
	Multiplication
	47
	Trad.
	1
	1.89%
	

	
	 
	46 & 47
	Word
	0
	0.00%
	

	
	Division
	47
	Trad.
	0
	0.00%
	

	
	 
	46 & 47
	Word
	0
	0.00%
	

	 
	 
	 
	Total: 
	53
	100.00%
	100.00%


Note. 1KSAO 36 and 1are included in the preliminary exam plan. These KSAOs are assessed by the item types in the moderate to substantial and moderate job performance categories (except differences in pictures).

Chapter 8

Subject Matter Expert Meetings

In order to develop the final exam specifications, three meetings were held with SMEs. The purpose of the meetings were to provide SMEs with an overview of the research that was conducted to develop the preliminary exam specifications, a description and example of each item type, STC’s recommendation of one exam for the three classifications, and the preliminary exam plan. The input and recommendations received from SMEs were then used to develop the final exam specifications and item types.

Meeting Locations and Selection of SMEs

Because direct supervisors are in a position that requires the evaluation of job performance and the skills required to successfully perform each job, supervisors for the three classifications with at least two years of supervisory experience were considered SMEs. 

In order to include SMEs from as many facilities as possible, yet minimize travel expenses, three SME meetings were held, one in each of the following locations: 

· Northern California at the Richard A. McGee Correctional Training Center in Galt,

· Central California at California State Prison (CSP), Corcoran, and 

· Southern California at the Southern Youth Reception Center-Clinic (SYRCC).

The location of each SME meeting was a central meeting point for SMEs from other institutions to travel to relatively quickly and inexpensively. CSA requested a total of 30 Correctional Sergeants, six (6) Youth Correctional Sergeants and six (6) Sr. YCC to attend the SME meetings. For each SME meeting, the classification and number of SME requested from each surrounding facility is provided in Table 11.
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Classification and Number of SMEs requested by Facility for the SME Meetings

	SME Meeting
	Facility
	CS
	YCS
	Sr. YCC

	Northern
	Deul Vocational Institution
	2
	-
	-

	
	CSP, Sacramento
	2
	-
	-

	
	Sierra Conservation Center
	2
	-
	-

	
	California Medical Facility
	2
	-
	-

	
	California State Prison, Solano
	2
	-
	-

	
	Mule Creek State Prison
	2
	-
	-

	
	O.H. Close Youth Correctional Facility
	-
	2
	1

	
	N.A. Chaderjian YCF
	-
	1
	2

	Central
	CSP, Corcoran
	2
	
	

	
	Substance Abuse Treatment Facility
	2
	
	

	
	Kern Valley State Prison
	2
	
	

	
	North Kern State Prison
	2
	
	

	
	Avenal State Prison
	2
	
	

	
	Pleasant Valley State Prison
	2
	
	

	Southern
	CSP, Los Angeles County
	1
	-
	-

	
	California Institution for Men  
	1
	-
	-

	
	California Institution for Women
	2
	-
	-

	
	California Rehabilitation Center
	2
	-
	-

	
	Ventura YCF
	-
	1
	2

	
	SYRCC
	-
	2
	1

	
	Total:
	30
	6
	6


Process

Two CSA Research Program Specialists facilitated each SME meeting. The Northern SME meeting was also attended by two CSA Graduate Students and one Student Assistant. SMEs were selected by the Warden’s at their respective institutions and received instructions regarding the meeting location and required attendance. A four hour meeting was scheduled for each SME meeting. Each meeting consisted of two phases. The first phase consisted of providing SMEs with background information in order to inform the SMEs about the research and work that had been conducted to develop a preliminary exam plan and item types. The second phase consisted of structured, facilitated tasks that were used to collect feedback and recommendations from SMEs regarding the exam development process in order to finalize the exam plan and item types. Each phase is described below. 

Phase I: Background Information

STC staff provided the SMEs with a presentation that introduced the exam development project and provided the necessary background information and research results that SMEs would need in order to provide input and feedback regarding the exam development. The presentation provided an overview of Section II through Section VII of this report. Emphasis was given to the areas described below.
· Project Introduction – The exam or exams would be the first step in a multiple-stage selection process. Following the exam, qualified applicants would still need to pass the physical ability test, hearing exam, vision exam, background investigation, and the psychological screening test.

· Security – SMEs were informed that the materials and information provided to them for the meeting were confidential and must be returned to STC at the end of the meeting. During the meeting, SMEs were instructed not remove any exam materials from the meeting room. SMEs were also required to read and sign an exam confidentiality agreement.

· One Exam for the Three Classifications – SMEs were informed at the beginning of the meeting that an exam is needed for each classification and that the ability to use one exam for the three classifications would be a benefit to not only CDCR, but also for applicants. However, the decision to develop one exam was not made at the beginning of the project. Rather STC analyzed the three jobs which made it possible to identify the requirements of each job at the time of hire. SMEs were informed that after they were presented with the research results, they would be asked if one exam was appropriate or if separate exams were necessary.

· Description of the Exam Development Process – SMEs were provided with a high level overview of the phases involved in the development process and where the SME meetings fall into that process. The recommendations of the SMEs would be utilized to develop the final exam specifications.

· Job Research – SMEs were provided with a description of what a job analysis is, when the job analysis for the three classifications was done, the results of the job analysis (tasks performed on the job, KSAOs required to perform the tasks), and how the job analysis was used to develop the preliminary exam specifications.

· KSAOs Selected for Preliminary Exam Development – SMEs were provided with an explanation of how the KSAOs for preliminary exam development were selected.

· Supplemental Job Analysis – The purpose of the supplemental job analysis was explained to the SMEs and the scale that was used to evaluate the relationship between KSAOs and estimated improvements in job performance. Finally, the SMEs were provided with a summary of the supplemental job analysis results.

· Description and Example of Item Types – SMEs were provided with an overview of the different item types that were developed to assess each KSAO and an example of each item type was provided.

· Preliminary Exam Plan – The preliminary exam plan with a description of how the exam plan was developed was provided to the SMEs. The description of how the exam plan was developed emphasized that the plan assigned more weight to items that were associated with KSAOs that were more highly rated with estimated improvements in job performance (moderate to substantial, moderate, minimal to moderate).

Phase II: Feedback and Recommendations

Throughout the presentation, questions and feedback from SMEs were permitted and encouraged. Additionally, the structured and facilitated tasks were utilized to collect feedback and input from the SMEs as described below. 
· Item Types – During the review of the item types developed to assess each KSAO, the STC facilitator provided a description of the item, identified the KSAO(s) it was designed to assess, and described the example item. SME were also given time to review the example item. Following the description, the STC facilitator asked the SMEs the questions listed below. 

· Does the item type assess the associated KSAO?

· Is the item type job related?

· Is this item type appropriate for all three classifications?

· Is the item type appropriate for entry-level?

· Can the item be answered correctly without job experience?

· Does the item need to be modified in any way to make it more job-related?

· Updated “When Needed” Ratings of KSAOs – after the SMEs were familiar with the KSAOs that were selected for exam development and their associated item types, SME completed “when needed” ratings of the KSAOs selected for the exam. Because the job analysis was completed in 2007, these “when needed’ ratings were used ensure that the KSAOs selected for the exam were still required at the time of hire for the three classifications. The “when needed” rating scale used was identical to the rating scale utilized in the job analysis. The “when needed” rating form is provided in Appendix H. SMEs completed the rating individually, then they were discussed as a group. Based on the group discussion, SMEs could change their ratings if they desired. After the group discussion of the ratings, the STC facilitator collected the rating sheets. 

· One Exam for the Three Classifications – The SMEs were presented with STC’s rationale for the use of one exam for the three classifications. A discussion was then facilitated to obtain SME feedback regarding whether one exam was appropriate for the classifications or if multiple exams were necessary.

· Preliminary Exam Plan – After describing the preliminary exam plan developed by STC and the rationale for its development, a structured task was used for SMEs to make any changes they thought were necessary to the preliminary exam plan. The SMEs were divided into groups of three. When possible, each group had a SME that represented at least one youth classification (Youth CS, or Sr. YCC). SMEs from the same facility were divided into different groups. 

Each group was provided with a large poster size version of the Preliminary Exam Plan. The poster size version of the preliminary exam plan consisted of four columns. The first identified the job performance category (moderate to substantial, moderate, minimal to moderate). The second listed the item type. The third column, labeled “CSA’s recommendation,” identified CSA’s recommended number of scored item on the exam for each item type. The fourth column, labeled “SME Recommendation,” was left blank in order for each SME group to record their recommended distribution for the scored items. 

Poker chips were used to provide SMEs with a visual representation of the distribution of scored items across the different item types. Fifty-three gray colored poker chips were used to represent CSA’s recommended distribution of scored items across the different item types. Each chip represented one scored item on the exam. When SMEs were divided into their groups, each group was sent to a table that had the poster sized preliminary exam plan on it, with the 53 gray colored poker chips distributed according to the preliminary exam plan down the column labeled “CSA’s Recommendation.” Around the poster were 53 blue colored poker chips. SMEs were instructed:

· that each poker chip represented one scored exam item. 

· to consult with group members in order to distribute the 53 blue poker chips across the different item types. 

· if a SME group thought that CSA’s preliminary exam plan was correct, they could just replicate CSA’s distribution of the poker chips. If the SMEs felt that changes were necessary, they could make changes to the preliminary exam plan by distributing the blue poker chips in a different way than CSA had done. 

Results
Due to staff shortages, only 29 SMEs were able to attend the three SME meetings. Table 12 identifies the classifications of the SMEs by SME meeting and facility. Of these 29 SMEs, 21 were CSs (72.4%), three YCSs (10.3%), and five Sr. YCC (17.2%). The SMEs represented 15 different correctional facilities. The characteristics of the facilities are defined in Appendix I.

Table 12 TC "Table 12
SME Classification by SME Meeting and Facility" \f B \l "1" 
SME Classification by SME Meeting and Facility

	
	
	SMEs Requested
	
	SMEs Obtained

	SME Meeting
	Facility
	CS
	YCS
	Sr. YCC
	
	CS
	YCS
	Sr. YCC

	Northern
	Deul Vocational Institution
	2
	-
	-
	
	2
	-
	-

	
	CSP, Sacramento
	2
	-
	-
	
	2
	-
	-

	
	Sierra Conservation Center
	2
	-
	-
	
	2
	-
	-

	
	California Medical Facility
	2
	-
	-
	
	0
	-
	-

	
	California State Prison, Solano
	2
	-
	-
	
	2
	-
	-

	
	Mule Creek State Prison
	2
	-
	-
	
	0
	-
	-

	
	O.H. Close Youth Correctional Facility
	-
	2
	1
	
	-
	1
	0

	
	N.A. Chaderjian YCF
	-
	1
	2
	
	-
	1
	2

	Central
	CSP, Corcoran
	2
	-
	-
	
	2
	-
	-

	
	Substance Abuse Treatment Facility
	2
	-
	-
	
	2
	-
	-

	
	Kern Valley State Prison
	2
	-
	-
	
	0
	-
	-

	
	North Kern State Prison
	2
	-
	-
	
	2
	-
	-

	
	Avenal State Prison
	2
	-
	-
	
	2
	-
	-

	
	Pleasant Valley State Prison
	2
	-
	-
	
	2
	-
	-

	Southern
	CSP, Los Angeles County
	1
	-
	-
	
	0
	-
	-

	
	California Institution for Men  
	1
	-
	-
	
	1
	-
	-

	
	California Institution for Women
	2
	-
	-
	
	0
	-
	-

	
	California Rehabilitation Center
	2
	-
	-
	
	1
	-
	-

	
	Ventura YCF
	-
	1
	2
	
	-
	1
	2

	
	SYRCC
	-
	2
	1
	
	-
	0
	1

	
	Total:
	30
	6
	6
	
	21
	3
	5


Demographic characteristics for the SMEs are presented below in Table 13 and Table 14. On average, the SMEs had 16 years of experience as a correctional peace officers and 7.5 years of experience in their current supervisor classifications. Approximately 79% of the SMEs were male and 21% female. The largest ethnic group the SMEs represented was White (34%) followed by Hispanic (31%), African American (27%), Asian (3.4%), and Native American (3.4%). A comparison of the ethnicity and sex of the SMEs to the statewide statistics for each classification is provided in Appendix I. 

Table 13 TC "Table 13
SMEs’ Average Age, Years of Experience, and Institutions" \f B \l "1" 
SMEs’ Average Age, Years of Experience, and Institutions 

	
	N
	 
	M
	
	SD

	Age
	28
	*
	42.39
	 
	5.55

	Years as a Correctional Peace Officer
	29
	
	16.62
	
	5.01

	Number of Institutions
	29
	
	1.93
	
	0.84

	Years in Classification
	28
	*
	7.50
	
	4.98


Note. *One SME declined to report this information.

Table 14 TC "Table 14
Sex, Ethnicity, and Education Level of SMEs" \f B \l "1" 
Sex, Ethnicity, and Education Level of SMEs

	
	n
	
	%

	Sex
	
	
	

	
	Male
	23
	
	79.3

	
	Female
	6
	
	20.7

	Ethnicity
	
	
	

	
	Asian
	1
	
	3.4

	
	African American
	8
	
	27.6

	
	Hispanic
	9
	
	31.0

	
	Native American
	1
	
	3.4

	
	White
	10
	
	34.5

	Education
	
	
	

	
	High School Diploma
	4
	
	13.8

	
	Some College 
	16
	
	55.2

	
	Associate’s Degree
	5
	
	17.2

	
	Bachelor’s Degree
	4
	
	13.8


Item Review

Each SME was provided with a SME packet of materials that included a description and example of each item type developed to assess the KSAOs selected for preliminary exam development. For each item, the facilitator described the item, the KSAO it was intended to assess, and the SMEs were provided time to review the item. After reviewing the item, SMEs were asked to provide feedback or recommendations to improve the items. 
The items received positive feedback from the SMEs. Overall, the SMEs indicated that the set of item types were job related, appropriate for entry-level COs, YCOs, and YCCs, and assessed the associated KSAOs. The few comments that were received for specific item types were: 

· Logical Sequence – one SME thought that these items with a corrections context might be difficult to complete. Other SMEs did not agree since the correct order did not require knowledge of corrections policy (e.g., have to know a fight occurred before intervening). The SMEs suggested that they may take the test taker a longer time to answer and that time should be permitted during the test administration. 

· Identify-a-Difference – items were appropriate for entry-level, but for supervisors a more in-depth investigation would be necessary. 

· Math – skills are important for all classifications, but 90% of the time the skill is limited to addition. Subtraction is also used daily. Multiplication is used maybe monthly. Division is not required for the majority of COs, YCOs, and YCCs. Some COs, YCOs, and YCCs have access to calculators, but all need to be able to do basic addition and subtraction without a calculator. Counts, which require addition, are done at least five times per day, depending on the security level of the facility.

“When Needed” Ratings

Because all three positions are entry-level and require no prior job knowledge, a fair selection exam can only assess KSAOs that applicants must possess at the time of hire in order to be successful in the academy and on the job (i.e., as opposed to those which will be trained). The SMEs completed “when needed ratings” for the KSOAs selected for exam development in order to update the results of the 2007 job analysis. The KSAOs were rated on a three point scale and were assigned the following values: 0 = possessed at time of hire; 1 = learned during the academy, and 2 = learned post-academy. A mean rating for each KSAO was calculated for the overall SME sample and for each SME classification (CS, YCS, Sr. YCC). 
Table 15 provides the mean and standard deviation “when needed” rating for each KSAO for the three classifications combined and for each classification. Consistent with the 2007 job analysis KSAOs with a mean rating from .00 to .74 indicated that the KSAOs were “required at hire.” As indicated in Table 15, the SMEs agreed that all 14 KSAOs targeted for inclusion on the exam must be possessed at the time of hire.

Table 15 TC "Table 15
SMEs When Needed Rating of the KSAOs" \f B \l "1" 
SMEs “When Needed” Rating of the KSAOs

	
	Overall
	
	CS
	
	YCS
	
	Sr. YCC

	KSAO 
	M
	SD
	
	M
	SD
	
	M
	SD
	
	M
	SD

	1. Understand written paragraphs.
	.03
	.18
	
	.05
	.22
	
	.00
	.00
	
	.00
	.00

	2. Ask questions.
	.03
	.18
	
	.05
	.22
	
	.00
	.00
	
	.00
	.00

	32. Time management.
	.07
	.37
	
	.09
	.44
	
	.00
	.00
	
	.00
	.00

	36. Understand written information.
	.00
	.00
	
	.00
	.00
	
	.00
	.00
	
	.00
	.00

	38. Communicate in writing.
	.00
	.00
	
	.00
	.00
	
	.00
	.00
	
	.00
	.00

	42. Apply rules to specific problems.
	.00
	.00
	
	.00
	.00
	
	.00
	.00
	
	.00
	.00

	46. Method to solve a math problem.
	.00
	.00
	
	.00
	.00
	
	.00
	.00
	
	.00
	.00

	47. Add, subtract, multiply, or divide.
	.00
	.00
	
	.00
	.00
	
	.00
	.00
	
	.00
	.00

	49. Make sense of information.
	.00
	.00
	
	.00
	.00
	
	.00
	.00
	
	.00
	.00

	50. Identify a known pattern.
	.00
	.00
	
	.00
	.00
	
	.00
	.00
	
	.00
	.00

	51. Compare pictures.
	.00
	.00
	
	.00
	.00
	
	.00
	.00
	
	.00
	.00

	97. Detailed and thorough.
	.10
	.31
	
	.09
	.30
	
	.00
	.00
	
	.20
	.45

	98. Honest and ethical.
	.00
	.00
	
	.00
	.00
	
	.00
	.00
	
	.00
	.00

	115. English grammar.
	.00
	.00
	
	.00
	.00
	
	.00
	.00
	
	.00
	.00


Note. KSAOs were rated on a 3-point scale: 0 = possessed at time of hire; 1 = learned during the academy, and 2 = learned post-academy. Means from 0.00 to 0.74 indicate KSAs needed at the time of hire.

One Exam for the Three Classifications?
At each SME meeting, the SMEs were asked if one exam for the three classifications was appropriate or if multiple exams were necessary. SME were asked to provide this feedback after they were familiar with the job analysis results, the supplemental job analysis results, the item types developed to assess the KSAOs selected for exam development, and after they had completed the when needed ratings. Thus, at this point they were familiar with all of the research that had been conducted to compare and contrast the differences between the three classifications in terms of what KSAOs are required at the time of hire. Each classification then has its own academy to teach individuals job specific KSAOs and tasks. 
The SMEs approved the use of one exam for the three classifications. Overall, the SMEs indicated that one exam made sense. At the northern and southern SME meetings, the SMEs agreed with the use of one exam for the classifications. At the central SME meeting, the SMEs were confident that one exam was appropriate for the CO and YCO classifications. Because this meeting was not attended by Sr. YCC (due to the lack of juvenile facilities in the geographical area), the SMEs indicated that they would rather leave this decision to the Sr. YCC that attended the Northern and Southern SME meetings. 

Recommended Changes to the Preliminary Exam Plan

At each SME meeting, SMEs were divided into groups consisting of two to three SMEs. When possible, at least one SME in each group represented a youth classification (YCS or Sr. YCC). Each group was provided with a large poster sized version of the preliminary exam plan and two sets of 53 poker chips (one gray set, one blue set). Each set of poker chips was used to visually represent the 53 scored items on the test. The gray poker chips were arranged down the “CSA Recommendation” column to represent how CSA distributed the scored item across the different item types. The blue set was provided next to the preliminary exam plan. Each group was instructed to consult with group members and distribute the 53 scored items across the item types as the group determined was appropriate. Across the three SME meetings, a total of 11 SME groups used the blue poker chips to provide recommended changes to the preliminary exam plan. Table 16 identifies the number of SMEs in each group by classification and SME meeting.
Table 16 TC "Table 16
Number of SME in each Group by Classification and SME Meeting" \f B \l "1" 
Number of SME in each Group by Classification and SME Meeting

	SME Meeting
	Group
	Members by Classification

	
	
	CS
	YCS
	Sr. YCC

	Northern
	A
	2
	-
	1

	
	B
	2
	1
	-

	
	C
	2
	-
	1

	
	D
	2
	1
	-

	Central
	E
	3
	-
	-

	
	F
	3
	-
	-

	
	G
	2
	-
	-

	
	H
	2
	-
	-

	Southern
	I
	2
	-
	1

	
	J
	1
	-
	1

	
	K
	-
	1
	1


The recommendations of each SME group were summarized by calculating the mean number of items assigned to each item type. Table 17 provides the mean number of items recommended for the exam specifications by item type. The first three columns identify the estimated improvement in job performance category (moderate to substantial, moderate, minimal to moderate), item type, and format of the item, when applicable. The fourth column provides the number of scored items for each item type that CSA recommended in the preliminary exam specifications. The fourth and fifth column provide the mean number of items recommended for the preliminary exam plan and the standard deviation (SD) across the 11 SME groups for each item type. When the SME recommendation is rounded to a whole number, compared to CSA’s recommendations, SMEs added a judgment item and removed a differences in pictures item as well as the multiplication item.

Table 17 TC "Table 17  SME Exam Plan Recommendations" \f B \l "1" 
SME Exam Plan Recommendations

	
	
	
	
	SME Recom.

	Job Perf. Category
	Item Type
	Format
	CSA Recom.
	Mean
	SD

	Moderate to Substantial
	Concise Writing 
	na
	6
	6.27
	.79

	
	Judgment
	na
	6
	6.55
	1.29

	
	Apply Rules
	na
	6
	5.64
	.50

	
	Attention to Details
	na
	6
	5.73
	.79

	
	Grammar
	na
	6
	5.73
	.79

	Moderate


	Logical Sequence
	na
	5
	5.45
	.52

	
	Identify Differences
	na
	5
	4.82
	.75

	
	Time Chronology
	na
	5
	4.45
	.93

	Minimal

to Moderate
	Differences in Pictures
	na
	4
	2.91
	1.14

	
	Addition 
	Trad.
	1
	2.00
	1.18

	
	
	Word
	1
	1.45
	.52

	
	Subtraction
	Trad.
	0
	0.27
	.65

	
	 
	Word
	0
	0.18
	.40

	
	Combination
	Trad.
	0
	0.27
	.90

	
	 
	Word
	1
	1.00
	.63

	
	Multiplication
	Trad.
	1
	0.45
	.52

	
	 
	Word
	0
	0.00
	.00

	
	Division
	Trad.
	0
	0.00
	.00

	
	 
	Word
	0
	0.00
	.00

	 
	 
	Total: 
	53
	
	


Chapter 9

Final Exam Specifications

The final exam specifications were developed by incorporating the feedback and recommendations of the SMEs regarding the preliminary exam specifications. The components of the preliminary exam specifications listed below were incorporated into the final exam specifications.

· One Exam for the Three Classifications – Overall the SMEs indicated that one exam for the three classifications made sense. SMEs approved the use of one exam for the three classifications. 

· Number of Scored and Pilot Items – The exam was designed to include approximately 75 items of which at least 50 were scored and a maximum of 25 items were pilot items.

· Item Scoring Method – Each scored item would be scored one (1) point for a correct answer and zero (0) points for a wrong answer. Items were designed to be independent of each other to meet the requirement of local item independence. 

· Content – The exam would assess the 14 KSAOs that were retained for preliminary exam development. The “when needed” ratings completed the SMEs, confirmed that the 14 KSAOs must be possessed at the time of hire.

· Item Types Developed to Assess each KSAO – the SMEs approved of the item types to assess each KSAO. SMEs concluded that the set of item types were job-related and appropriate for entry-level COs, YCOs, and YCCs. 

The SME recommendations for the preliminary exam plan (Table 17) were used to develop the final exam plan for the scored exam items. For each item type, the number of scored items that will be on the final exam was determined by rounding the SME recommendation. For example, the mean number of items recommended for concise writing items was 6.27. The final exam specifications included 6 scored concise writing items (6.27 was rounded to 6 items). 

Table 18 provides the final exam plan by identifying the number of scored items on the exam by item type. The last two columns also identify the % representation of the item types within the exam and the estimated improvement in job performance category.

Table 18 TC "Table 18
Final Exam Plan for the Scored Exam Items" \f B \l "1" 
Final Exam Plan for the Scored Exam Items

	Job Perf. Category
	Item Type
	Primary KSAO
	 
	# on Exam
	% 
	Cat. % 

	
	
	
	Format
	
	Repres.
	Repres.

	Moderate to Substantial
	Concise Writing 
	38
	na
	6
	11.54%
	59.62%

	
	Judgment
	98
	na
	7
	13.46%
	

	
	Apply Rules
	42
	na
	6
	11.54%
	

	
	Attention to Details
	97
	na
	6
	11.54%
	

	
	Grammar
	115
	na
	6
	11.54%
	

	Moderate
	Logical Sequence
	49
	na
	5
	9.62%
	26.92%

	
	Identify Differences
	2
	na
	5
	9.62%
	

	
	Time Chronology
	32
	na
	4
	7.69%
	

	Minimal 

to Moderate
	Differences in Pictures
	50 & 51
	na
	3
	5.77%
	13.46%

	
	Addition 
	47
	Trad. 
	2
	3.85%
	

	
	 
	46 & 47
	Word
	1
	1.92%
	

	
	Subtraction
	47
	Trad.
	0
	0.00%
	

	
	 
	46 & 47
	Word
	0
	0.00%
	

	
	Combination
	47
	Trad.
	0
	0.00%
	

	
	 
	46 & 47
	Word
	1
	1.92%
	

	
	Multiplication
	47
	Trad.
	0
	0.00%
	

	
	 
	46 & 47
	Word
	0
	0.00%
	

	
	Division
	47
	Trad.
	0
	0.00%
	

	
	 
	46 & 47
	Word
	0
	0.00%
	

	 
	 
	 
	Total: 
	52
	100.00%
	100.00%


Chapter 10

Pilot Exam

In order to field test exam items prior to including the items on the written selection exam, a pilot exam was developed. The pilot exam was conducted in accordance with the Standards. Standard 3.8 is specific to field testing:

Standard 3.8

When item tryouts or field test are conducted, the procedures used to select the sample(s) of test takers for item tryouts and the resulting characteristics of the sample(s) should be documented. When appropriate, the sample(s) should be as representative as possible of the population(s) for which the test is intended. (AERA, APA, & NCME, 1999, p. 44)

Pilot Exam Plan

The purpose of the pilot exam was to administer exam items in order to obtain item statistics to select quality items as scored items for the written selection exam. Table 19 provides the pilot exam plan and the final written exam plan. The first column identifies the item type, followed by the format, when applicable. The third column specifies the number of items that were included on the final exam. Finally, the fourth column identifies the number of items for each item type that were included on the pilot exam. Because it was anticipated that some of the pilot items would not perform as expected, more items were piloted than the number of scored items required for the final written selection exam.

Table 19 TC "Table 19
Pilot Exam Plan" \f B \l "1" 
Pilot Exam Plan

	Item Type
	 

Format
	# of Scored Items on the Final Exam
	# on Pilot Exam

	Concise Writing 
	na
	6
	10

	Judgment
	na
	7
	14

	Apply Rules
	na
	6
	11

	Attention to Details
	na
	6
	10

	Grammar
	na
	6
	9

	Logical Sequence
	na
	5
	7

	Identify Differences
	na
	5
	10

	Time Chronology
	na
	4
	6

	Differences in Pictures
	na
	3
	6

	Addition 
	Trad. 
	2
	4

	Addition 
	Word
	1
	2

	Combination
	Word
	1
	2

	 
	Total: 
	52
	91


Characteristics of Test Takers who took the Pilot Exam

The pilot test was administered on March 17, 2011 to 207 cadets in their first week in the Basic Correctional Officer Academy (BCOA) at the Richard A. McGee Correctional Training Center located in Galt, Ca. Because the cadets were only in their first week of training, they had yet to have significant exposure to job-related knowledge, policies and procedures, or materials. However, the ability of the cadets to perform well on the pilot exam may be greater than that of an applicant sample since they had already successfully completed the selection process. On the other hand, given that the cadets were already hired, STC had some concern that some of them might not invest the energy in seriously challenging the items. To thwart this potential problem, at least to a certain extent, performance incentives were offered as described in subsection D, Motivation of Test Takers. 

It is recognized that using data obtained from cadets at the training academy has its drawbacks. However, they were the most appropriate pool of individuals to take the pilot test that STC could obtain. By having cadets take the pilot exam, it was possible to obtain a sufficient amount of data to statistically analyze the items. The statistical analyses were used to ensure that quality test items were chosen for the final written selection exam. It was presumed that the item analysis performed on the pilot data would allow STC to identify structural weaknesses in the test items so that items could be screen out of the final version of the exam. 

Demographic characteristics of the test takers who completed the pilot exam are summarized and compared to applicants for the three positions who took the written selection exam that was used in 2007, 2008, and 2009 in Table 20, Table 21, and Table 22, respectively. Table 23 provides a summary of the age of the pilot exam sample compared to the 2007, 2008, and 2009 applicants. 

Table 20 TC "Table 20
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Comparison of the Demographic Characteristics of the Pilot Written Exam Sample with 2007 Applicants 

	
	Applicants who took the 2007 Exam
	
	Pilot Written Exam Sample

	
	Frequency
	Percent
	
	Frequency
	Percent

	Sex

     Female

     Male

     Not Reported
	14,067

20,966

1,792
	38.2

56.9

4.9
	
	20

187

0
	9.7

90.3

0.0

	Ethnicity

     Native American

     Asian / Pacific Islander

     African American

     Hispanic / Latino

     Caucasian

     Other

     Not Reported
	286

2,910

5,727

13,991

10,778

678

2,455
	0.8

7.9

15.6

38.0

29.3

1.8

6.7
	
	2

22

9

93

74

7

0
	1.0

10.6

4.3

44.9

35.7

3.4

0.0

	Education

     High School

     Some College (no degree)

     Associates Degree

     Bachelor’s Degree

     Some Post-Graduate Ed.

     Master’s Degree

     Doctorate Degree

     Other

     Not Reported
	3,925

1,193

91

31,616
	10.7

3.2

0.2

85.8
	
	64

90

29

17

1

4

1

1

0
	30.9

43.5

14.0

8.2

0.5

1.9

0.5

0.5

0.0

	Total:
	36,825
	100.0
	
	207
	100.0
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Comparison of the Demographic Characteristics of the Pilot Written Exam Sample with 2008 Applicants 

	
	Applicants who took the 2008 Exam
	
	Pilot Written Exam Sample

	
	Frequency
	Percent
	
	Frequency
	Percent

	Sex

     Female

     Male

     Not Reported
	2,276

5,724

84
	28.2

70.8

1.0
	
	20

187

0
	9.7

90.3

0.0

	Ethnicity

     Native American

     Asian / Pacific Islander

     African American

     Hispanic / Latino

     Caucasian

     Other

     Not Reported
	64

631

1,260

3,115

2,560

176

278
	0.8

7.8

15.6

38.5

31.7

2.2

3.4
	
	2

22

9

93

74

7

0
	1.0

10.6

4.3

44.9

35.7

3.4

0.0

	Education

     High School

     Some College (no degree)

     Associates Degree

     Bachelor’s Degree

     Some Post-Graduate Ed.

     Master’s Degree

     Doctorate Degree

     Other

     Not Reported
	800

1,009

140

6,135
	9.9

12.5

1.7

75.9
	
	64

90

29

17

1

4

1

1

0
	30.9

43.5

14.0

8.2

0.5

1.9

0.5

0.5

0.0

	Total:
	8,084
	100.0
	
	207
	100.0
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Comparison of the Demographic Characteristics of the Pilot Written Exam Sample with 2009 Applicants 

	
	Applicants who took the 2009 Exam
	
	Pilot Written Exam Sample

	
	Frequency
	Percent
	
	Frequency
	Percent

	Sex

     Female

     Male

     Not Reported
	1,318

2,886

1
	31.3

68.6

0.0
	
	20

187

0
	9.7

90.3

0.0

	Ethnicity

     Native American

     Asian / Pacific Islander

     African American

     Hispanic / Latino

     Caucasian

     Other

     Not Reported
	28

296

547

1,703

1,315

86

230
	0.7

7.0

13.0

40.5

31.3

2.0

5.5
	
	2

22

9

93

74

7

0
	1.0

10.6

4.3

44.9

35.7

3.4

0.0

	Education

     High School

     Some College (no degree)

     Associates Degree

     Bachelor’s Degree

     Some Post-Graduate Ed.

     Master’s Degree

     Doctorate Degree

     Other

     Not Reported
	565

672

2,968
	13.4

16.0

70.6
	
	64

90

29

17

1

4

1

1

0
	30.9

43.5

14.0

8.2

0.5

1.9

0.5

0.5

0.0

	Total:
	4,205
	100.0
	
	207
	100.0
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Age Comparison of the Pilot Written Exam Sample with 2007, 2008, and 2009 Applicants
	Sample
	M
	SD

	Pilot Written Exam
	31.1
	8.2

	2007 Applicants
	31.1
	8.3

	2008 Applicants
	30.6
	8.9

	2009 Applicants
	31.2
	9.0


Consistent with Standard 3.8, the characteristics of the applicants who took the 2007, 2008, and 2009 exams were used to represent the population for which the test is intended. For most of the ethnic groups, the pilot exam sample was representative of the population for which the test is intended. The pilot written sample was diverse with 9.7% female, 10.6% Asian/Pacific Islander, 4.3% African American, and 44.9% Hispanic. Regarding highest educational level, 43.5% had completed some college but did not acquire a degree, 14.0% had an associate degree, and 8.2% had a bachelor’s degree. The average age of the pilot exam sample was 31.1 (SD = 8.2). However, the females were underrepresented in the pilot exam sample (9.7%) compared to the 2007 exam sample (38.2%), 2008 exam sample (28.8), and 2009 sample (31.3). African Americans were also underrepresented in the pilot sample (4.3%) compared to the 2007 sample (15.6%), 2008 sample (15.6%), and 2009 sample (13.0). Additionally, a higher percentage of the pilot exam sample had obtained an advanced degree (Associate’s Degree = 14.0% and Bachelor’s Degree = 8.2%) compared to the 2007 exam sample (Associate’s Degree = 10.7% and Bachelor’s Degree = 3.2). However, the education of the pilot sample was more similar to that of the 2008 sample (Associate’s Degree = 9.9% and Bachelor’s Degree = 12.5%, and the 2009 sample (Associate’s Degree = 13.4% and Bachelor’s Degree = 16.0%).

Ten Versions of the Pilot Exam

In order to identify and balance any possible effects that the presentation order of the item types may have had on item difficulty, ten versions of the exam were developed (Version A – J). Each version consisted of the same pilot items, but the order of the item types was varied. The ten forms were used to present each group of different item types (e.g., concise writing, logical sequence, etc.) in each position within the exam. For example, the group of logical sequence items were presented first in Version A, but were the final set of items in Version B. Table 24 identifies the order of the ten item types across the ten pilot versions. The first column identifies the item type and the remaining columns identify the position order of each item type for each version of the pilot exam.
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Presentation Order of Item Types by Pilot Exam Version

	
	Version

	Item Type
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J

	Logical Sequence
	1
	10
	2
	9
	5
	3
	4
	6
	7
	8

	Identify-a-Difference
	2
	9
	4
	7
	10
	5
	6
	8
	1
	3

	Time Chronology
	3
	8
	6
	5
	4
	1
	2
	9
	10
	7

	Differences in Pictures
	4
	7
	8
	3
	2
	6
	9
	10
	5
	1

	Math
	5
	1
	10
	2
	8
	4
	3
	7
	6
	9

	Concise Writing 
	6
	5
	9
	1
	7
	2
	8
	4
	3
	10

	Judgment 
	7
	4
	3
	6
	9
	10
	5
	1
	8
	2

	Apply Rules
	8
	3
	5
	4
	1
	7
	10
	2
	9
	6

	Attention to Details
	9
	2
	7
	10
	6
	8
	1
	3
	4
	5

	Grammar
	10
	6
	1
	8
	3
	9
	7
	5
	2
	4


Motivation of Test Takers

It was speculated that the cadets may not be as strongly motivated as an applicant sample to perform as well as they could on the pilot exam because their scores would not be used to make employment decisions, evaluate their Academy performance, or be recorded in their personnel files. In order to minimize the potential negative effects the lack of motivation may have had on the results of the pilot exam, test takers were given a financial incentive to perform well on the exam. Based on the test takers score on the pilot exam, test takers were entered into the raffles described below.

· The top 30 scorers were entered in a raffle to win one of three $25 Visa gift cards.

· Test takers who achieved a score of 70% correct or above were entered in a raffle to win one of three $25 Visa gift cards.

Time Required to Complete the Exam

During the administration of the pilot exam, at 9:30 a.m. the pilot exams had been distributed to the cadets and the proctor instructions were completed. The cadets began taking the exam at this time. By 12:30 p.m. 99.5% of the cadets had completed the pilot exam. 

Chapter 11

Analysis of the Pilot Exam

Two theoretical approaches exist for the statistical evaluations of exams, classical test theory (CTT) and item response theory (IRT). CTT, also referred to as true score theory, is considered “classical” in that is has been a standard for test development since the 1930s (Embretson & Reise, 2000). CTT is based on linear combinations of responses to individual items on an exam; that is, an individual’s observed score on an exam can be expressed as the sum of the number of item answered correctly (Nunnally & Bernstein, 1994). With CTT, it is assumed that individuals have a theoretical true score on an exam. Because exams are imperfect measures, observed scores for an exam are different from true scores due to measurement error. CTT thus gives rise to the following expresssion: 

X = T + E

where X represents an individual’s observed score, T represents the individual’s true score, and E represents error. If it were possible to administer an exam an infinite number of times, the average score would closely approximate the true score (Nunnally & Bernstein, 1994). While it is impossible to administer an exam an infinite number of times, an individual’s estimated true score can be obtained from the observed score and error estimates for the exam. 

CTT has been a popular framework for exam development because it is relatively simple. However, the drawback to CTT is that the information it provides is sample dependent; that is test and item level statistics are estimated for the sample of applicants for the specific exam administration and apply only to that sample.

IRT, introduced as latent trait models by Lord and Novick (1968), has rapidly become a popular method for test development (Embretson & Reise, 2000). IRT provides a statistical theory in which the latent trait the exam is intended to measure is estimated independently for both individuals and the items that compose the exam. IRT provides test and item level statistics that are theoretically sample independent; that is, the statistics can be directly compared after they are placed on a common metric (de Ayala, 2009). However, IRT has some strong assumptions that must be met and requires large sample sizes, approximately 500 subjects, to obtain stable estimates (Embretson & Reise, 2000).

Because the sample size for the pilot exam (N = 207) was too small to use IRT as the theoretical framework to evaluate the pilot exam (Embretson & Reise, 2000), the analyses of the pilot exam were limited to the realm of CTT. Once the final exam is implemented and an adequate sample size is obtained, subsequent exam analyses will incorporate IRT. 

Analysis Strategy

To evaluate the performance of the pilot exam, the pilot exam data were first screened to remove any flawed pilot items and individuals who scored lower than reasonably expected on the pilot exam. Then, the performance of the pilot exam was evaluated. Brief descriptions of the analyses used to screen the data and evaluate the performance of the pilot exam are described below. The subsections that follow provide detailed information for each of the analyses.

To screen the pilot exam data, the analyses listed below were conducted for the full sample of cadets (N = 207) who completed the 91 item pilot exam.

· Preliminary Dimensionality Assessment – a dimensionality assessment of the 91 items on the pilot exam was conducted to determine the appropriate scoring strategy. 

· Identification of Flawed Items – eight pilot items were identified as flawed and removed from subsequent analyses of the pilot exam. 

· Dimensionality Assessment without the Flawed Items – a dimensionality analysis of the 83 non-flawed pilot items was conducted. The results were compared to the preliminary dimensionality assessment to determine if the removal of the flawed items impacted the dimensionality of the pilot exam. The results were used to determine the appropriate scoring strategy for the pilot exam. 
· Identification of Outliers – two pilot exam total scores were identified as outliers and the associated test takers were removed from all of the subsequent analyses.
To evaluate the performance of the pilot exam, the analyses listed below were conducted with the two outliers removed (N = 205) using the 83 non-flawed pilot items.

· Classical Item Analysis – classical item statistics were calculated for each pilot item. 
· Differential Item Functioning Analyses (DIF) – each pilot item was evaluated for uniform and non-uniform DIF.
· Effect of Position on Item Difficulty by Item Type – analyses were conducted to determine if presentation order affected item performance for each item type. 
The sequence of analyses briefly described above was conducted to provide the necessary information to select the 52 scored items for the final exam. Once the 52 scored items were selected (see Section XII) the analyses described above were repeated to evaluate the expected psychometric properties of the final exam (see Section XIII).

Preliminary Dimensionality Assessment

While the pilot exam was designed to assess each of the KSAOs, it was assumed that these KSAO were related to a general basic skill. It was assumed that the construct assessed by the pilot exam was a unidimensional “basic skill;” therefore, a total pilot exam score would be an appropriate scoring strategy. Higher total pilot exam scores would therefore indicate a greater level of skills pertaining to the KSAOs related to the estimated improvement in job performance for the three classifications. To confirm the assumption, the dimensionality of the pilot exam was assessed.

To evaluate the unidimensionality assumption, factor analysis was used to evaluate the dimensionality of the pilot exam. Factor analysis is a statistical procedure used to provide evidence of the number of constructs, or latent variables, that a set of test items measures by providing a description of the underlying structure of the exam (McLeod, Swygert, & Thissen, 2001). Factor analysis is a commonly used procedure in test development. The purpose of the analysis is to identify the number of constructs or factors underlying the set of test items. This is done by identifying the items that have more in common with each other than with the other items on the test. The items that are common represent a construct or factor (Meyers, Gamst, & Guarino, 2006). 

Each factor or construct identified in a factor analysis is composed of all of the items on the exam, but the items have different weights across the factor identified in the analysis (Meyers et al., 2006). In one factor, an item on the exam can be weighted quite heavily. However, on another factor the very same item may have a negligible weight. For each factor, the items with the heavier weights are considered stronger indicators of the factor. The weights assigned to an item on a particular factor are informally called factor loadings. A table providing the factor loading for each item in the analysis on each factor is common output for a factor analysis. This table is used to examine the results of a factor analysis by first examining the rows to investigate how the items are behaving and then focusing on the columns to interpret the factors. Knowledge of the content of each item is necessary to examine the columns of the factor loading table in order to “interpret” the factors. By identifying the content of the items that load heavily on a factor, the essence of the factor is determined. For example if math items load heavily on a factor and the remaining non-math content-oriented items of the exam have low to negligible loadings on that same factor, the factor can be interpreted as representing basic math ability/skills. 

The results of a factor analysis provide evidence to determine the appropriate scoring strategy for an exam. If all of the items on the exam are found to measure one construct, a total test score can be used to represent a test taker’s ability level. However, if the items on the exam are found to measure more than one construct (e.g., the test is assessing multiple constructs), separate test scores may be developed for each construct in order to assess each construct separately (McLeod et al., 2001).

Identifying the number of constructs or factors for an exam is referred to as a dimensionality assessment (de Ayala, 2009). When traditional factor analysis (such as principle components, principle axis, and unweighted least squares available in SPSS, SAS, and other major statistical software packages) is applied to binary data (responses scored as correct or incorrect), there is a possibility of extracting factors that are related to the nonlinearity between the items and the factors; these factors are not considered to be content-related (Ferguson, 1941; McDonald, 1967; McDonald & Ahlawat, 1974; Thurstone, 1938). To avoid this possibility, nonlinear factor analysis, as implemented by the program NOHARM, should be used for the dimensionality analysis (Fraser, 1988; Fraser & McDonald, 2003). Nonlinear factor analysis is mathematically equivalent to IRT models (Takane & de Leeuw, 1987), and so is known as full-information factor analysis (Knol & Berger, 1991).

A decision regarding the dimensionality of an exam is made by evaluating fit indices and the meaningfulness of the solutions. The following fit indices are default output of NOHARM:

· Root Mean Square Error of Residuals (RMSR) – Small values of RMSR are an indication of good model fit. To evaluate model fit, the RMSR is compared to a criterion value of four times the reciprocal of the square root of the sample size. RMSR values less than the criterion value are an indication of good fit (deAyala, 2009).

· Tanaka’s Goodness-of-Fit Index (GFI) – under ordinary circumstances (e.g., adequate sample size), a GFI value of .90 indicates acceptable fit while a GFI of .95+ indicates excellent fit (deAyala, 2009).

The meaningfulness of a solution is evaluated when determining the dimensionality of an exam. The following provide information regarding the meaningfulness of a solution:

· Factor Correlations – factors that are highly correlated have more in common with each other than they have differences. Therefore, the content of two highly correlated factors may be indistinguishable and the appropriateness of retaining such a structure may be questionable. 

· Rotated Factor Loadings – the rotated factor loadings and the content of items are used to interpret the factors. Factor loadings for this type of analysis (dichotomous data) will always be lower (.3s and .4s are considered good) compared to traditional types of factor analysis. For instance, .5s are desirable when using linear factor analysis (Meyers et al., 2006; Nunnally & Bernstein, 1994). By identifying the content of the items that load heavily on a factor, the essence of the factor is determined. Whether the essence of a factor can be readily interpreted is a measure of the meaningfulness or usefulness of the solution.

The preliminary dimensionality analysis of the 91 items on the pilot exam was conducted using NOHARM to evaluate the assumption that the pilot exam was a unidimensional “basic skills” exam and therefore a total test score was an appropriate scoring strategy for the pilot exam. This dimensionality assessment of the pilot exam was considered preliminary because it was conducted to determine how to properly score the pilot exam which affected the calculation of item level statistics (i.e., corrected point bi-serial correlations). The item level statistics were then used to identify and remove any flawed pilot items. After the removal of the flawed pilot items, the dimensionality analysis was then repeated to determine if the dimensionality of the pilot exam was affected by the removal of the flawed items. 

For the 91 items on the pilot exam, one, two, and three dimension solutions were evaluated to determine if the items of the pilot exam partitioned cleanly into distinct latent variables or constructs. The sample size for the analysis, N = 207, was small since full information factor analysis requires large sample sizes. This small sample size would affect model fit and the stability of the results (Meyers et al., 2006). The criterion value to evaluate the model fit using RMSR was .28 (4*(1/[image: image1.wmf]207

).
Results of the One Dimension Solution

The values of the fit indices for the unidimensional solution are provided below.
· The RMSR value was .014 which was well within the criterion value of .28. The RMSR value indicated good model fit. 

· Tanaka’s GFI index was .81. In statistical research, large sample sizes are associated with lower standard errors and narrower confidence intervals (Meyers, Gamst, & Guarino, 2006). The GFI index involves the residual covariance matrix (de Ayala, 2009), an error measurement. Therefore, the small sample size (N = 207) may have resulted in GFI values that are generally lower than what is to be ordinarily expected. 

Factor correlations and rotated factor loadings were not reviewed as they are not produced for a unidimensional solution. The two and three dimension solutions were evaluated to determine if they would result in improved model fit and produce a meaningful solution.

Results of the Two Dimension Solution

The values of the fit indices for the two dimension solution are provided below.
· The RMSR value was .013 which was well within the criterion value of .28. The RMSR value indicated good model fit. 

· Tanaka’s GFI index was .84. Compared to the unidimensional solution, the GFI increase was expected because an increase in the number of dimensions in a model will always improve model fit; the value of the gain must be evaluated based on the interpretability of the solution (Meyers, et al., 2006). While the GFI value did increase, it did not reach the .90 value that is traditionally used to indicate good model fit. The small sample size (N = 207) may have resulted in GFI values that are generally lower than what is to be ordinarily expected. 

The factor correlations and Promax rotated factor loadings were evaluated to determine the meaningfulness of the two dimension solution. Factor one and two were highly correlated, Pearson’s r = .63, indicating the content of the two factors was not distinct. Given the high correlations between the two factors, the Promax rotated factor loadings were reviewed to identify the structure of each factor. Appendix J provides the factor loading for the two and three dimension solutions. For each item, the factor onto which the item loaded most strongly was identified. Then for each item type (e.g., identify-a-difference), the factor onto which the items consistently loaded the strongest was evaluated. If all of the items for a specific item type loaded the strongest consistently on one factor, then the item type was identified as loading onto that specific factor. For example, all of identify-a-difference items loaded the strongest on factor one; therefore, the identify-a-difference items were determined to load on factor one. Item types that did not load clearly on either factor one or factor two were classified as having an “unclear” factor solution. Table 25 provides a summary of the item types that loaded on each factor.
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Preliminary Dimensionality Assessment: Item Types that Loaded on each Factor for the Two Dimension Solution

	Factor 1
	Factor 2
	Unclear

	Identify-a-difference


	Concise writing

Math


	Apply rules*

Attention to details Differences in pictures

Grammar*

Judgment* 

Logical sequence

Time chronology


Note. *All but one item loaded on the same factor.


For the two dimension solution, a sensible interpretation of the factors based on the item types was not available. Factor 1 consisted only of identify-a-difference items. There was no clear reason why factor two consisted of concise writing and math items. There was no sensible interpretation as to why concise writing and math items grouped together. Finally, many item types did not partition cleanly onto either factor. The three dimension solution was evaluated to determine if it would produce a more meaningful and interpretable solution.

Results of the Three Dimension Solution

The values of the fit indices for the three dimension solution are provided below.
· The RMSR value was .012 which was well within the criterion value of .28. The RMSR value indicated good model fit. 

· Tanaka’s GFI index was .86. Compared to the two dimension solution, the GFI increase was expected because an increase in the number of dimensions in a model will always improve model fit; the value of the gain must be evaluated by the interpretability of the solution (Meyers, et al., 2006). While the GFI value did increase, the GFI value did not reach the .90 value that is traditionally used to indicate good model fit. The small sample size (N = 207) may have resulted in GFI values that are generally lower than what is to be ordinarily expected. 

The factor correlations and the Promax rotated factor loadings were evaluated to determine the meaningfulness of the three dimension solution. Table 26 provides the correlations between the three factors. Factor one and two had a strong correlation while the correlations between factor one and three and factor two and three were moderate. Based on the correlations between the three factors, the content of the three factors may not be distinct. 
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Preliminary Dimensionality Assessment: Correlations between the Three Factors for the Three Dimension Solution

	
	Factor 1
	Factor 2
	Factor 3

	Factor 1
	-
	
	

	Factor 2
	.513
	-
	

	Factor 3
	.279
	.350
	


Given the moderate to high correlations between the three factors, the Promax rotated factor loadings were reviewed to identify the latent structure of each factor. Appendix J provides the factor loading for the three dimension solution. For each item, the factor onto which the item loaded most strongly was identified. Then for each item type (e.g., identify-a-difference), the factor onto which the items consistently loaded most strongly was evaluated. If all of the items for a specific item type consistently loaded most strongly on one factor, then the item type was identified as loading onto that specific factor. Item types that did not load clearly on factor one, factor two, or factor three were classified as having an “unclear” factor solution. Table 27 provides a summary of the item types that loaded on each factor. 
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Preliminary Dimensionality Assessment: Item Types that Loaded on each Factor for the Three Dimension Solution

	Factor 1
	Factor 2
	Factor 3
	Unclear

	Logical sequence

Time chronology


	Differences in pictures
	Concise writing

Math 


	Apply rules*

Attention to details

Grammar

Identify-a-difference*

Judgment 


Note. *All but one item loaded on the same factor.
For the three dimension solution, a sensible interpretation of the factors based on the item types was not readily distinguished. There was no clear reason as to why factor one consisted of logical sequence and time chronology items. A commonality between these two item types was not obvious and why the item types were grouped together could not be explained. Factor two consisted solely of the differences in pictures items. Factor three consisted of concise writing and math items. As with the two dimension solution, there was no sensible interpretation as to why concise writing and math items grouped together. Finally, many item types did not partition cleanly onto either factor.
Conclusions

The preliminary dimensionality assessment of the 91 item pilot exam was determined by evaluating the fit indices and the meaningfulness of the one, two, and three dimensional solutions. 
· The RMSR values for the one (.014), two (.013), and three (.012) dimension solutions were well within the criterion value of .28 indicating good model fit for all three solutions.

· The GFI increased from .81 for the one dimension solution to .84 for the two dimension solution, and .86 for the three dimension solution. As expected, the GFI index increased as dimensions were added to the model. None of the three solutions resulted in a GFI value of .90 which is traditionally used to indicate good model fit. Because the GFI index involves the residual covariance matrix, an error measurement, it was concluded that the small sample size (N = 207) resulted in GFI values that are generally lower than what is to be ordinarily expected.

· The meaningfulness of the solutions became a primary consideration for the determination of the exam’s dimensionality because the RMSR value indicated good model fit for the three solutions and the sample size limited the GFI index for all three solutions. The unidimensional solution was parsimonious and did not require partitioning the item types onto factors. For the two and three dimension solutions, a sensible interpretation of the factors based on the item types was not readily distinguished. There was no clear reason as to why specific item types loaded more strongly onto one factor than another. Additionally, a commonality between item types that were grouped together within a factor could not be established. Finally, many item types did not partition cleanly onto one factor for the two or three dimension solutions. The factor structures of the two and three dimension solution did not have meaningful interpretations. 

Based on the preliminary dimensionality assessment, the 91 item pilot exam was determined to be unidimensional. That is, it appeared that there was a single “basic skills” dimension underlying the item types. Because the exam measures one “basic skills” construct, a total test score for the pilot exam could be used to represent the ability of test takers (McLeod et al., 2001).

Classical Item Analysis

Item level statistical analyses were conducted for each 91 items on the pilot exam. Item level and test level psychometric analyses are addressed throughout the Standards. Standard 3.9 is specific to the item level analysis of the pilot exam:

Standard 3.9

When a test developer evaluates the psychometric properties of items, the classical or item response theory (IRT) model used for evaluating the psychometric properties of items should be documented. The sample used for estimating item properties should be described and should be of adequate size and diversity for the procedure. The process by which items are selected and the data used for item selections such as item difficulty, item discrimination, and/or item information, should also be documented. When IRT is used to estimate item parameters in test development, the item response model, estimation procedures, and evidence of model fit should be documented. (AERA, APA, & NCME, 1999, p. 44)

Classical item analysis statistics were used to analyze the responses of cadets on each of the 91 items on the pilot exam. The software programs used to perform the analyses included SPSS and “Item Statz,” an item analysis software program developed by Dr. Greg Hurtz. The Manual for Evaluating Test Items: Classical Item Analysis and IRT Approaches (Meyers & Hurtz, 2006) provides a detailed description of the statistical analyses performed. The following subsections provide a brief description of the analyses. 

Classical Item Analysis Indices for Keyed Alternative

· Item Difficulty – the percentage of test takers answering the item correctly, which is often called the p-value.

· Corrected Item-Total Correlation – the relationship between answering the item correctly and obtaining a high score on the test. The value of the correlation for each item is corrected in that, when computing the total test score, that data for the item is not included. This correlation is also called a corrected point-biserial correlation (rpb). 

Classical Item Analysis Indices for Distracters

· Distracter Proportions – the proportion of test takers choosing each of the incorrect choices. Ideally, distracters should pull approximately equal proportions of responses. 

· Distracter-Total Correlation – the relationship between choosing the particular distracter and achieving a high score on the test. This should be a negative value. 

Identification of Flawed Pilot Items

Each of the 91 items on the pilot exam and their associated classical item statistics were reviewed to identify any pilot items that might have been flawed. Flawed pilot items were defined as those with errors that would limit a test taker’s ability to understand the item (e.g., poor instructions, incorrect information in the item), key and distracter indices that indicated an item did not have one clear correct answer, distracters with positive distracter point-biserial correlations, and keyed responses with small point-biserial correlations (rpb < .15). As a result, a total of eight (8) pilot items were identified as flawed. To remove any potential negative effects these eight (8) flawed pilot items might have on the classical item statistics (i.e., influence on rpb) or pilot exam scores, these flawed items were removed from the pilot exam; that is, from this point forward the flawed items were treated as non-scored and all subsequent analyses for the pilot exam were conducted with only the 83 non-flawed pilot items.

Dimensionality Assessment for the 83 Non-flawed Pilot Items

A dimensionality analysis of the 83 non-flawed pilot items was conducted to determine if the written exam remained a unidimensional “basic skills” exam when the flawed items were removed. As with the preliminary dimensionality assessment, the analysis was conducted using NOHARM and the one, two, and three dimension solutions were evaluated to determine if the items broke down cleanly into distinct latent variables or constructs.

Results of the One Dimension Solution

The values of the fit indices for the unidimensional solution are provided below.
· The RMSR value was .014 indicating good model fit. 

· Tanaka’s GFI index was .82. 

Factor correlations and rotated factor loading were not reviewed as they are not produced for a unidimensional solution. 

Results of the Two Dimension Solution

The values of the fit indices for the two dimension solution are provided below.

· The RMSR value was .013 indicating good model fit. 

· Tanaka’s GFI index was .86. 

Factor one and two were highly correlated at .63, indicating the content of the two factors was not distinct. Given the high correlations between the two factors, the Promax rotated factor loadings were reviewed to identify the latent structure of each factor. Appendix K provides the factor loadings for the two and three dimension solutions. Table 28 provides a summary of the item types that loaded on each factor for the two dimension solution.
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Dimensionality Assessment for the 83 Non-flawed Pilot Items: Item Types that Loaded on each Factor for the Two Dimension Solution

	Factor 1
	Factor 2
	Unclear

	Identify-a-difference


	Concise writing

Math


	Apply rules

Attention to details Differences in pictures

Grammar

Judgment* 

Logical sequence

Time chronology


Note. *All but one item loaded on the same factor.

For the two dimension solution, a sensible interpretation of the factors based on the item types was not readily distinguished. Factor one consisted only of identify-a-difference items. Factor two consisted of concise writing and math items. There was no sensible explanation as to why concise writing and math items grouped together. Finally, many item types did not partition cleanly onto either factor. 

Results of the Three Dimension Solution

The values of the fit indices for the three dimension solution are provided below.
· The RMSR value was .011 indicating good model fit. 

· Tanaka’s GFI index was .87.

Table 29 provides the factor correlations between the three factors. Factor one and two had a strong correlation, while the correlations between factor one and three and factor two and three were moderate. Based on the correlations between the three factors, the content of the three factors may not be distinct. 
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	Factor 1
	Factor 2
	Factor 3

	Factor 1
	-
	
	

	Factor 2
	.521
	-
	

	Factor 3
	.278
	.344
	-


Given the moderate to high correlations between the three factors, the Promax rotated factor loadings were reviewed to identify the latent structure of each factor. Table 30 provides a summary of the item types that loaded on each factor. 
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	Factor 1
	Factor 2
	Factor 3
	Unclear

	Grammar

Logical sequence


	Differences in pictures
	Concise writing

Math 


	Attention to details*

Apply rules*

Identify-a-difference*

Judgment 

Time chronology


Note. *All but one item loaded on the same factor.
For the three dimension solution, a sensible interpretation of the factors based on the item types was not readily distinguished. There was no clear reason as to why factor one consisted of grammar and logical sequence items. A commonality between these two item types was not obvious and why the item types were grouped together could not be explained. Factor two consisted solely of the differences in pictures items. Factor three consisted of concise writing and math items. As with the two dimension solution, there was no sensible interpretation as to why these two item types grouped together. Finally, many item types did not partition cleanly onto either factor.

Conclusions
The dimensionality of the 83 non-flawed pilot items was determined by evaluating the fit indices and the meaningfulness of the one, two, and three dimensional solutions. 
· The RMSR for the one (.014), two (.013), and three (.011) dimension solutions were well within the criterion value of .28 indicating good model fit for all three solutions.

· The GFI increased from .82 for the one dimension solution, to .86 for the two dimension solution, and .87 for the three dimension solution. As expected, the GFI index increased as dimensions were added to the model. None of the three solutions resulted in a GFI value of .90 which is traditionally used to indicate good model fit. Because the GFI index involves the residual covariance matrix, an error measurement, it was concluded that the small sample size (N = 207) resulted in GFI values that are generally lower than what is to be ordinarily expected.

· The meaningfulness of the solutions became a primary consideration for the determination of the exam’s dimensionality because the RMSR value indicated good model fit for the three solutions and the sample size limited the GFI index for all three solutions. The unidimensional solution was parsimonious and did not require partitioning the item types onto factors. For the two and three dimension solutions, a sensible interpretation of the factors based on the item types was not readily distinguished. There was no clear reason as to why specific item types loaded more strongly onto one factor than another. Additionally, a commonality between item types that were grouped together within a factor could not be explained. Finally, many item types did not partition cleanly onto one factor for the two or three dimension solution. The factor structures of the two and three dimension solution did not have a meaningful interpretation. 

Based on this dimensionality assessment for the 83 non-flawed pilot items, the pilot exam was determined to be unidimensional. This result was consistent with preliminary dimensionality assessment. That is, it appeared that there was a single “basic skills” dimension underlying the item types. Because the pilot exam measures one “basic skills” construct, a total test score for the pilot exam (the 83 non-flawed items) can be used to represent the ability of test takers (McLeod et al., 2001).

Identification of Outliers

Consistent with the results of the dimensionality assessment for the 83 non-flawed pilot items, a total pilot exam score was calculated. The highest possible score a cadet could achieve on the pilot exam was 83. To identify any potential pilot exam scores that may be outliers, the box plot of the distribution of exam scores, provided in Figure 1, was evaluated. 
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Figure 1. Box plot of the distribution of pilot exam scores. TC "Figure 1. Box plot of the distribution of pilot exam scores." \f D \l "1"  The Two scores falling below the lower inner fence were identified as outliers.

The two scores below the lower inner fence were both a score of 17 representing below chance performance. It was speculated that the poor performance was related to a lack of motivation. Because the scores were below the inner fence and represented below chance performance, they were identified as outliers and were removed from subsequent analyses.
After the removal of the two outliers, the pilot exam scores ranged from 29 to 81 (M = 56.50, SD = 11.48). To determine if the pilot exam scores were normally distributed, two tests of normality, skewness and kurtosis, were evaluated. Two thresholds exist for evaluating skewness and kurtosis as indicators of departures from normality, conservative and liberal (Meyers, Gamst, & Guarino, 2006). For the conservative threshold, values greater than ± .5 indicate a departure from normality. For the liberal threshold, values greater than ± 1.00 indicate a departure from normality. The distribution of pilot exam scores was considered normal because the skewness value was -.11 and the kurtosis value was -.75.

Classical Item Statistics
After determining that the pilot exam, consisting of the 83 non-flawed pilot items, was unidimensional, calculating the total pilot exam score, and removing the two test takers whose scores were considered outliers, the classical items statistics for each of the 83 non-flawed pilot items were calculated. 

For each item type, Table 31 identifies the number of pilot items, average reading level, mean difficulty, range of item difficulty (minimum and maximum), and mean corrected point-biserial correlations. For example, eight concise writing items were included in the pilot exam score. The eight concise writing items had an average reading level of 7.7, a mean item difficulty of .71, individual item difficulties ranging from .63 to .83, and a mean point-biserial correlation of .28. 
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	Item Type
	Number of Items
	Average Reading Level
	Item Difficulty

	
	
	
	Mean
	Min.
	Max.
	Mean rpb

	Concise Writing 
	8
	7.7
	.71
	.63
	.83
	.28

	Judgment
	12
	8.9
	.77
	.52
	.95
	.21

	Apply Rules
	10
	9.2
	.60
	.25
	.85
	.32

	Attention to Details
	7
	9.2
	.46
	.19
	.72
	.26

	Grammar
	9
	10.3
	.72
	.49
	.88
	.30

	Logical Sequence
	7
	9.2
	.70
	.57
	.79
	.33

	Identify Differences
	10
	7.1
	.57
	.43
	.77
	.32

	Time Chronology
	6
	8.3
	.78
	.67
	.93
	.28

	Differences in Pictures
	6
	8.3
	.66
	.38
	.96
	.19

	Math
	8
	7.0
	.85
	.73
	.92
	.19

	 Total:
	83
	8.5
	.68
	.19
	.96
	.27


Note. To calculate the mean rpb, the observed rpb values for each item were converted to z-scores and averaged, and then the resulting mean was converted back to a z score.

Differential Item Functioning Analyses

Differential item functioning (DIF) analyses were conducted for each of the 83 non-flawed pilot items. Item level and test level psychometric analyses are addressed throughout the Standards. Standard 7.3 is specific to the DIF analyses of the pilot exam items:

Standard 7.3

When credible research reports that differential item functioning exists across age, gender, racial/ethnic, cultural, disability, and/or linguistic groups in the population of test takers in the content domain measured by the test, test developers should conduct appropriate studies when feasible. Such research should seek to detect and eliminate aspects of test design, content, and format that might bias test scores for particular groups. (AERA, APA, & NCME, 1999, p. 81)

DIF analyses were used to analyze the responses of cadets on each of the 83 non-flawed pilot items. The software program SPSS was used to perform the analyses. The Manual for Evaluating Test Items: Classical Item Analysis and IRT Approaches (Meyers & Hurtz, 2006) provides a detailed description of the DIF analyses performed. The following subsection provides a brief description of the analyses. 

Differential Item Functioning Analysis

Differential Item Functioning (DIF) is an analysis in which the performance of subgroups is compared to the reference group for each of the items. Usually one or more of the subgroups represents a protected class under Federal law. The performance of the subgroup is contrasted with the performance of the majority or reference group. For example, African Americans, Asian Americans, and/or Latino Americans may be compared to European Americans. DIF is said to occur when the item performance of equal ability test takers for a protected group differs significantly from the reference group. The two potential forms of DIF are described below.

· Uniform DIF – the item functions differently for the protected class group and the reference group at all ability levels.

· Non-Uniform DIF – there is a different pattern of performance on the item between the protected class group and the reference group at different levels of ability. 

For each of the 83 non-flawed pilot items, a DIF analysis using logistic regression to predict the item performance (1 = correct, 0 = incorrect) of equal-ability test takers of contrasted groups (protected versus reference) was conducted. Although there is no set agreement on the sample size requirements for logistic regression, it is recommended to have a sample size 30 times greater than the number of parameters being estimated (Meyers, Gamst, & Guarino, 2006). Thus, for meaningful results, each group that is compared should represent at least 30 individuals. Due the small sample sizes for Asians (n = 21), African Americans (n = 9), Native Americans (n = 1) and females (n = 20), the DIF analysis was limited to Hispanics (n = 92) as a protected group and Caucasians (n = 74) as the reference group.

Statistical significance and effect size were used to evaluate the results of the DIF analyses. Because a total of 83 related analyses were conducted, it was possible that some significant effects could be obtained due to chance rather than a valid effect due to group membership (protected group versus reference group). In order to avoid alpha inflation, a Bonferroni correction was used (Gamst, Meyers, & Guarino, 2008). The alpha level for significance was divided by the number of analyses performed (.05/83 = .0006). For the 83 DIF analyses, the Bonferroni corrected alpha level was set to .001, as SPSS reports probability values to only three decimal places. Because statistical significance does not indicate the strength of the effect, effect size, or the change in R2, was also used to evaluate differences in item functioning across groups. Small differences may be statistically significant but may have little practical significance or worth (Kirk, 1996). A change in R2 greater than .035, an increase of 3.5% in the amount of variance accounted for, was flagged for potential practical significance. Uniform and non-uniform DIF was identified as items that had a change in R2 greater than .035 and an alpha level less than .001. None of the 83 pilot items exhibited uniform or non-uniform DIF.

Effect of Position on Item Difficulty by Item Type

Ten versions of the pilot exam were developed (Version A – J) to present each set of different item types (e.g., concise writing, logical sequence, etc.) in each position within the pilot exam. For example, the set of logical sequence items were presented first in Version A, but were the final set of items in Version B. The presentation order of the ten item types across the ten pilot versions was previously provided in Table 24.

Consistent with the Standards, for each item type, analyses were conducted to determine if item performance was related to presentation order. Standard 4.15 is specific to context effects of multiple exam forms:

Standard 4.15

When additional test forms are created by taking a subtest of the items in an existing test form or by rearranging its items and there is sound reason to believe that scores on these forms may be influenced by item context effects, evidence should be provided that there is no undue distortion of norms for the different versions or of score linkages between them. (AERA, APA, & NCME, 1999, p. 58)

For the 83 non-flawed pilot items, analyses were conducted to determine if presentation order affected item performance for each item type. Item difficulty (i.e., the probability that a test taker will correctly answer an item) was used as the measure of item performance. Appendix L provides a detailed description of the analyses. For the 83 non-flawed pilot items, it was concluded that only concise writing and time chronology items exhibited order effects, becoming significantly more difficult when placed at the end of the exam. 

The analysis of the pilot exam was conducted to provide the necessary information to select the 52 scored items for the final exam. It was noted at this stage of exam development that the concise writing and identify-a-difference items exhibited order effects; the order effects were re-evaluated once the 52 scored items were selected.

Notification of the Financial Incentive Winners

In an attempt to minimize the potential negative effects the lack of motivation may have had on the results of the pilot exam, test takers were given a financial incentive to perform well on the exam. The pilot exam scores did not include the flawed items. Thus, the highest possible test score was 83. The financial incentives were awarded based on test takers’ pilot exam scores. Test takers were entered into the raffles described below.

· The top 30 scorers were entered in a raffle to win one of three $25 Visa gift cards. The names of the top thirty scorers were recorded on a piece of paper. All of the names were placed in a bag. After thoroughly mixing the names in the bag, a graduate student assistant drew three names out of the bag. Once a name was drawn from the bag, it remained out of the bag. Thus an individual could win only one gift card for this portion of the incentive. Each of the three individuals whose name was drawn out of the bag received a $25 Visa gift card. 

· Test takers who achieved a score of 58 or higher (70% correct or above) were entered in a raffle to win one of three $25 Visa gift cards; including the top 30 scorers. A total of 93 of the test takers achieved a score of at least 58 items correct. The names of these test takers were placed in a bag. After thoroughly mixing the names in the bag, a graduate student assistant drew three names out of the bag. Once a name was drawn from the bag, it remained out of the bag. Thus an individual could win only one gift card for this portion of the incentive. Each of the three individuals whose name was drawn out of the bag received a $25 Visa gift card. 

Each one of the six $25 Visa gift cards was sealed in a separate envelope with the winner’s name written on the front. The envelopes were delivered to the BCOA on April 22, 2011. The BCOA was responsible for ensuring that the gift cards were delivered to the identified winners of the financial incentive.

Chapter 12

CONTENT, ITEM sELECTION, AND STRUCTURE OF THE Written Selection Exam

Content and Item Selection of the Scored Items

The statistical analyses of the pilot exam yielded 83 non-flawed items. These items were mapped to the exam plan shown in Table 18 (p. 50) to ensure that there were an adequate number of items of each item type from which choices could be made for the final version of the exam. Each item type category was represented by more items than specified in the exam plan. This allowed for item choices to be made in each category. Selection of the items to be scored on the final version of the exam was made based on the following criteria:

· fulfilled the final exam plan for the scored exam items (see Table 18).

· exhibited the following statistical properties:

· no uniform or non-uniform DIF,

· minimum .15 corrected point-biserial correlations with preference going to items with higher correlations,

· item difficulty value ranging from .30 to .90,

· approximately equal distracter proportions, and

· negative distracter-total correlations.

Structure of the Full Item Set for the Written Selection Exam

From time to time it is necessary to introduce new versions of an exam so that:

· the exam represents the current KSAOs underlying successful job performance.

· the exam items have the best possible characteristics.

· the exam remains as secure as possible.

New versions of the exam, as they are introduced, require different exam items from those used in previous versions. Any new versions of the exam that are developed should be as similar as possible to each other and to the original versions of the exam in terms of content and statistical specifications. It is then common practice for any remaining difficulty differences between the versions of the exam to be adjusted through equating (Kolen & Brennan, 1995). 

In order to ensure that items with optimal statistical properties are available to develop new versions of the exam, it is necessary to pilot test a large number of items. However, including all of the required pilot items on one form would necessitate an unreasonably long exam. Thus, the pilot items were divided across five forms labeled A, B, C, D, and E. Each form contains 52 scored items and 23 pilot items for a total of 75 items. 

For each item type, Table 32 indicates the number of scored and pilot items that are included on each form, as well as the total number. The first column identifies the position range within the exam. The second column identifies the item type. The third and fourth columns identify the number of scored and pilot items, respectively. The final column identifies the total number of items on each form. For example, each form contains five scored logical sequence items and two pilot logical sequence items, resulting in a total of 7 judgment items on each form. The answer sheet that is used by the OPOS does not have a designated area to record the exam form that each applicant is administered. Because it was not possible to alter the answer sheet, the first question on the exam was used to record the exam form. 
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Exam Specifications for Each Form

	Position
	Item Type
	Scored Items
	Pilot Items
	Total on Each Form

	1
	Non-scored item used to record the form letter of the exam.

	2-8
	Logical Sequence
	5
	2
	7

	9-13
	Time Chronology
	4
	1
	5

	14-21
	Concise Writing 
	6
	2
	8

	22-30
	Attention to Details
	6
	3
	9

	31-38
	Apply Rules
	6
	2
	8

	39-42
	Differences in Pictures
	3
	1
	4

	43-50
	Identify-a-Difference
	5
	3
	8

	51-61
	Judgment
	7
	4
	11

	62-69
	Grammar
	6
	2
	8

	70-72
	Addition – Traditional
	2
	1
	3

	73-75
	Addition – Word
	1
	1
	2

	76
	Combination – Word
	1
	1
	2

	
	Total: 
	52
	23
	75


Careful consideration was given to the position of the scored and pilot items across all five forms of the exam. All five forms consist of the same scored items in the same position in the exam. The differences between the five forms do not affect job candidates because all five forms (A, B, C, D, and E) have identical scored items. That is, all job candidates taking the exam will be evaluated on precisely the same exam questions regardless of which form was administered, and all job candidates will be held to identical exam performance standards. 

To the extent possible, the pilot items for each item type immediately followed the scored items for the same item type. This was done to minimize any effects a pilot item may have on a test taker’s performance on a scored item of the same type. However, some item types were associated with different instructions. To minimize the number of times that test takers had to make a change in the instructional set, it was necessary to intermix pilot items within scored items. 

Table 33 identifies the position of each item on the final exam across the five forms. The following three columns were repeated across the table: item type, position, and scored or pilot. The item type column identifies the type of item. The position column identifies the question order within the exam. The scored or pilot column indentifies for each item type and position, if the item is a scored (S) or pilot (P) item. For example, the 27th item on the exam is a scored item for the type of item labeled as attention to details.
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	Item Type
	Position
	Scored or

Pilot
	Item Type
	Position
	Scored or

Pilot
	Item Type
	Position
	Scored or

Pilot

	NA*
	1
	NA*
	AD
	27
	S
	J
	53
	S

	LS
	2
	S
	AD
	28
	P
	J
	54
	S

	LS
	3
	S
	AD
	29
	P
	J
	55
	S

	LS
	4
	S
	AD
	30
	P
	J
	56
	S

	LS
	5
	S
	AR
	31
	S
	J
	57
	S

	LS
	6
	S
	AR
	32
	S
	J
	58
	S

	LS
	7
	P
	AR
	33
	S
	J
	59
	P

	LS
	8
	P
	AR
	34
	S
	J
	60
	P

	TC
	9
	S
	AR
	35
	S
	J
	61
	P

	TC
	10
	S
	AR
	36
	P
	G
	62
	S

	TC
	11
	S
	AR
	37
	S
	G
	63
	S

	TC
	12
	S
	AR
	38
	P
	G
	64
	S

	TC
	13
	P
	DP
	39
	S
	G
	65
	S

	CW
	14
	S
	DP
	40
	S
	G
	66
	S

	CW
	15
	S
	DP
	41
	S
	G
	67
	S

	CW
	16
	S
	DP
	42
	P
	G
	68
	P

	CW
	17
	P
	ID
	43
	S
	G
	69
	P

	CW
	18
	S
	ID
	44
	S
	AT
	70
	S

	CW
	19
	S
	ID
	45
	S
	AT
	71
	S

	CW
	20
	S
	ID
	46
	S
	AT
	72
	P

	CW
	21
	P
	ID
	47
	S
	AW
	73
	S

	AD
	22
	S
	ID
	48
	P
	AW
	74
	P

	AD
	23
	S
	ID
	49
	P
	CW
	75
	S

	AD
	24
	S
	ID
	50
	P
	CW
	76
	P

	AD
	25
	S
	J
	51
	S
	
	
	

	AD
	26
	S
	J
	52
	P
	
	
	


Note. *Position 1 was used to record the form letter. LS = Logical Sequence, TC = Time Chronology, CW = Concise Writing, AD = Attention to Details, AR = Apply Rules, DP = Differences in Pictures, ID = Identify-a-Difference, J = Judgment, G = Grammar, AT = Adddition (traditional), AW = Addition (word), CW = Combination (word).

Chapter 13

Expected Psychometric Properties of the 

Written Selection Exam

Analysis Strategy

The analyses presented in the subsections that follow were performed to evaluate the performance of the 52 scored items selected for the written selection exam. The data file used for the analyses consisted of the responses of the cadets to each of 52 scored items selected from the pilot exam. While some of these analyses replicate previous analyses that were performed for the pilot exam, these following subsections provide the final analyses for the 52 scored item on the written exam. The results of these analyses were used to provide a representation of how the written exam might perform with an applicant sample.

To screen the pilot exam data, the analyses listed below were conducted for the full sample of cadets (N = 207) who completed the 52 scored items selected from the pilot exam.

· Dimensionality Assessment – a dimensionality analysis of the 52 scored items was conducted. The results were used to determine the appropriate scoring strategy for the final exam. 
· Identification of Outliers – the distribution of the total exam scores was analyzed to identify any extreme scores or outliers.
To evaluate how the written exam might perform with an applicant sample, the analyses listed below were conducted using the responses of the cadets, minus any possible outliers, to the 52 scored items.

· Classical Item Analysis – classical item statistics were calculated for each scored item. 
· Differential Item Functioning Analyses (DIF) – each scored item was evaluated for uniform and non-uniform DIF.
· Effect of Position on Item Difficulty by Item Type – analyses were conducted to determine if presentation order affected item performance for each item type.
The sequence of analyses briefly described above was conducted to evaluate how the written exam might perform with an applicant sample. Because the sample size for the pilot exam (N = 207) was too small to use IRT as the theoretical framework (Embretson & Reise, 2000), the analyses were limited to the realm of CTT. Once the final exam is implemented and an adequate sample size is obtained, subsequent exam analyses, using IRT, will be conducted to evaluate the performance of the written exam. 

Dimensionality Assessment
A dimensionality assessment for the 52 scored items was conducted to determine if the written exam was a unidimensional “basic skills” exam as the pilot exam had been. As with the pilot exam, the dimensionality analysis was conducted using NOHARM and the one, two, and three dimension solutions were evaluated to determine if the items break down cleanly into distinct latent variables or constructs.

Results of the One Dimension Solution
The values of the fit indices for the unidimensional solution are provided below.
· The RMSR value was .015 indicating good model fit. 

· Tanaka’s GFI index was .87. 

Factor correlations and rotated factor loadings were not reviewed as they are not produced for a unidimensional solution. 

Results of the Two Dimension Solution
The values of the fit indices for the two dimension solution are provided below.
· The RMSR value was .014 indicating good model fit. 

· Tanaka’s GFI index was .89. 

Factor one and two were highly correlated at .63 indicating the content of the two factors was not distinct. Given the high correlations between the two factors, the Promax rotated factor loadings were reviewed to identify the latent structure of each factor. Appendix M provides the factor loadings for the two and three dimension solutions. Table 34 provides a summary of the item types that loaded on each factor for the two dimension solution.
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Dimensionality Assessment for the 52 Scored Items: Item Types that Loaded on each Factor for the Two Dimension Solution

	Factor 1
	Factor 2
	Unclear

	none
	Concise writing

Differences in pictures

Math


	Apply rules*

Attention to details

Grammar 

Identify-a-difference*

Judgment*

Logical sequence

Time chronology*


Note. *All but one item loaded on the same factor.

For the two dimension solution, a sensible interpretation of the factors based on the item types was not readily distinguished. None of the item types loaded cleanly on factor one. There was no clear reason as to why factor two consisted of concise writing, differences in pictures, and math items. A commonality between the three item types was not obvious and why the item types were grouped together could not be explained. Finally, many item types did not partition cleanly onto either factor. The three dimension solution was evaluated to determine if it would produce a more meaningful and interpretable solution.

Results of the Three Dimension Solution

The values of the fit indices for the three dimension solution are provided below.
· The RMSR value was .013 indicating good model fit. 

· Tanaka’s GFI index was .91.

Table 35 provides the factor correlations between the three factors. Factor one and two and factor one and three were strongly correlated while the correlations between factor two and factor three was moderate. Based on the correlations between the three factors, the content of the three factors may not be distinct.
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	Factor 1
	Factor 2
	Factor 3

	Factor 1
	-
	
	

	Factor 2
	.457
	-
	

	Factor 3
	.604
	.362
	-


Given the moderate to high correlations between the three factors, the Promax rotated factor loadings were reviewed to identify the latent structure of each factor. Appendix M provides the factor loadings for the three dimension solution. Table 36 provides a summary of the item types that loaded on each factor. 
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	Factor 1
	Factor 2
	Factor 3
	Unclear

	Grammar

Logical sequence

Time chronology
	none
	Concise writing

Math
	Apply rules*

Attention to details

Differences in pictures*

Identify-a-difference*

Judgment*


Note. *All but one item loaded on the same factor.

For the three dimension solution, a sensible interpretation of the factors based on the item types was not readily distinguished. There was no clear reason as to why factor one consisted of grammar, logical sequence, and time chronology items. A commonality between the three item types was not obvious and why the item types were grouped together could not be explained. None of the item types loaded cleanly onto factor two. Factor three consisted of concise writing and math items. There was no sensible interpretation as to why these two item types grouped together. Finally, many item types did not partition cleanly onto either factor.

Conclusions
The dimensionality of the exam was determined by evaluating the fit indices and the meaningfulness of the one, two, and three dimensional solutions.

· The RMSR for the one (.015), two (.014), and three (.013) dimension solutions were well within the criterion value of .28 indicating good model fit for all three solutions.

· The GFI increased from .87 for the one dimension solution, to .89 for the two dimension solution, and .91 for the three dimension solution. As expected, the GFI index increased as dimensions were added to the model. Because the GFI index involves the residual covariance matrix, an error measurement, it was concluded that the small sample size (N = 207) resulted in GFI values that are generally lower than what is to be ordinarily expected.

· The meaningfulness of the solutions became a primary consideration for the determination of the exam’s dimensionality because the RMSR value indicated good model fit for the three solutions and the sample size limited the GFI index for all three solutions. The unidimensional solution was parsimonious and did not require partitioning the item types onto factors. For the two and three dimension solutions, a sensible interpretation of the factors based on the item types was not readily distinguished. There was no clear reason as to why specific item types loaded more strongly onto one factor than another. Additionally, a commonality between item types that were grouped together within a factor could not be explained. Finally, many item types did not partition cleanly onto one factor for the two or three dimension solution. The factor structures of the two and three dimension solution did not have a meaningful interpretation.

Based on the dimensionality assessment for the 52 scored items, the final written exam was determined to be unidimensional. That is, it appeared that there is a single “basic skills” dimension underlying the item types. Because the exam measures one “basic skills” construct, a total test score for the exam (the 52 scored items) can be used to represent the ability level of test takers (McLeod et al., 2001). This result was consistent with the preliminary dimensionality assessment and the dimensionality assessment for the 83 non-flawed pilot items. 

Identification of Outliers
Consistent with the results of the dimensionality assessment for the 52 scored items, a total exam score was calculated. The highest possible score a cadet could achieve on the exam was 52. To identify any potential exam scores that may be outliers, the box plot of the distribution of exam scores, provided in Figure 2, was evaluated. 
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Figure 2. Box plot of the distribution of exam scores for the 52 scored items. TC "Figure 2. Box plot of the distribution of exam scores for the 52 scored items." \f D \l "1"  

For the 52 scored items, the exam scores ranged from 13 to 51 (M = 32.34, SD = 8.42). To determine if the distribution of pilot exam scores were normally distributed, two tests of normality, skewness and kurtosis, were evaluated. Two thresholds exist for evaluating skewness and kurtosis as indicators of departures from normality, conservative and liberal (Meyers, Gamst, & Guarino, 2006). For the conservative threshold, values greater than ± .5 indicate a departure from normality. For the liberal threshold, values greater than ± 1.00 indicate a departure from normality. The distribution of exam scores was considered normal because the skewness value was -.06 and the kurtosis value was -.65. None of the exam scores were identified as outliers; therefore, the responses of the 207 cadets to the 52 scored items were retained for all subsequent analyses. 

Classical Item Statistics

After determining that the exam, consisting of the 52 scored items, was unidimensional, calculating the exam score, and screening for scores that may have been outliers, the classical item statistics for each of the 52 scored items for the exam were updated; the corrected point-biserial correlation was calculated using the total test score based on the 52 scored items selected for the exam. For each item type, Table 37 identifies the number of scored items on the exam, average reading level, mean difficulty, range of item difficulty (minimum and maximum), and the mean corrected point-biserial correlation. For example, seven judgment items were included as scored items. The seven judgment items had an average reading level of 8.9, a mean item difficulty of .66, individual item difficulties ranging from .51 to .86, and a mean point biserial correlation of .28. The average item statistics for the scored exam items indicated that the:

· scored items were selected in accordance with the final exam plan (see Table 18).

· average reading level of the scored items is in accordance with the maximum reading grade level of 11.0. While the average reading grade level (8.7) was less than the maximum, it was important to avoiding confounding the assessment of reading comprehension with other KSAOs that the items assessed.

· scored items have an appropriate difficulty range for the intended purpose of the exam: the exam will be used to rank applicants and create the eligibility list. 

· item performance is related to overall test score.
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	Item Type
	Number of Items
	Average Reading Level
	Item Difficulty
	

	
	
	
	Mean
	Min.
	Max.
	Mean rpb

	Concise Writing 
	6
	8.7
	.67
	.63
	.74
	.29

	Judgment
	7
	8.9
	.66
	.51
	.86
	.28

	Apply Rules
	6
	8.6
	.55
	.43
	.72
	.34

	Attention to Details
	6
	9.4
	.50
	.31
	.71
	.32

	Grammar
	6
	10.1
	.66
	.48
	.76
	.33

	Logical Sequence
	5
	9.4
	.66
	.57
	.71
	.38

	Identify Differences
	5
	7.6
	.50
	.43
	.64
	.32

	Time Chronology
	4
	8.1
	.73
	.67
	.83
	.34

	Differences in Pictures
	3
	8.7
	.50
	.38
	.66
	.29

	Math
	4
	6.9
	.82
	.72
	.89
	.24

	 Total:
	52
	8.7
	.63
	.31
	.89
	.31


Note. To calculate the mean rpb, the observed rpb values for each item were converted to z-scores and averaged, and then the resulting mean was converted back to a z score.

Differential Item Functioning Analyses
For each of the 52 scored items, DIF analyses were conducted using logistic regression to predict the item performance (1 = correct, 0 = incorrect) of equal-ability test takers of contrasted groups (protected versus reference). Although there is no set agreement on the sample size requirements for logistic regression, it is recommended to have a sample size 30 times greater than the number of parameters being estimated (Meyers, Gamst, & Guarino, 2006). Thus, for meaningful results, each group that is compared should represent at least 30 individuals. Due the small sample sizes for Asians (n = 21), African Americans (n = 9), Native Americans (n = 1) and females (n = 20), the DIF analysis was limited to Hispanics (n = 93) as a protected group and Caucasians (n = 74) as the reference group.

As with the DIF analyses for the pilot exam, statistical significance and effect size were used to evaluate the results of the DIF analyses. For the 52 DIF analyses, the Bonferroni corrected alpha level was set to .001. A change in R2 greater than .035, an increase of 3.5% in the amount of variance accounted for, was flagged for potential practical significance. Uniform and non-uniform DIF was identified as items that had a change in R2 greater than .035 and an alpha level less than .001. None of the 52 scored items exhibited uniform or non-uniform DIF.

Effect of Position on Item Difficulty by Item Type

Ten versions of the pilot exam were developed (Version A – J) to present each set of different item types (e.g., concise writing, logical sequence, etc.) in each position within the pilot exam. For example, the set of logical sequence items were presented first in Version A, but were the final set of items in Version B. The presentation order of the ten item types across the ten pilot versions was previously provided in Table 24.

Consistent with the Standards, for each item type, analyses were conducted to determine if item performance was related to presentation order. Standard 4.15 is specific to context effects of multiple exam forms:

Standard 4.15

When additional test forms are created by taking a subtest of the items in an existing test form or by rearranging its items and there is sound reason to believe that scores on these forms may be influenced by item context effects, evidence should be provided that there is no undue distortion of norms for the different versions or of score linkages between them. (AERA, APA, & NCME, 1999, p. 58)

For the 52 scored items, analyses were conducted to determine if presentation order affected item performance for each item type. Item difficulty (i.e., the probability that a test taker will correctly answer an item) was used as the measure of item performance. Appendix N provides a detailed description of the analyses. For the 52 scored items, it was concluded that only the concise writing items exhibited order effects, becoming significantly more difficult when placed at the end of the exam. These results were used to determine the presentation order of the item types within the exam as described in the following subsection. 

Presentation Order of Exam Item Types

The presentation order of the ten item types within the written exam was developed with the criteria listed below in mind. 

· The written exam should start with easier item types to ease test takers into the exam. 

· Difficult items should not be presented too early so that test takers would not become unduly discouraged.

· Item types that appeared to become increasingly more difficult when placed later in the exam would be presented earlier in the written exam. 

The classical item statistics and the results of the position analyses provided information to determine the presentation order of the ten item types based on the criteria outlined above. The ten item types are presented in the following sequential order within the written exam:

· Logical Sequence

· Time Chronology

· Concise Writing

· Attention to Details

· Apply Rules

· Differences in Pictures

· Identify-a-Difference

· Judgment

· Grammar

· Math

Chapter 14

Interpretation of Exam Scores

For the 52 scored items, the interpretation and use of the exam scores conformed to the requirements established by the California SPB and the Standards. How each of these impacted the interpretation and use of the exam scores is described in the subsections that follow.

State Personnel Board Requirements

Federal guidelines mandate that selection for civil service positions (including the State CO, YCO, and YCC classifications) be competitive and merit-based. The California SPB (1979) established standards for meeting this requirement. First, a minimum passing score must be set, differentiating candidates who meet the minimum requirements from those who do not. Second, all candidates who obtain a minimum passing score or higher must be assigned to rank groups that are used to indicate which candidates are more qualified than others. SPB has established the six ranks and associated scores listed below for this purpose.

· Rank 1 candidates earn a score of 95.

· Rank 2 candidates earn a score of 90.

· Rank 3 candidates earn a score of 85.

· Rank 4 candidates earn a score of 80.

· Rank 5 candidates earn a score of 75.

· Rank 6 candidates earn a score of 70.

Based on the California SPB standards, the scoring procedure involves the steps listed below.

1. Calculate the raw score for each candidate.

2. Determine whether each candidate passed the exam.

3. Assign a rank score to each applicant who passed.

Analysis Strategy

As previously discussed in Section XIII, Expected Psychometric Properties of The Written Selection Exam, the analyses conducted to evaluate how the written exam might perform with an applicant sample were limited to the realm of CTT. With CTT, it is assumed that individuals have a theoretical true score on an exam. Because exams are imperfect measures, observed scores for an exam can be different from true scores due to measurement error. CTT thus gives rise to the following expression: 

X = T + E

where X represents an individual’s observed score, T represents the individual’s true score, and E represents error. 

Based on CTT, the interpretation and use of test scores should account for estimates of the amount of measurement error. Doing so recognizes that the observed scores of applicants are affected by error. In CTT, reliability and standard error of measurement (SEM) are two common and related error estimates. These error estimates can and should be incorporated into the scoring procedure for a test to correct for possible measurement error, essentially resulting in giving test takers some benefit of the doubt with regard to their measured ability. The importance of considering these two common error estimates when using test scores and cut scores is expressed by the following Standards: 
Standard 2.1

For each total score, subscore or combination of scores that is to be interpreted, estimates of relevant reliabilities and standard errors of measurement or test information functions should be reported. (AERA, APA, & NCME, 1999, p. 31)

Standard 2.2

The standard error of measurement, both overall and conditional (if relevant), should be reported both in raw score or original scale units and in units of each derived score recommended for use in test interpretation. 

Standard 2.4

Each method of quantifying the precision or consistency of scores should be described clearly and expressed in terms of statistics appropriate to the method. The sampling procedures used to select examinees for reliability analyses and descriptive statistics on these samples should be reported. (AERA, APA, & NCME, 1999, p. 32)

Standard 2.14

Conditional standard errors of measurement should be reported at several score levels if constancy cannot be assumed. Where cut scores are specified for selection classification, the standard errors of measurement should be reported in the vicinity of each cut score. (AERA, APA, & NCME, 1999, p. 35)

Standard 4.19

When proposed score interpretations involve one or more cut scores, the rationale and procedures used for establishing cut scores should be clearly documented. (AERA, APA, & NCME, 1999, p. 59)

To develop the minimum passing score and six ranks, statistical analyses based on CTT were conducted to address the Standards and to meet the SPB scoring requirements. The analyses were conducted using the full sample of cadets who completed the pilot exam (N = 207) based on their responses to the 52 scored items. Brief descriptions of the analyses used to develop the minimum passing score and six ranks are described below with detailed information for each of the analyses provided in the subsections that follow. Because a true applicant sample was not available, cadets completed the pilot exam. As these were the only data available to predict applicants’ potential performance on the exam, the analyses and subsequent decisions made based on the results were tentative and will be reviewed once sufficient applicant data are available.

To develop the minimum passing score and six ranks, the analyses listed below were conducted. 

· Theoretical Minimum Passing Score – the minimum passing score was established using the incumbent group method A total exam score of 26 was treated as a theoretical (as opposed to instituted) minimum passing score until error estimates were incorporated into the scoring procedure.
· Reliability – considered an important indicator of the measurement precision of an exam. For this exam, Cronbach’s alpha, a measure of internal consistency, was used to assess reliability.

· Conditional Standard Error of Measurement – as opposed to reporting a single value of SEM for an exam, the Standards recommend reporting conditional standard errors of measurement (CSEM); thus, CSEM was calculated for all possible written exam scores (0 to 52).

· Conditional Confidence Intervals (CCIs) – were developed using the CSEM to establish a margin of error around each possible exam score.
· Instituted Minimum Passing Score – after accounting for measurement error, the instituted minimum passing score was set at 23 scored items correct.
· Score Ranges for the Six Ranks – the CCIs centered on true scores were used to develop the score categories and corresponding six ranks for the written selection exam.
Theoretical Minimum Passing Score

The first step for meeting the scoring requirements of the California SPB was to establish the minimum passing score for the exam, that is, the minimum number of items a test taker is required to answer correctly to pass the exam. 

The minimum passing score for the exam was developed using the incumbent group method (Livingston & Zieky, 1982) using the full sample of cadets who completed the pilot exam (N = 207) based on their responses to the 52 scored items. This method was chosen, in part, due to feasibility because a representative sample of future test-takers was not available for pilot testing, but pilot exam data using job incumbents were available. Setting a pass point utilizing the incumbent group method requires a group of incumbents to take the selection exam. Since the incumbents are presumed to be qualified, a cut score is set such that the majority of them would pass the exam. The cadets in the academy who took the pilot exam were considered incumbents since they had already been hired for the position, having already passed the written exam and selection process that was currently in use by the OPOS. Based on the prior screening, the incumbents were expected to perform better than the actual applicants. 

The performance of each cadet on the 52 scored items was used to calculate the total exam score. The highest possible score a cadet could achieve on the exam was 52. For the 52 scored items, the total exam scores ranged from 13 to 51. Table 38 provides the frequency distribution of the obtained total exam scores. The first column identifies the total exam score. For each exam score, the second and third columns identify the number of cadets who achieved the score and the percentage of cadets who achieved the score, respectively. The fourth column provides the cumulative percent for each exam score, that is, the percent of cadets that achieve the specific score or a lower score. For example, consider the exam score of 25. Ten cadets achieved a score of 25, representing 4.8% of the cadets. Overall, 23.2% of the cadets achieved a score of 25 or less. Conversely, 76.8% (100% - 23.2%) of the cadets achieved a score of 26 or higher. 
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	Total Exam Score
	Frequency
	Percent
	Cumulative Percent

	13
	2
	1.0
	1.0

	14
	2
	1.0
	1.9

	15
	1
	.5
	2.4

	17
	4
	1.9
	4.3

	18
	2
	1.0
	5.3

	19
	2
	1.0
	6.3

	20
	5
	2.4
	8.7

	21
	2
	1.0
	9.7

	22
	3
	1.4
	11.1

	23
	9
	4.3
	15.5

	24
	6
	2.9
	18.4

	25
	10
	4.8
	23.2

	26
	8
	3.9
	27.1

	27
	9
	4.3
	31.4

	28
	6
	2.9
	34.3

	29
	11
	5.3
	39.6

	30
	9
	4.3
	44.0

	31
	5
	2.4
	46.4

	32
	8
	3.9
	50.2

	33
	10
	4.8
	55.1

	34
	8
	3.9
	58.9

	35
	8
	3.9
	62.8

	36
	4
	1.9
	64.7

	37
	10
	4.8
	69.6

	38
	9
	4.3
	73.9

	39
	6
	2.9
	76.8


Table 38 (continued)

Frequency Distribution of Cadet Total Exam Scores on the 52 Scored Items

	Total Exam Score
	Frequency
	Percent
	Cumulative Percent

	40
	8
	3.9
	80.7

	41
	8
	3.9
	84.5

	42
	6
	2.9
	87.4

	43
	6
	2.9
	90.3

	44
	7
	3.4
	93.7

	45
	2
	1.0
	94.7

	46
	3
	1.4
	96.1

	48
	4
	1.9
	98.1

	49
	3
	1.4
	99.5

	51
	1
	.5
	100.0

	Total:
	207
	100.0
	 


When a selection procedure is used to rank applicants, as is the case here, the distribution of scores must vary adequately (Biddle, 2006). In the interest of distinguishing cadets who were qualified but still represented different ability levels, many difficult items were included on the exam. Based on the estimated difficulty of the exam (see Table 37), but also the relationship of the KSAOs to estimated improvements in job performance (see Section V, Supplemental Job Analysis), STC determined that candidates should be required to answer at least half of the scored items correctly, corresponding to a raw score of 26.

A total exam score of 26 was treated as a theoretical (as opposed to instituted) minimum passing score because, as the Standards have addressed, error estimates can and should be incorporated into the scoring procedure for a test to correct for possible measurement error by giving the test takers some benefit of the doubt with regard to their measured ability. The incorporation of error estimates into the instituted minimum passing score is the focus of subsections D through G.
Reliability
Reliability refers to the consistency of a measure; that is, the extent to which an exam is free of measurement error (Nunnally & Bernstein, 1994). CTT assumes that an individual’s observed score on an exam is comprised of a theoretical true score and some error component; traditionally expressed as X = T + E. This idea can be represented in the form of an equation relating components of the variance to each other as follows (Guion, 1998): 

VX = VT + VE
where VX is the variance of the obtained scores, VT is the variance of the true scores, and VE is error variance. The equation above provides a basis for defining reliability from CTT. Reliability may be expressed as the following ratio: 

Reliability = VT/VX
Based on this ratio, reliability is the proportion of true score variance contained in a set of observed scores. Within CTT, reliability has been operationalized in at least the following four ways:

· Test-Retest – refers to the extent to which test takers achieve similar scores on retest (Guion, 1998): A Pearson correlation is used to evaluate the relationship between scores on the two administrations of the test. This type of reliability analysis was not applicable to the written exam.

· Rater Agreement – is used when two or more individuals, called raters, evaluate an observed performance. The extent to which the raters’ evaluations are similar is assessed by the Pearson correlation between two raters and an intraclass correlation of the group of raters as a whole (Guion, 1998). Because the pilot exam was administered just once to cadets, this type of reliability analysis was not applicable to the written exam.

· Internal Consistency – refers to consistency in the way that test takers respond to items that are associated with the construct that is being measured by the exam; that is; test takers should respond in a consistent manner to the items within an exam that represent a common domain or construct (Furr & Bacharach, 2008). Coefficient alpha, as described below, was used to evaluate the internal consistency of the written exam. 

· Precision – refers to the amount of error variance in exam scores. A precise measure has little error variance. The precision of a test, or the amount of error variance, is expressed in test score units and is usually assessed with the SEM (Guion, 1998). The precision of the written exam was assessed and is the focus of subsection E. 

The reliability of the written exam (the 52 scored items) was assessed using Cronbach’s coefficient alpha, a measure of internal consistency. Generally, tests with coefficient alphas of .80 or greater are considered reliable (Nunnally & Bernstein, 1994). Although some psychometricians recommend test reliability coefficients as high as .90 or .95, these values are difficult to obtain, especially in the context of content-valid employee selection tests (Nunnally & Bernstein, 1994). According to Nunnally and Bernstein (1994), “content-validated tests need not correlate with any other measure nor have very high internal consistency” (p. 302). According to Biddle (2006), exams used to rank applicants should have reliability coefficients of at least .85 to allow for meaningfull differentiation between qualified applicants. The coefficient for the exam was .856; thus, the exam appears to be reliable. 

Conditional Standard Error of Measurement

Standard Error of Measurement

The SEM is an average or overall estimate of measurement error that indicates the extent to which the observed scores of a group of applicants vary about their true scores. The SEM is calculated as:
SEM = SD(1-rxx)1/2
where SD is the standard deviation of the test and rxx is the reliability of the test (Nunnally & Bernstein, 1994).

For interpreting and using exam scores, the SEM is used to develop confidence intervals to establish a margin of error around a test score in test score units (Kaplan & Saccuzzo, 2005). Confidence intervals make it possible to say, with a specified degree of probability, the true score of a test taker lies within the bounds of the confidence interval. Thus, confidence intervals represent the degree of confidence and/or risk that a person using the test score can have in the score. For most testing purposes (Guion, 1998), confidence intervals are used to determine whether: 

· the exam scores of two individuals differ significantly. 

· an individual’s score differs significantly from a theoretical true score.

· scores differ significantly between groups.

Conditional Standard Error of Measurement

Historically, the SEM has been treated as a constant throughout the test score range. That is, the SEM for an individual with a high score was presumed to be exactly the same as that of an individual with a low score (Feldt & Qualls, 1996), despite the fact that for decades it has been widely recognized that the SEM varies as a function of the observed score. Specifically, the value of the SEM is conditional, depending on the observed score. The current Standards have recognized this and recommended that the CSEM be reported at each score used in test interpretation. For testing purposes, just as the SEM is used to create confidence intervals, the CSEM is used to create CCIs. Because the CSEM has different values along the score continuum, the resulting CCIs also have different widths across the score continuum. 
A variety of methods have been developed to estimate the CSEM and empirical studies have validated these methods (Feldt & Qualls, 1996). Overall, the methods to estimate the CSEM have demonstrated that for a test of moderate difficulty the maximum CSEM values occur in the middle of the score range with declines in the CSEM values near the low and high ends of the score range (Feldt, Steffen & Gupta, 1985). Each method for estimating the CSEM produces similar results. 

Mollenkopf’s Polynomial Method for Calculating the CSEM

To calculate the CSEM for the final written exam (the 52 scored items), Mollenkopf’s polynomial method (1949), as described by Feldt and Qualls (1996), was used. The Mollenkopf method represents a difference method in which the total test is divided into two half test scores and the CSEM is estimated as the difference between the two halves. The model is as follows:
Y =
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where Y is the adjusted difference score; Half1 and Half2 are the scores for half-test 1 and half-test2, respectively, for each test taker; GM1 and GM2 are the overall means for half-test 1 and half-test 2, respectively. In the equation above, Y reflects the difference between each test taker’s half test score after adjusting for the difference between the grand means for the two test halves. The adjustment “accommodates to the essential tau-equivalent character of the half-test” (Feldt & Qualls, 1996, p. 143). The two half test scores must be based on tau equivalent splits; that is, the two half test scores must have comparable means and variances.

Polynomial regression is used to predict the adjusted difference scores. The adjusted difference score is treated as a dependent variable, Yi, for each test taker i. The total score of each test taker, Xi, the square of Xi, and the cube of Xi, and so on are treated as predictors in a regression equation for Y. The polynomial regression model that is built has the following general form: 

Y = b1X + b2X2 + b3X3 + …

where at each value of X (the total test score), b1, b2, and b3 are the raw score regression coefficients for the linear (X), quadratic (X2), and cubic (X3) representations, respectively, of the total test score. The intercept is set to zero. Y presents the estimated CSEM for each test score. Once the coefficients are determined, the estimated CSEM is obtained by substituting any value of X for which the CSEM is desired (Feldt et al., 1985). According to Feldt and Qualls (1996), when using the polynomial method, a decision regarding the degree of the polynomial to be used must be made. Feldt, Steffen and Gupta (1985) found that a third degree polynomial was sufficient in their analyses.

Estimated CSEM for the Final Exam Based on the Mollenkopf’s Polynomial Method

Tau Equivalence. In preparation to use the Mollenkopf method, the exam was split into two halves utilizing an alternating ABAB sequence. First the test items were sorted based on their difficulty (mean performance) from the least difficult to most difficult. For items ranked 1 and 2, the more difficult item was assigned to half-test 1 and the other item was assigned to half-test 2. This sequence was continued until all items were assigned to test halves. Finally, the score for each half-test was calculated. As described below the efficacy of the split was determined to be tau-equivalent. The ABAB splitting process was effective because the variance of the item difficulty values was small and they were not equally spaced.
The difference between half tests scores are considered to be parallel, or tau-equivalent, when the means are considered equal and the observed score variances are considered equal (Lord & Novick, 1968). In accordance with Lord and Novick’s definition of tau-equivalence, the judgment of tau-equivalence was based on a combination of effect size of the mean difference and a t test evaluating the differences in variance. Cohen’s d statistic, the mean difference between the two halves divided by the average standard deviation, was used to assess the magnitude of the difference between the means of the two test halves. According to Cohen (1988) an effect size of .2 or less is considered small. The two test halves, based on the ABAB splitting sequence, resulted in a Cohen’s d statistic of .06. Because this value was less than .2, the means of the two half tests were considered equivalent.

A t test was used to assess the statistical significance of the differences between the variability of the two test halves. The following formula provided by Guilford and Fruchter (1978, p. 167) was used to compare the standard deviations of correlated (paired) distributions:
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In the above formula, SD1 is the standard deviation of half-test 1, SD2 is the standard deviation of half-test 2, N is the number of test takers test scores for both halves, and r is the Pearson correlation between the two half-test scores. The t statistic was evaluated at N – 2 degrees of freedom. To determine whether or not the t statistic reached statistical significance, the traditional alpha level of .05 was revised upward for this analysis to .10. The effect of this revision was to make borderline differences between the two halves more likely to achieve significance. As it turned out, the obtained t value was quite far from being statistically significant, t(205) = .07, p = .95. It may therefore be concluded that the two test halves were equivalent in their variances. 

Because the Cohen’s d value assessing the mean difference between the two halves was less than .2 and the t test used to assess the variability of the two halves resulted in a p value of .95, the splits were considered to be tau-equivalent. 

Decision Regarding the Degree of the Polynomial. After splitting the final written exam (52 scored items) into two tau-equivalent test halves, for each cadet who took the pilot exam (N = 207), the adjusted difference score and total score based on the 52 scored items (Xi) were calculated. The exam total score (Xi) was used to calculate the quadratic (Xi2) and cubic representations (Xi3). 
A third degree polynomial regression analysis was performed with Y as the dependent variable and X, X2 and X3 as the predictors. Multiple R for the regression was statistically significant, F(3, 204) = 134.94, p < .001, R2 adj = .66. Only one of the three predictor variables (X) contributed significantly to the prediction of the adjusted difference score (p < .05). Because two of the predictors for the third degree polynomial (X2 and X3) were not significant, a quadratic polynomial regression analysis was performed to determine if it would result in the X2 value contributing significantly to the prediction. 

A quadratic polynomial regression analysis was performed with Y as the dependent variable and X and X2 as the predictors. Multiple R for the regression was statistically significant, F(2, 205) = 203.24, p < .001, R2 adj = .66. Both of the predictors (X and X2) contributed significantly to the prediction of the adjusted difference score (p < .05). 

According to Feldt and Qualls (1996), when using the polynomial method, a decision regarding the degree of the polynomial to be used must be made. The second degree polynomial accounted for 66% of the variance in the adjusted difference score and both X and X2 contributed significantly to the model. The third degree polynomial did not result in an increase in the value of R2 compared to the second degree polynomial and only one predictor contributed significantly to the model. Therefore, the quadratic polynomial regression was used to estimate the CSEM for the final written selection exam. 

Estimated CSEM Based on the Results of the Quadratic Polynomial Regression. The results of the quadratic polynomial regression used to estimate the adjusted difference score resulted in the following equation for estimating the CSEM: 
Y = (.227)X + (-.004)X2
The estimated CSEM for each possible exam score, zero (0) through 52, was obtained by substituting each possible exam score for the X value (Feldt et al., 1985). Table 39 provides the estimated CSEM for each possible exam score. 
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Estimated CSEM for each Possible Exam Score

	Total Exam Score
	CSEM
	
	Total Exam Score
	CSEM
	
	Total Exam Score
	CSEM

	0
	0.000
	
	18
	2.790
	
	36
	2.988

	1
	0.223
	
	19
	2.869
	
	37
	2.923

	2
	0.438
	
	20
	2.940
	
	38
	2.850

	3
	0.645
	
	21
	3.003
	
	39
	2.769

	4
	0.844
	
	22
	3.058
	
	40
	2.680

	5
	1.035
	
	23
	3.105
	
	41
	2.583

	6
	1.218
	
	24
	3.144
	
	42
	2.478

	7
	1.393
	
	25
	3.175
	
	43
	2.365

	8
	1.560
	
	26
	3.198
	
	44
	2.244

	9
	1.719
	
	27
	3.213
	
	45
	2.115

	10
	1.870
	
	28
	3.220
	
	46
	1.978

	11
	2.013
	
	29
	3.219
	
	47
	1.833

	12
	2.148
	
	30
	3.210
	
	48
	1.680

	13
	2.275
	
	31
	3.193
	
	49
	1.519

	14
	2.394
	
	32
	3.168
	
	50
	1.350

	15
	2.505
	
	33
	3.135
	
	51
	1.173

	16
	2.608
	
	34
	3.094
	
	52
	0.988

	17
	2.703
	
	35
	3.045
	
	
	


Figure 3 provides a graph of the estimated CSEM by test score for the final written exam. This function had the expected bow-shaped curve shown by Nelson (2007), which was derived from data provided by Feldt (1984, Table 1) and Qualls‐Payne (1992, Table 3).
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Figure 3. Estimated CSEM by exam score. TC "Figure 3. Estimated CSEM by exam score." \f D \l "1" 
Conditional Confidence Intervals

CCIs use the CSEM to establish a margin of error around a test score, referred to as a band of test scores, which can be used to: 

· combine test scores within the band and treat them as statistically equivalent (Biddle, 2006; Guion, 1998). That is, individuals with somewhat different scores (e.g., test score of 45 and 44) may not differ significantly in the ability that is being measured. Therefore, individuals who score within the band are considered to be of equal ability.

· specify the degree of certainty to which the true score of a test taker lies within the band (Kaplan & Saccuzzo, 2005). For example, if a 95% CCI is established around a specific test score, then it could be concluded that if the test taker who achieved that score repeatedly took the test in the same conditions, that individual would score within the specified range of test scores 95 times in 100 occurrences. That is, the score predictions would be correct 95% of the time. However, the risk associated with a 95% CCI is that the predictions will be wrong 5% of the time. 

A prerequisite to using confidence intervals is determining the degree of confidence and risk that is desired to capture the range or band of scores that is expected to contain the true score. The degree of confidence that is desired has an impact on the width of the band (Guion, 1998). Higher confidence levels (i.e., 95%) produce wider confidence intervals while lower confidence levels (i.e., 68%) produce narrower confidence intervals. Confidence in making a correct prediction increases with wider CCIs while the risk of making an incorrect prediction increases with narrower conditional confidence intervals. The confidence level selected should produce a sufficiently wide band that a relatively confident statement can be made regarding the score yet the range is not so large that almost the entire range of scores is captured. The basis for determining the desired confidence level does not have to be statistical (Guion, 1998); it could be based on judgments regarding the utility of the band width compared to other considerations (e.g., confidence levels greater than 68% involve some loss of information, utility of non-constant band widths). 

To build a confidence interval at a specific level of confidence, the CSEM is multiplied by the z score that corresponds to the desired level of confidence in terms of the area under the normal curve (Kaplan & Sacuzzo, 2005). For example, a 95% confidence level corresponds to a z score of 1.96. For each confidence level, the odds that the band captures the true score can also be determined. A 95% confidence level corresponds with 19 to 1 odds that the resulting band contains the true score. For the common confidence levels, Table 40 provides the odds ratio, for those that can be easily computed, and the corresponding z score. 

Table 40 TC "Table 40
Confidence Levels and Associated Odds Ratios and z Scores" \f B \l "1" 
Confidence Levels and Associated Odds Ratios and z Scores

	Confidence Level
	Odds Ratio
	z score

	60%
	
	.84

	68%
	2 to 1
	1.00

	70%
	
	1.04

	75%
	3 to 1
	1.15

	80%
	4 to 1
	1.28

	85%
	
	1.44

	90%
	9 to 1
	1.645

	95%
	19 to 1
	1.96


CCIs are centered on values in an exam score distribution. There is considerable controversy as to whether the intervals should be centered on observed scores or true scores (Charter & Feldt, 2000, 2001; Lord & Novick, 1968; Nunnally & Bernstein, 1995). Following the recommendations of Nunnally and Bernstein, CCIs for the written exam were centered on the estimated true scores. The analyses conducted to develop the CCIs were based on the responses of the cadets (N = 207) to the 52 scored items selected for the final written exam. Because the final exam consists of 52 scored items, the exam score distribution could range from zero (0) to 52. The following steps were followed to develop the CCI for each possible exam score:

1. calculate the estimated true score,

2. determine the appropriate confidence level, and 

3. calculate the upper and lower bound of the CCI.

Estimated True Score for each Observed Score 

A test takers true score is never known; however, it can be estimated using the observed score and error measurements. Charter and Feldt (2001; 2002) provide the following formula for estimating true scores (TE):
TE = MX + r(Xi – MX)

where MX is the mean (i.e., average) total score on the test, r is the test reliability, and Xi is the observed score (e.g., raw written exam score) for a given test taker.

For each possible exam score (0-52), the above formula was used to calculate the corresponding estimated true score. For this exam, the mean total score was 32.34 (SD = 8.42) and Cronbach’s coefficient alpha was .856. Table 41 provides the estimated true score for each possible exam score. 

Table 41 TC "Table 41
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Estimated True Score for each Possible Exam Score

	Total Exam Score
	TE
	
	Total Exam Score
	TE
	
	Total Exam Score
	TE

	0
	4.657
	
	18
	20.065
	
	36
	35.473

	1
	5.513
	
	19
	20.921
	
	37
	36.329

	2
	6.369
	
	20
	21.777
	
	38
	37.185

	3
	7.225
	
	21
	22.633
	
	39
	38.041

	4
	8.081
	
	22
	23.489
	
	40
	38.897

	5
	8.937
	
	23
	24.345
	
	41
	39.753

	6
	9.793
	
	24
	25.201
	
	42
	40.609

	7
	10.649
	
	25
	26.057
	
	43
	41.465

	8
	11.505
	
	26
	26.913
	
	44
	42.321

	9
	12.361
	
	27
	27.769
	
	45
	43.177

	10
	13.217
	
	28
	28.625
	
	46
	44.033

	11
	14.073
	
	29
	29.481
	
	47
	44.889

	12
	14.929
	
	30
	30.337
	
	48
	45.745

	13
	15.785
	
	31
	31.193
	
	49
	46.601

	14
	16.641
	
	32
	32.049
	
	50
	47.457

	15
	17.497
	
	33
	32.905
	
	51
	48.313

	16
	18.353
	
	34
	33.761
	
	52
	49.169

	17
	19.209
	
	35
	34.617
	
	
	


Note. TE = expected true score

Confidence Level
For the written exam it was determined that a 70% confidence level was appropriate. This confidence level is associated with approximately 2 to 1 odds that the resulting band contains the true score. This confidence level would result in bands that are not too wide such that most of the score range would be captured, yet not too narrow that the resulting bands were not useful.
Conditional Confidence Intervals

Once the desired confidence level was selected, for each possible exam score the following steps were used to calculate the CCI centered on true scores:

1. calculate the confidence value by multiplying the associated CSEM by 1.04 (the z score for a 70% confidence level). 

2. obtain the upper bound of the CCI by adding the confidence value to the estimated true score. 

3. obtain the lower bound of the CCI by subtracting the confidence value from the estimated true score.

For each possible exam score, Table 42 provides the 70% CCI centered on true scores. The first column identifies the total exam score. For each total exam score, the associated CSEM and expected true score (TE) is provided in column two and three, respectively. The fourth column provides the 70% confidence value while the remaining two columns provide the upper and lower bound of the resulting 70% CCI. For example, consider the total exam score of 49. Based on the 70% CCI, if individuals who took the exam and received a total exam score of 49 were to take the exam an infinite number of times, 70% of the time their test score would range between 45 (45.021 rounds to 45) and 48 (48.181 rounds to 48). This range of scores can be viewed as the amount of measurement error based on a 70% confidence level associated with an observed score of 49. If a test score of 49 were used to make a selection decision, the actual decision should be based on a test score of 45, the lower bound of the 70% CCI, to take into account measurement error. In other words, when accounting for measurement error, the exam scores of 45 through 49 are considered equivalent and should be treated equally.

Table 42 TC "Table 42
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Conditional Confidence Intervals for each Total Exam Score Centered on Expected True Score

	
	
	
	
	70% Conditional Confidence Interval for TE

	Total Exam Score
	CSEM
	TE
	70% Confidence Value
	Lower Bound
	Upper Bound

	52
	0.988
	49.169
	1.028
	48.141
	50.196

	51
	1.173
	48.313
	1.220
	47.093
	49.533

	50
	1.350
	47.457
	1.404
	46.053
	48.861

	49
	1.519
	46.601
	1.580
	45.021
	48.181

	48
	1.680
	45.745
	1.747
	43.998
	47.492

	47
	1.833
	44.889
	1.906
	42.983
	46.795

	46
	1.978
	44.033
	2.057
	41.976
	46.090

	45
	2.115
	43.177
	2.200
	40.977
	45.377

	44
	2.244
	42.321
	2.334
	39.987
	44.655


	43
	2.365
	41.465
	2.460
	39.005
	43.925

	42
	2.478
	40.609
	2.577
	38.032
	43.186

	41
	2.583
	39.753
	2.686
	37.067
	42.439

	40
	2.680
	38.897
	2.787
	36.110
	41.684

	39
	2.769
	38.041
	2.880
	35.161
	40.921

	38
	2.850
	37.185
	2.964
	34.221
	40.149

	37
	2.923
	36.329
	3.040
	33.289
	39.369

	36
	2.988
	35.473
	3.108
	32.365
	38.580

	35
	3.045
	34.617
	3.167
	31.450
	37.784

	34
	3.094
	33.761
	3.218
	30.543
	36.979


Note. TE = expected true score

Table 42 (continued)

Conditional Confidence Intervals for each Total Exam Score Centered on Expected True Score

	
	
	
	
	70% Conditional Confidence Interval for TE

	Total Exam Score
	CSEM
	TE
	70% Confidence Value
	Lower Bound
	Upper Bound

	33
	3.135
	32.905
	3.260
	29.645
	36.165

	32
	3.168
	32.049
	3.295
	28.754
	35.344

	31
	3.193
	31.193
	3.321
	27.872
	34.514

	30
	3.210
	30.337
	3.338
	26.999
	33.675

	29
	3.219
	29.481
	3.348
	26.133
	32.829

	28
	3.220
	28.625
	3.349
	25.276
	31.974

	27
	3.213
	27.769
	3.342
	24.427
	31.110

	26
	3.198
	26.913
	3.326
	23.587
	30.239

	25
	3.175
	26.057
	3.302
	22.755
	29.359

	24
	3.144
	25.201
	3.270
	21.931
	28.471

	23
	3.105
	24.345
	3.229
	21.116
	27.574

	22
	3.058
	23.489
	3.180
	20.309
	26.669

	21
	3.003
	22.633
	3.123
	19.510
	25.756

	20
	2.940
	21.777
	3.058
	18.719
	24.835

	19
	2.869
	20.921
	2.984
	17.937
	23.905

	18
	2.790
	20.065
	2.902
	17.163
	22.967

	17
	2.703
	19.209
	2.811
	16.398
	22.020

	16
	2.608
	18.353
	2.712
	15.641
	21.065

	15
	2.505
	17.497
	2.605
	14.892
	20.102

	14
	2.394
	16.641
	2.490
	14.151
	19.131

	13
	2.275
	15.785
	2.366
	13.419
	18.151


	12
	2.148
	14.929
	2.234
	12.695
	17.163

	11
	2.013
	14.073
	2.094
	11.979
	16.166

	10
	1.870
	13.217
	1.945
	11.272
	15.162

	9
	1.719
	12.361
	1.788
	10.573
	14.149

	8
	1.560
	11.505
	1.622
	9.883
	13.127

	7
	1.393
	10.649
	1.449
	9.200
	12.098


Note. TE = expected true score

Table 42 (continued)

Conditional Confidence Intervals for each Total Exam Score Centered on Expected True Score

	
	
	
	
	70% Conditional Confidence Interval for TE

	Total Exam Score
	CSEM
	TE
	70% Confidence Value
	Lower Bound
	Upper Bound

	6
	1.218
	9.793
	1.267
	8.526
	11.060

	5
	1.035
	8.937
	1.076
	7.861
	10.013

	4
	0.844
	8.081
	0.878
	7.203
	8.959

	3
	0.645
	7.225
	0.671
	6.554
	7.896

	2
	0.438
	6.369
	0.456
	5.913
	6.824

	1
	0.223
	5.513
	0.232
	5.281
	5.745

	0
	0.000
	4.657
	0.000
	4.657
	4.657


Note. TE = expected true score

Instituted Minimum Passing Score
The theoretical passing score of 26 was adjusted down to the lower bound of the CCI to account for measurement error that would have a negative impact on test takers’ scores. Based on the 70% CCI for the total exam score (see Table 42), a score of 26 has a lower bound of 23.587 and an upper bound of 30.239. Based on the 70% CCI, a test score of 26 is equivalent to test scores ranging from 23 (23.587 rounded down to 23 since partial points are not awarded) to 30 (30.239 rounded down to 30). 

After accounting for measurement error, the instituted minimum passing score was set at 23 scored items correct. This minimum passing score is consistent with the incumbent group method for establishing minimum passing scores in that a majority of the cadets (88.9%) achieved a score of 23 or higher. This instituted minimum passing score was considered preliminary as it will be re-evaluated once sufficient applicant data are available.

Score Ranges for the Six Ranks

The California SPB established standards for ensuring civil service positions are competitive and merit-based. These standards require that all candidates who obtain a minimum passing score or higher are assigned to one of six rank groups. Assigning candidates to groups requires grouping a number of passing scores into six score categories (SPB, 1979). The score categories represent the six rank groups. For example, assume that a test has a possible score range of 100 to 0. If the minimum passing score is 70, then the range of possible passing scores could be divided into the following six score categories: 100 – 95, 94 – 90, 89 – 85, 84 – 80, 79 – 75, and 74 – 70. The first rank would be represented by the highest score category (100 – 95) and applicants who achieved a test score of 100, 99, 98, 97, 96, or 95 would be assigned to rank one. The second rank would be represented by the second highest score category (94 – 90) and individuals who achieve the corresponding test scores would be assigned to rank two. This pattern is repeated to fill ranks three through six. 

For civil service positions, an eligibility list is created consisting of all applicants who were assigned to one of six rank groups based on their scores on the competitive selection process. Agencies are permitted to hire applicants who are within the first three ranks of the eligibility list (California Government Code Section 19507.1). If one of the first three ranks is empty, that is, no applicants achieved the corresponding exam score designated to the rank, then the next lowest rank may be used. Thus, an agency may hire an applicant from the first three ranks that have applicants assigned to the rank. For example, consider an eligible list that has applicants who achieved test scores corresponding to rank one, three, four, and six. Since no applicants were assigned to rank two, the hiring agency may select an applicant from rank one, three, or four. Applicants who have participated in a competitive selection process are provided with their score on the exam and their rank assignment, assuming they achieved the minimum passing score.

Banding is a common technique used to develop score categories to establish rank groups. The purpose of banding is to transform raw scores into groups where raw score differences do not matter (Guion, 1998). Essentially, banding identifies certain score ranges such that the differences between the scores within a specific band are considered statistically equivalent. “Small score differences may not be meaningful because they fall within the range of values that might reasonably arise as a result of simple measurement error” (Campion, Outtz, Zedeck, Schmidt, Kehoe, Murphy, & Guion, 2001, p. 150). 

Standard error banding is a common type of banding that has many supporters (e.g., Cascio, Outtz, Zedek, & Goldstein, 1991), but has also received criticism (e.g., Schmidt, 1995; Schmidt & Hunter, 1995). Standard error banding uses the SEM to establish confidence intervals around a test score. However, it is known that the amount of measurement error varies across the score continuum of an exam. Bobko, Roth and Nicewander (2005) have demonstrated through their research that the use of CSEM to establish CCIs is more appropriate for banding, producing more accurately computed bands. For the use and interpretation of exam scores, standard error banding typically builds the CCIs in one direction; that is, down to account for measurement error that would have a negative impact on test takers’ scores. For example, the first band could start at the highest obtainable score for an exam. The band would start at the highest score and extend down the test score corresponding to the lower bound of the CCI. 

Using standard error banding, two types of bands can be developed: fixed bands and sliding bands (Guion, 1998). Fixed bands establish score categories that are fixed along the score distribution, that is, they do not change as candidates are removed from the selection process (e.g., hired, disqualified, or refused an offer) or the scores of additional test takers are added to the score distribution (new applicants). A fixed band is only moved down when all candidates who achieved a test score within the band are removed from the selection process. Sliding bands move down as the top candidate within the band is selected. The band is restarted beginning with the candidate with the highest score and extends down to the lower bound of the CCI. 

Despite the controversy over score banding (Campion et al., 2001), banding provided a rationale and statistical process for establishing the six rank groups. Following the recommendations of Bobko, Roth, and Nicewander (2005), the CSEM was used to develop accurate score bands. Fixed bands were considered appropriate due to the score reporting procedures of the California SPB. When applicants complete a competitive selection process, they are provided with their rank assignment. With a fixed band, applicants do not change rank assignment. However, it is possible that their rank assignment could change using a sliding band as applicants are removed from the selection process. Thus, applicants would need to be notified when their rank assignment changed. This would be confusing for applicants and would represent a considerable amount of work for the hiring agency to send out notices each time the band changed. A fixed band is also consistent with the ability of agencies to hire from the first three filled ranks. Therefore, it was determined that a fixed banding strategy was appropriate.

The 70% CCIs centered on true scores were used to develop the score categories and corresponding six ranks for the written selection exam (see Table 42). Development of the score categories began with the exam score of 52, the highest possible exam score. To account for measurement error that would have a negative impact on test takers’ scores, the lower bound of the CCI for the score of 52 was used to identify scores that were considered statistically equivalent. For the exam score of 52, the lower bound of the 70% CCI was 48.141. Because partial credit is not awarded for test items and because the lower bound of the CCI was always a decimal value, the test score associated with that lower bound was always rounded down to give applicants the benefit of any rounding operation. Thus, 48.141 was rounded down to 48. The exam scores of 52 to 48 were considered statistically equivalent and were assigned to rank one. The exam score just below rank one was used as the starting point to develop rank two. For the exam score of 47, the lower bound of the 70% CCI was 42.983. Because partial credit was not awarded for test items, 42.983 was rounded down to 42. The exam scores of 47 to 42 were considered statistically equivalent and were assigned to rank two. This process was repeated until the score categories for the remaining ranks, ranks three through six, were established. 

Table 43 provides the exam scores that were assigned to the six ranks. The first column identifies the California SPB rank. The second column identifies the range of exam score that were assigned to each rank. The final column identifies the lower bound of the 70% CCI of the highest score within each rank. The score categories assigned to each SPB rank were determined to be statistically equivalent; that is, based on the knowledge that tests are imperfect measures of ability. For example, individuals scoring 48 to 52 have the same potential to successfully perform the jobs of COs, YCOs, and YCCs.

Table 43 TC "Table 43
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Exam Scores Corresponding to the Six Ranks Required by the California SPB

	SPB Rank
	Exam Scores Within the Rank
	
	70% CCI

	
	Highest
	Lowest
	
	Estimated True Score of the Highest Score in the Rank
	Lower Bound of the CCI Centered on True Score

	1
	52
	48
	
	49.169
	48.141

	2
	47
	42
	
	44.889
	42.983

	3
	41
	37
	
	39.753
	37.067

	4
	36
	32
	
	35.473
	32.365

	5
	31
	27
	
	31.193
	27.872

	6
	26
	23
	
	26.913
	23.587


Note. To obtain the lowest score in each rank, the lower bound values were consistently rounded down because partial credit for test items was not awarded.

Summary of the Scoring Procedure for the Written Selection Exam

Actual Minimum Passing Score

A raw score of 26 was established as the theoretical passing score. After accounting for measurement error, a raw score of 23 was established as the actual minimum passing score. This actual minimum passing score was considered preliminary as it will be re-evaluated once sufficient applicant data are available.
Rank Scores
In accordance with Federal and SPB guidelines, raw scores exceeding the minimum passing score were divided into six ranks. Candidates who obtain a raw score of 23 or higher on the exam will be considered for employment based on the groupings outlined in Table 44 below. The first two columns of the table provide the SPB ranks and corresponding SPB scores. The third column indicates the raw scores that are equivalent to each SPB rank/score.
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Rank Scores and Corresponding Raw Scores

	SPB Rank
	SPB Score
	Raw Written Exam Scores

	1
	95
	52 – 48

	2
	90
	47 – 42

	3
	85
	41 – 37

	4
	80
	36 – 32

	5
	75
	31 – 27

	6
	70
	26 – 23


Future Changes to the Scoring Procedures
The minimum passing score, as well as the raw scores contained within each rank, were considered preliminary and are subject to modification. The analyses and subsequent decisions made to develop the scoring procedure were based on the responses of the cadets who completed the pilot exam; thus, the results were considered preliminary and will be reviewed once sufficient applicant data are available. This is important to note since we are now implementing the first set of forms of the first version of the exam. The passing score and ranks will be evaluated by STC on an ongoing basis. In the event that modifications are required, STC will provide a new set of scoring instructions to the OPOS, along with a revised User Manual.

Chapter 15

Preliminary Adverse Impact Analysis

After the preliminary scoring strategy for the written exam was developed, an adverse impact analysis was conducted. This analysis was conducted to meet the requirements of the Uniform Guidelines (EEOC et al., 1978), which address fairness in employee selection procedures. Sections 16B and 4D of the Uniform Guidelines outline adverse impact and the four-fifths rule:

Section 16B:

Adverse impact [is a] substantially different rate of selection in hiring, promotion, or other employment decision which works to the disadvantage of members of a race, sex, or ethnic group.

Section 4D:

A selection rate for any race, sex, or ethnic group which is less than four-fifths (4/5) (or eighty percent) of the rate for the group with the highest rate will generally be regarded by the Federal enforcement agencies as evidence of adverse impact, while a greater than four-fifths rate will generally not be regarded by Federal enforcement agencies as evidence of adverse impact. Smaller differences in selection rate may nevertheless constitute adverse impact, where they are significant in both statistical and practical terms or where a user’s actions have discouraged applicants disproportionately on grounds of race, sex, or ethnic group. Greater differences in selection rate may not constitute adverse impact where the differences are based on small numbers and are not statistically significant, or where special recruiting or other programs cause the pool of minority or female candidates to be atypical of the normal pool of applicants from that group. Where the user’s evidence concerning the impact of a selection procedure is too small to be reliable, evidence concerning the impact of the procedure over a longer period of time…may be considered in determining adverse impact.

Because applicant data were not available for the written exam, the adverse impact analysis described below was conducted using predicted group passing rates based on the responses of cadets (N = 207) to the 52 scored items using the scoring procedure outline in the subsections above. However, these cadets were already pre-screened. To make it to the Academy, the cadets had to pass not only the written exam that was in use at the time, but they also had to pass additional selection measures (e.g., physical ability, vision, hearing, psychological test, and background investigation). The Academy cadets also only represented a small subset of the applicants who had applied for the positions and had passed the written selection exam. The hiring process can take up to one year to complete; thus, some applicants drop out on their own. Also, the Academy has limited space so the cadets represented only a small subset of the qualified applicants. Due to the impact these factors may have on the adverse impact analysis, the analysis was considered preliminary and the results should be treated as such. Once sufficient applicant data are available for the written exam, potential adverse impact will be assessed for all groups specified within the Uniform Guidelines.
In an adverse impact analysis, the selection rate of a protected class group is compared to the selection rate of a reference group (i.e., the group with the highest selection rate). The protected groups outlined in the Uniform Guidelines are based on Title VII of the Civil Rights Act of 1964, including Asians, African Americans, Native Americans, Hispanics, and females. In light of professional guidelines and legal precedents, each group included in an adverse impact analysis should typically be represented by at least 30 individuals (Biddle, 2006). Due to the small sample sizes for Asians (n = 21), African Americans (n = 9), Native Americans (n = 1) and females (n = 20), the adverse impact analysis for the written exam was limited to Hispanics (n = 92) as a protected group and Caucasians (n = 74; the group with the highest selection rate) as the reference group.
Predicted Passing Rates
The potential adverse impact of setting 23 items correct as the minimum passing score was explored. Because SPB rank scores potentially influence selection decisions for the three classifications, with applicants scoring in higher ranks more likely to be hired than those in lower ranks, six cut scores were evaluated for potential adverse impact. These six cut scores correspond to the lowest score within each of the six ranks (48 for the SPB Rank 1, 42 for SPB Rank 3, etc.). 

The percentages of incumbents who would have passed the exam at each of the six cut scores are provided in Table 45 for Hispanics, Caucasians, and overall (i.e., with all 207 pilot examinees included). 

Table 45 TC "Table 45
Predicted Passing Rates for Each Rank for Hispanics, Caucasians, and Overall" \f B \l "1" 
Predicted Passing Rates for Each Rank for Hispanics, Caucasians, and Overall 

	SPB Rank
	Lowest Score 

in Rank
	
	Potential Selection Rate

	
	
	
	Hispanic
	Caucasian
	Overall

	1
	48
	
	1.1
	8.1
	3.9

	2
	42
	
	7.5
	31.1
	15.5

	3
	37
	
	25.8
	52.7
	35.3

	4
	32
	
	39.8
	77.0
	53.6

	5
	27
	
	65.6
	86.5
	72.9

	6
	23
	
	83.9
	95.9
	88.9


Potential Adverse Impact

The four-fifths rule or 80% rule of thumb is used to determine if a protected group is likely to be hired less often than the reference group. According to this rule, adverse impact may be said to occur when the selection rate of a protected group is less than 80% of the rate of the group with the highest selection rate. The 80% rule of thumb is a fraction or ratio of two hiring or selection rates. The denominator is the hiring rate of the reference group and the numerator is the hiring rate of the protected group. A ratio below 80% generally indicates adverse impact, where as a ratio above 80% generally indicates an absence of adverse impact. If the selection ratio for a protected group is less than 80%, a prima fascia argument for adverse impact can be made. Once a prima fascia argument for adverse impact is made, the organization must show that the test and measurements used for selection are valid. Adverse impact is defensible only by valid testing and selection procedures. The Uniform Guidelines state that selection procedures producing adverse impact can be modified, eliminated, or justified by validation. 

To predict whether the scoring strategy for the written exam would result in adverse impact, the passing rates of Hispanic and Caucasian incumbents were compared for each rank cut score. The passing ratios for each rank are provided in Table 46. Based on the Uniform Guidelines 80% rule of thumb and the pilot data, a minimum passing score of 23 correct is not expected to result in adverse impact for Hispanic applicants because 87.5% is above the 80% guideline. However, a cut score of 27, corresponding to the lowest score in SPB rank five, indicates potential adverse impact, because the ratio of 75.8% is below the 80% guideline. Similarly, ratios for the remaining SPB ranks indicate potential adverse impact, with ratios below the 80% guideline. 

Table 46 TC "Table 46
Comparison of Predicted Passing Rates for Hispanics and Caucasians" \f B \l "1" 
Comparison of Predicted Passing Rates for Hispanics and Caucasians
	SPB Rank
	Lowest Score 

in Rank
	Ratio

	1
	48
	13.6%

	2
	42
	24.1%

	3
	37
	49.0%

	4
	32
	51.7%

	5
	27
	75.8%

	6
	23
	87.5%


While the above analysis indicates that no adverse impact is expected to occur for Hispanics at the minimum passing score of 23 items correct, adverse impact may occur within the ranks. However, it is important to keep in mind that due to the various selection procedures that cadets had to pass before attending the Academy, the analysis was considered preliminary and the results should be treated as such. Once sufficient applicant data are available for the written exam, potential adverse impact will be assessed for all groups specified within the Uniform Guidelines.
It should be noted that, according to the Uniform Guidelines, adverse impact indicates possible discrimination in selection, but evidence of adverse impact alone is insufficient to establish unlawful discrimination. Instead, the presence of adverse impact necessitates a validation study to support the intended use of the selection procedure that causes adverse impact. 

Implications for the Written Selection Exam
Sections 3A and 3B of the Uniform Guidelines (EEOC et al., 1978) address the use of selection procedures that cause adverse impact: 

Section 3A:

The use of any selection procedure which has an adverse impact on hiring, promotion, or other employment or membership opportunities of members of any race, sex, or ethnic group will be considered to be discriminatory and inconsistent with these guidelines, unless the procedure has been validated in accordance with these guidelines.

Section 3B:

Where two or more selection procedures are available which serve the user’s legitimate interest in efficient and trustworthy workmanship, and which are substantially equally valid for a given purpose, the user should use the procedure which has been demonstrated to have the lesser adverse impact. Accordingly, whenever a validity study is called for by these guidelines, the user should include, as a part of the validity study, an investigation of suitable alternative selection procedures and suitable alternative methods of using the selection procedure which have as little adverse impact as possible, to determine the appropriateness of using or validating them in accordance with these guidelines. If a user has made a reasonable effort to become aware of such alternative selection procedures and validity has been demonstrated in accord with these guidelines, the use of the test or other selection procedure may continue until such a time as it should reasonably be reviewed for currency.

Based on these sections of the Uniform Guidelines, evidence of adverse impact does not indicate that a test is unfair, invalid, or discriminatory; instead, when adverse impact is caused by a selection procedure, the user must provide evidence that the procedure is valid for its intended use, in this case as a predictor of successful future job performance for the CO, YCO, and YCC classifications. If an exam that produces adverse impact against a protected class group is demonstrated to be a valid predictor of successful job performance and no suitable alternative selection procedure is available, the exam may be used. This report has documented the validity evidence to support the use of the test to select entry-level COs, YCOs, and YCCs. 

Chapter 16
Administration of the Written Selection Exam

OPOS is responsible for proper exam security and administration in accordance with the Standards and the User Manual (CSA, 2011a). As described in the User Manual, OPOS was provided with a separate document titled Proctor Instructions (CSA, 2011b). While OPOS may modify or change the proctor instructions as needed, OPOS is encouraged to use proctor instructions to ensure that candidates are tested under consistent and appropriate conditions. Additionally, OPOS was provided with the Sample Written Selection Exam (CSA, 2011c) and is responsible for ensuring that it is accessible to candidates so they may prepare for the examination.

APPENDICES

APPENDIX A

KSAO “When Needed” Ratings from the Job Analysis

	KSAO
	 
	"When Needed"

	
	
	M
	SD

	1
	Understanding written sentences and paragraphs in work-related documents.
	0.15
	0.37

	2
	Listening to what other people are saying and asking questions as appropriate.
	0.00
	0.00

	3
	Communicating effectively with others in writing as indicated by the needs of the audience.
	0.30
	0.47

	4
	Talking to others to effectively convey information.
	0.00
	0.00

	5
	Working with new material or information to grasp its implications.
	0.30
	0.47

	6
	Using multiple approaches when learning or teaching new things.
	0.65
	0.49

	7
	Assessing how well one is doing when learning or doing something.
	0.80
	0.77

	8
	Using logic and analysis to identify the strengths and weaknesses of different approaches.
	0.60
	0.75

	9
	Identifying the nature of problems.
	1.00
	0.56

	10
	Knowing how to find information and identifying essential information.
	1.10
	0.31

	11
	Finding ways to structure or classify multiple pieces of information.
	0.85
	0.37

	12
	Reorganizing information to get a better approach to problems or tasks.
	0.80
	0.41

	13
	Generating a number of different approaches to problems.
	1.30
	0.57

	14
	Evaluating the likely success of ideas in relation to the demands of a situation.
	1.45
	0.69

	15
	Developing approaches for implementing an idea.
	1.55
	0.51

	16
	Observing and evaluating the outcomes of problem solution to identify lessons learned or redirect efforts.
	1.40
	0.75

	17
	Being aware of others' reactions and understanding why they react the way they do.
	1.25
	0.72


	18
	Adjusting actions in relation to others' actions.
	1.40
	0.50

	19
	Persuading others to approach things differently.
	1.40
	0.75

	20
	Bringing others together and trying to reconcile differences.
	1.45
	0.51

	21
	Teaching others how to do something.
	1.20
	0.89

	22
	Actively looking for ways to help people.
	0.85
	0.93

	
	
	
	

	23
	Determining the kinds of tools and equipment needed to do a job.
	1.00
	0.00

	24
	Conducting tests to determine whether equipment, software, or procedures are operating as expected.
	1.35
	0.49

	25
	Controlling operations of equipment or systems.
	1.50
	0.51

	26
	Inspecting and evaluating the quality of products.
	1.50
	0.51

	27
	Performing routine maintenance and determining when and what kind of maintenance is needed.
	1.20
	0.41

	28
	Determining what is causing an operating error and deciding what to do about it.
	1.55
	0.51

	29
	Determining when important changes have occurred in a system or are likely to occur.
	1.85
	0.37

	30
	Identifying the things that must be changed to achieve a goal.
	1.85
	0.37

	31
	Weighing the relative costs and benefits of potential action.
	1.30
	0.80

	32
	Managing one's own time and the time of others.
	0.50
	0.51

	33
	Obtaining and seeing to the appropriate use of equipment, facilities, and materials needed to do certain work.
	1.50
	0.51

	34
	Motivating, developing, and directing people as they work, identifying the best people for the job.
	1.70
	0.47

	35
	The ability to listen to and understand information and ideas presented through spoken words and sentences.
	0.00
	0.00

	36
	The ability to read and understand information and ideas presented in writing.
	0.00
	0.00

	37
	The ability to communicate information and ideas in speaking so that others will understand.
	0.15
	0.37

	38
	The ability to communicate information and ideas in writing so that others will understand.
	0.15
	0.37

	39
	The ability to come up with a number of ideas about a given topic. It concerns the number of ideas produced and not the quality, correctness, or creativity of the ideas.
	1.30
	0.80


	40
	The ability to come up with unusual or clever ideas about a given topic or situation, or to develop creative ways to solve a problem.
	1.85
	0.37

	41
	The ability to tell when something is wrong or is likely to go wrong. It does not involve solving the problem, only recognizing that there is a problem.
	1.05
	0.83

	42
	The ability to apply general rules to specific problems to come up with logical answers. It involves deciding if an answer makes sense.
	0.45
	0.51

	43
	The ability to combine separate pieces of information, or specific answers to problems, to form general rules or conclusions. It includes coming up with a logical explanation for why a series of seemingly unrelated events occur together.
	1.30
	0.80

	44
	The ability to correctly follow a given rule or set of rules in order to arrange things or actions in a certain order. The things or actions can include numbers, letters, words, pictures, procedures, sentences, and mathematical or logical operations.
	0.50
	0.51

	45
	The ability to produce many rules so that each rule tells how to group (or combine) a set of things in a different way.
	1.45
	0.51

	46
	The ability to understand and organize a problem and then to select a mathematical method or formula to solve the problem.
	0.45
	0.76

	47
	The ability to add, subtract, multiply, or divide quickly and correctly.
	0.00
	0.00

	48
	The ability to remember information such as words, numbers, pictures, and procedures.
	0.00
	0.00

	49
	The ability to quickly make sense of information that seems to be without meaning or organization. It involves quickly combining and organizing different pieces of information into a meaningful pattern.
	0.45
	0.76


	50
	The ability to identify or detect a known pattern (a figure, object, word, or sound) that is hidden in other distracting material.
	0.45
	0.76

	51
	The ability to quickly and accurately compare letters, numbers, objects, pictures, or patterns. The things to be compared may be presented at the same time or one after the other. This ability also includes comparing a presented object with a remembered object.
	0.15
	0.37

	52
	The ability to know one's location in relation to the environment, or to know where other objects are in relation to one's self.
	0.45
	0.51

	53
	The ability to concentrate and not be distracted while performing a task over a period of time.
	0.00
	0.00

	54
	The ability to effectively shift back and forth between two or more activities or sources of information (such as speech, sounds, touch, or other sources).
	0.30
	0.73

	
	
	
	

	55
	The ability to keep the hand and arm steady while making an arm movement or while holding the arm and hand in one position.
	0.15
	0.37

	56
	The ability to quickly make coordinated movements of one hand, a hand together with the arm, or two hands to grasp, manipulate, or assemble objects.
	0.15
	0.37

	57
	The ability to make precisely coordinated movements of the fingers of one or both hands to grasp, manipulate, or assemble very small objects.
	0.15
	0.37

	58
	The ability to quickly and repeatedly make precise adjustments in moving the controls of a machine or vehicle to exact positions.
	0.10
	0.31

	59
	The ability to coordinate movements of two or more limbs together (for example, two arms, two legs, or one leg and one arm) while sitting, standing, or lying down. It does not involve performing the activities while the body is in motion.
	0.00
	0.00


	60
	The ability to choose quickly and correctly between two or more movements in response to two or more different signals (lights, sounds, pictures, etc.). It includes the speed with which the correct response is started with the hand, foot, or other body parts.
	0.20
	0.41

	61
	The ability to time the adjustments of a movement or equipment control in anticipation of changes in the speed and/or direction of a continuously moving object or scene.
	0.20
	0.41

	62
	The ability to quickly respond (with the hand, finger, or foot) to one signal (sound, light, picture, etc.) when it appears.
	0.00
	0.00

	63
	The ability to make fast, simple, repeated movements of the fingers, hands, and wrists.
	0.00
	0.00

	64
	The ability to quickly move the arms or legs.
	0.00
	0.00

	65
	The ability to exert maximum muscle force to lift, push, pull, or carry objects.
	0.00
	0.00

	66
	The ability to use short bursts of muscle force to propel oneself (as in jumping or sprinting), or to throw an object.
	0.00
	0.00

	67
	The ability to exert muscle force repeatedly or continuously over time. This involves muscular endurance and resistance to muscle fatigue.
	0.00
	0.00

	68
	The ability to use one's abdominal and lower back muscles to support part of the body repeatedly or continuously over time without "giving out" or fatiguing.
	0.05
	0.22

	69
	The ability to exert one's self physically over long periods of time without getting winded or out of breath.
	0.05
	0.22

	70
	The ability to bend, stretch, twist, or reach out with the body, arms, and/or legs.
	0.00
	0.00

	71
	The ability to quickly and repeatedly bend, stretch, twist, or reach out with the body, arms, and/or legs.
	0.00
	0.00

	72
	Ability to coordinate the movement of the arms, legs, and torso in activities in which the whole body is in motion.
	0.00
	0.00

	73
	The ability to keep or regain one's body balance to stay upright when in an unstable position.
	0.00
	0.00

	74
	The ability to see details of objects at a close range (within a few feet of the observer).
	0.00
	0.00


	75
	The ability to see details at a distance.
	0.00
	0.00

	76
	The ability to match or detect differences between colors, including shades of color and brightness.
	0.00
	0.00

	77
	The ability to see under low light conditions.
	0.00
	0.00

	78
	The ability to see objects or movement of objects to one's side when the eyes are focused forward.
	0.00
	0.00

	79
	The ability to judge which of several objects is closer or farther away from the observer, or to judge the distance between an object and the observer.
	0.00
	0.00

	80
	The ability to see objects in the presence of glare or bright lighting.
	0.00
	0.00

	81
	The ability to detect or tell the difference between sounds that vary over broad ranges of pitch and loudness.
	0.00
	0.00

	82
	The ability to focus on a single source of auditory information in the presence of other distracting sounds.
	0.00
	0.00

	83
	The ability to tell the direction from which a sound originated.
	0.30
	0.73

	84
	The ability to identify and understand the speech of another person.
	0.15
	0.37

	85
	The ability to speak clearly so that it is understandable to a listener.
	0.00
	0.00

	86
	Job requires persistence in the face of obstacles on the job.
	0.90
	0.85

	87
	Job requires being willing to take on job responsibilities and challenges.
	0.45
	0.76

	88
	Job requires the energy and stamina to accomplish work tasks.
	0.30
	0.73

	89
	Job requires a willingness to lead, take charge, and offer opinions and directions.
	0.90
	0.85

	90
	Job requires being pleasant with others on the job and displaying a good-natured, cooperative attitude that encourages people to work together.
	0.15
	0.37

	91
	Job requires being sensitive to other's needs and feelings and being understanding and helpful on the job.
	0.15
	0.37

	92
	Job requires preferring to work with others rather than alone and being personally connected with others on the job.
	0.35
	0.49


	93
	Job requires maintaining composure, keeping emotions in check even in very difficult situations, controlling anger, and avoiding aggressive behavior.
	0.80
	0.70

	94
	Job requires accepting criticism and dealing calmly and effectively with high stress situations.
	0.75
	0.72

	95
	Job requires being open to change (positive or negative) and to considerable variety in the workplace.
	0.65
	0.75

	96
	Job requires being reliable, responsible, and dependable, and fulfilling obligations.
	0.05
	0.22

	97
	Job requires being careful about detail and thorough in completing work tasks.
	0.30
	0.47

	98
	Job requires being honest and avoiding unethical behavior.
	0.00
	0.00

	99
	Job requires developing own ways of doing things, guiding oneself with little or no supervision, and depending mainly on oneself to get things done.
	1.65
	0.75

	100
	Job requires creativity and alternative thinking to come up with new ideas for answers to work-related problems.
	1.40
	0.94

	101
	Job requires analyzing information and using logic to address work or job issues and problems.
	1.00
	1.03

	102
	Knowledge of principles and processes involved in business and organizational planning, coordination, and execution. This includes strategic planning, resource allocation, manpower modeling, leadership techniques, and production methods.
	1.70
	0.47

	103
	Knowledge of administrative and clerical procedures, systems, and forms such as word processing, managing files and records, stenography and transcription, designing forms, and other office procedures and terminology.
	1.80
	0.41

	104
	Knowledge of principles and processes for providing customer and personal services, including needs assessment techniques, quality service standards, alternative delivery systems, and customer satisfaction evaluation techniques.
	1.70
	0.47

	
	
	
	


	105
	Knowledge of policies and practices involved in personnel/human resources functions. This includes recruitment, selection, training, and promotion regulations and procedures; compensation and benefits packages; labor relations and negotiation strategies; and personnel information systems.
	1.50
	0.51

	106
	Knowledge of electric circuit boards, processors, chips, and computer hardware and software, including applications and programming.
	1.35
	0.81

	107
	Knowledge of facility buildings/designs and grounds including the facility layout and security systems as well as design techniques, tools, materials, and principles involved in production/construction and use of precision technical plans, blueprints, drawings, and models.
	1.75
	0.44

	108
	Knowledge of machines and tools, including their designs, uses, benefits, repair, and maintenance.
	1.35
	0.49

	109
	Knowledge of the chemical composition, structure, and properties of substances and of the chemical processes and transformations that they undergo. This includes uses of chemicals and their interactions, danger signs, production techniques, and disposal methods.
	1.05
	0.22

	110
	Knowledge of human behavior and performance, mental processes, psychological research methods, and the assessment and treatment of behavioral and affective disorders.
	0.95
	0.22

	111
	Knowledge of group behavior and dynamics, societal trends and influences, cultures, their history, migrations, ethnicity, and origins.
	0.95
	0.22

	112
	Knowledge of the information and techniques needed to diagnose and treat injuries, diseases, and deformities. This includes symptoms, treatment alternatives, drug properties and interactions, and preventive health-care measures.
	1.05
	0.22

	113
	Knowledge of information and techniques needed to rehabilitate physical and mental ailments and to provide career guidance, including alternative treatments, rehabilitation equipment and its proper use, and methods to evaluate treatment effects.
	1.35
	0.49

	
	
	
	

	114
	Knowledge of instructional methods and training techniques, including curriculum design principles, learning theory, group and individual teaching techniques, design of individual development plans, and test design principles, as well as selecting the proper methods and procedures.
	1.35
	0.49

	115
	Knowledge of the structure and content of the English language, including the meaning and spelling of words, rules of composition, and grammar.


	0.00
	0.00

	116
	Knowledge of the structure and content of a foreign (non-English) language, including the meaning and spelling of words, rules of composition, and grammar.
	1.85
	0.37

	117
	Knowledge of different philosophical systems and religions, including their basic principles, values, ethics, ways of thinking, customs, and practices, and their impact on human culture.
	1.00
	0.00

	118
	Knowledge of weaponry, public safety, and security operations, rules, regulations, precautions, prevention, and the protection of people, data, and property.
	1.00
	0.00

	119
	Knowledge of law, legal codes, court procedures, precedents, government regulations, executive orders, agency rules, and the democratic political process.
	1.00
	0.00

	120
	Knowledge of transmission, broadcasting, switching, control, and operation of telecommunication systems.
	1.00
	0.00

	121
	Knowledge of media production, communication, and dissemination techniques and methods. This includes alternative ways to inform and entertain via written, oral, and visual media.
	1.15
	0.37

	122
	Knowledge of principles and methods for moving people or goods by air, sea, or road, including their relative costs, advantages, and limitations.
	1.50
	0.51


Note. 00 to .74 = possessed at time of hire; .75 to 1.24 = learned during academy; 1.25 to 2.00 = learned post academy. 
APPENDIX B

“Required at Hire” KSAOs not Assessed by Other Selection Measures

	KSAO
	 
	Overall

	
	
	M
	SD

	1
	Understanding written sentences and paragraphs in work-related documents.
	0.15
	0.37

	2
	Listening to what other people are saying and asking questions as appropriate.
	0.00
	0.00

	3
	Communicating effectively with others in writing as indicated by the needs of the audience.
	0.30
	0.47

	4
	Talking to others to effectively convey information.
	0.00
	0.00

	5
	Working with new material or information to grasp its implications.
	0.30
	0.47

	6
	Using multiple approaches when learning or teaching new things.
	0.65
	0.49

	7
	Assessing how well one is doing when learning or doing something.
	0.80
	0.77

	8
	Using logic and analysis to identify the strengths and weaknesses of different approaches.
	0.60
	0.75

	11
	Finding ways to structure or classify multiple pieces of information.
	0.85
	0.37

	12
	Reorganizing information to get a better approach to problems or tasks.
	0.80
	0.41

	21
	Teaching others how to do something.
	1.20
	0.89

	22
	Actively looking for ways to help people.
	0.85
	0.93

	31
	Weighing the relative costs and benefits of potential action.
	1.30
	0.80

	32
	Managing one's own time and the time of others.
	0.50
	0.51

	35
	The ability to listen to and understand information and ideas presented through spoken words and sentences.
	0.00
	0.00

	36
	The ability to read and understand information and ideas presented in writing.
	0.00
	0.00

	37
	The ability to communicate information and ideas in speaking so that others will understand.
	0.15
	0.37

	38
	The ability to communicate information and ideas in writing so that others will understand.
	0.15
	0.37

	39
	The ability to come up with a number of ideas about a given topic. It concerns the number of ideas produced and not the quality, correctness, or creativity of the ideas.
	1.30
	0.80

	41
	The ability to tell when something is wrong or is likely to go wrong. It does not involve solving the problem, only recognizing that there is a problem.
	1.05
	0.83

	42
	The ability to apply general rules to specific problems to come up with logical answers. It involves deciding if an answer makes sense.
	0.45
	0.51

	43
	The ability to combine separate pieces of information, or specific answers to problems, to form general rules or conclusions. It includes coming up with a logical explanation for why a series of seemingly unrelated events occur together.
	1.30
	0.80

	44
	The ability to correctly follow a given rule or set of rules in order to arrange things or actions in a certain order. The things or actions can include numbers, letters, words, pictures, procedures, sentences, and mathematical or logical operations.
	0.50
	0.51

	46
	The ability to understand and organize a problem and then to select a mathematical method or formula to solve the problem.
	0.45
	0.76

	47
	The ability to add, subtract, multiply, or divide quickly and correctly.
	0.00
	0.00

	48
	The ability to remember information such as words, numbers, pictures, and procedures.
	0.00
	0.00

	49
	The ability to quickly make sense of information that seems to be without meaning or organization. It involves quickly combining and organizing different pieces of information into a meaningful pattern.
	0.45
	0.76

	50
	The ability to identify or detect a known pattern (a figure, object, word, or sound) that is hidden in other distracting material.
	0.45
	0.76

	51
	The ability to quickly and accurately compare letters, numbers, objects, pictures, or patterns. The things to be compared may be presented at the same time or one after the other. This ability also includes comparing a presented object with a remembered object.
	0.15
	0.37

	52
	The ability to know one's location in relation to the environment, or to know where other objects are in relation to one's self.
	0.45
	0.51

	53
	The ability to concentrate and not be distracted while performing a task over a period of time.
	0.00
	0.00

	86
	Job requires persistence in the face of obstacles on the job.
	0.90
	0.85

	87
	Job requires being willing to take on job responsibilities and challenges.
	0.45
	0.76

	89
	Job requires a willingness to lead, take charge, and offer opinions and directions.
	0.90
	0.85

	90
	Job requires being pleasant with others on the job and displaying a good-natured, cooperative attitude that encourages people to work together.
	0.15
	0.37

	91
	Job requires being sensitive to other's needs and feelings and being understanding and helpful on the job.
	0.15
	0.37

	92
	Job requires preferring to work with others rather than alone and being personally connected with others on the job.
	0.35
	0.49

	93
	Job requires maintaining composure, keeping emotions in check even in very difficult situations, controlling anger, and avoiding aggressive behavior.
	0.80
	0.70

	94
	Job requires accepting criticism and dealing calmly and effectively with high stress situations.
	0.75
	0.72

	95
	Job requires being open to change (positive or negative) and to considerable variety in the workplace.
	0.65
	0.75

	96
	Job requires being reliable, responsible, and dependable, and fulfilling obligations.
	0.05
	0.22

	97
	Job requires being careful about detail and thorough in completing work tasks.
	0.30
	0.47

	98
	Job requires being honest and avoiding unethical behavior.
	0.00
	0.00

	101
	Job requires analyzing information and using logic to address work or job issues and problems.
	1.00
	1.03

	106
	Knowledge of electric circuit boards, processors, chips, and computer hardware and software, including applications and programming.
	1.35
	0.81

	115
	Knowledge of the structure and content of the English language, including the meaning and spelling of words, rules of composition, and grammar.
	0.00
	0.00


Note: .00 to .74 = possessed at time of hire; .75 to 1.24 = learned during academy; 1.25 to 2.00 = learned post academy. 

APPENDIX C

“When Needed” Ratings of KSAOs Selected for Preliminary Exam Development

	KSAO
	 
	Overall

	
	
	M
	SD

	1
	Understanding written sentences and paragraphs in work-related documents.
	0.15
	0.37

	2
	Listening to what other people are saying and asking questions as appropriate.
	0.00
	0.00

	32
	Managing one's own time and the time of others.
	0.50
	0.51

	36
	The ability to read and understand information and ideas presented in writing.
	0.00
	0.00

	38
	The ability to communicate information and ideas in writing so that others will understand.
	0.15
	0.37

	42
	The ability to apply general rules to specific problems to come up with logical answers. It involves deciding if an answer makes sense.
	0.45
	0.51

	46
	The ability to understand and organize a problem and then to select a mathematical method or formula to solve the problem.
	0.45
	0.76

	47
	The ability to add, subtract, multiply, or divide quickly and correctly.
	0.00
	0.00

	49
	The ability to quickly make sense of information that seems to be without meaning or organization. It involves quickly combining and organizing different pieces of information into a meaningful pattern.
	0.45
	0.76

	50
	The ability to identify or detect a known pattern (a figure, object, word, or sound) that is hidden in other distracting material.
	0.45
	0.76

	51
	The ability to quickly and accurately compare letters, numbers, objects, pictures, or patterns. The things to be compared may be presented at the same time or one after the other. This ability also includes comparing a presented object with a remembered object.
	0.15
	0.37

	97
	Job requires being careful about detail and thorough in completing work tasks.
	0.30
	0.47

	98
	Job requires being honest and avoiding unethical behavior.
	0.00
	0.00

	115
	Knowledge of the structure and content of the English language, including the meaning and spelling of words, rules of composition, and grammar.
	0.00
	0.00


Note: .00 to .74 = possessed at time of hire; .75 to 1.24 = learned during academy; 1.25 to 2.00 = learned post academy. 
APPENDIX D

Supplemental Job Analysis Questionnaire
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APPENDIX E

Sample Characteristics for the Supplemental Job Analysis Questionnaire
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APPENDIX F

Item Writing Process


The item writing process for the development of the written selection exam for the Correctional Officer (CO), Youth Correctional Officer (YCO), and Youth Correctional Counselor (YCC) classifications was divided into three phases: initial item development, subject matter expert (SME) review, and exam item development. The steps and processes for each phase are described in the following subsection. 

Items were developed for the written selection exam in accordance with the Standards. Standards 3.7, 7.4, and 7.7 are specific to item development:

Standard 3.7

The procedures used to develop, review and try out items, and to select items from the item pool should be documented. If the items were classified into different categories or subtest according to the test specifications, the procedures used for the classification and the appropriateness and accuracy of the classification should be documented. (AERA, APA, & NCME, 1999, p. 44)

Standard 7.4

Test developers should strive to eliminate language, symbols, words, phrases, and content that are generally regarded as offensive by members of racial, ethnic, gender, or other groups, except when judged to be necessary for adequate representation of the domain. (AERA, APA, & NCME, 1999, p. 82)

Standard 7.7

In testing applications where the level of linguistic or reading ability is not part of the construct of interest, the linguistic or reading demands of the test should be kept to the minimum necessary for the valid assessment of the intended constructs. (AERA, APA, & NCME, 1999, p. 82)

Item writers consisted of seven Industrial and Organizational (I/O) Psychology graduate students from California State University, Sacramento (CSUS), two Psychology undergraduate students from CSUS, two STC Research Programs Specialists with experience in test and item development, and one CSA consultant with over twenty years of test development and evaluation experience. The graduate students had previously completed course work related to test development including standard multiple choice item writing practices. The undergraduates were provided with written resources that described standard multiple choice item writing practices and the graduate students, Research Program Specialists, and the consultant were available as additional resources. Additionally, each item writer was provided with an overview of the project and resources pertaining to standard multiple choice item writing practices.

In order to generate quality, job-related items the item writers were provided with the following resources related to item writing and the CO, YCO, and YCC positions:

· Training materials on the principles of writing multiple choice items.

· Title 15, Division 3 – the regulations (rules) that govern CDCR’s adult operations, adult programs and adult parole. 
· Department Operations Manual – official statewide operational policies for adult operations, adult programs, and adult parole.

· Incident reports – written by COs, YCO, and YCC in institutions across the state. 

· Academy materials – student workbooks, instructor materials, and presentations that were used for previous academies. 

· Samples of CDCR forms that are commonly used in institutions.

· Linkage of KSAOs for preliminary exam development with “essential” tasks (Appendix E).

Initial Item Development

The initial item development process began on September 23, 2010 and concluded on November 23, 2010. The focus of the initial item development phase was to identify the KSAOs that could be assessed with a multiple choice item type. The starting point for this phase was the list of the 46 “required at hire” KSAOs that are not assessed by other selection measures (Appendix C). The item writers utilized the following two steps to identify the KSAOs that could be assessed with a multiple choice item format:

1. From the list of 46 KSAOs, the KSAOs that could not be assessed using a written format were removed from the list. These KSAOs involved skills or abilities that were not associated with a written skill. For example, the following list provides a few of the KSAOs that were removed from the list because they could not be assessed using a written selection exam:

· The ability to communicate information and ideas in speaking so that others will understand. 

· Teaching others how to do something.

· Actively looking for ways to help people.

· Talking to others to effectively convey information.

· The ability to know one’s location in relation to the environment or to know where other objects are in relation to one’s self.

2. Item writers attempted to develop multiple choice items to assess the remaining KSAOs. The item writers utilized the following job-related materials provided to develop job-related items:

· Title 15, Division 3 
· Department Operations Manual

· Incident reports written by COs, YCOs, and YCCs in institutions across the state. 

· Academy materials

· Samples of CDCR forms that are commonly used in institutions.

· Linkage of KSAOs for preliminary exam development with “essential” tasks (Appendix E).

Item writers developed at least one multiple choice item for each KSAO individually. Item writers and the CSA consultant then attended weekly item writing meetings to review and critique the multiple choice items. Based on the feedback, item writers rewrote their items or attempted to develop different types of items that would better assess the targeted KSAO. The revised or new items were then brought back to the weekly item writing meetings for further review. After a few item review meetings, the KSAOs that could be assessed with a multiple choice item were identified. These KSAOs were retained for preliminary exam development and are provided in Appendix D. 

For the KSAOs that were retained for preliminary exam development, the multiple choice items that were developed must have been judged to: 

· reasonably assess the associated KSAO. 

· be job-related yet not assess job knowledge as prior experience is not required.

· have been designed such that numerous items could be developed with different content in order to establish an item bank and future exams. 

· be feasible for proctoring procedures and exam administration to over 10,000 applicants per year.

SME Review

In order to develop the final exam specifications, three meetings were held with SMEs. A detailed description of these SME meetings is provided in section VIII, Subject Matter Expert Meetings. During these meetings, SMEs were provided with a description and example of each item type that was developed to assess the KSAOs selected for preliminary exam development. For each item, the facilitator described the item, the KSAO it was intended to assess, and the SMEs were provided time to review the item. After reviewing the item, SMEs were asked to provide feedback or recommendations to improve the items. 

The items received positive feedback from the SMEs. Overall, the SMEs indicated that the item types were job related, appropriate for entry-level COs, YCOs, and YCCs, and assessed the associated KSAOs. The few comments that were received for specific item types were: 

· Logical Sequence – one SME thought that these items with a corrections context might be difficult to complete. Other SMEs did not agree since the correct order did not require knowledge of corrections policy (e.g., have to know a fight occurred before intervening). The SMEs suggested that they may take the test taker a longer time to answer and that time should be permitted during the test administration. 

· Identify-a-Difference – items were appropriate for entry-level, but for supervisors a more in-depth investigation would be necessary. 

· Math – skills are important for all classifications, but 90% of the time the skill is limited to addition. Subtraction is also used daily. Multiplication is used maybe monthly. Division is not required for the majority of COs, YCOs, and YCCs. Some COs, YCOs, and YCCs have access to calculators, but all need to be able to do basic addition and subtraction without a calculator. Counts, which require addition, are done at least five times per day, depending on the security level of the facility. 

The input and recommendations received from the SMEs were used to finalize the item types that would be used to assess each KSAO. 

Exam Item Development

Following the SME meetings, the focus of the exam item development phase was to:

· develop enough items to establish an item bank in order to develop a pilot exam and incorporate pilot items in the final exam.

· incorporate the feedback received from the SME meetings (see section VII, Subject Matter Expert Meetings, for details) into each item type.

· refine and improve the item types that were developed to assess the KSAOs selected for preliminary exam development.

Item Review Process

The following development and review process was used to develop exam items:

· Each item writer individually developed items utilizing the job-related materials provided.

· Each item was peer-reviewed by at least three item writers. Each item was then edited to incorporate the suggestions received from the peer review.

· Weekly item review meetings were held on Wednesdays and Fridays. Each review session was attended by at least five item writers. Additionally, a CSA Research Program Specialist and the CSA consultant were scheduled to attend each review meeting.

· At the weekly item review meetings, each item writer provided copies of their items which had been peer-reviewed by each attendee. Each attendee reviewed and critiqued the items. After the meeting, item writers revised their items based on the feedback they received. The revised or new items were then brought back to the weekly item writing meetings for further review.

· During weekly item review meetings, when an item was determined to be ready to pilot, the item writer who developed the item placed the item in a designated “ready to pilot” file.

Criteria for Item Review

During the weekly item review meetings, the item types and individual items were reviewed to ensure they met the criteria describe below. 

· Item types: 

· reasonably assessed the associated KSAO. 

· were job-related yet did not assess job knowledge as prior experience is not required.

· could allow for numerous items to be written with different content to establish an item bank and future versions of the exam. 

· were feasible for proctoring procedures and exam administration to over 10,000 applicants per year.

· Individual items:

· were clearly written and at the appropriate reading level 

· were realistic and practical

· contained no grammar or spelling errors except when appropriate

· question or stem were stated clearly and precisely

· had plausible distracters

· had distracters and keyed option of similar length

· had alternatives in a logical position or order

· had no ethnic or language sensitivities

· have only one correct answer 

Level of Reading Difficulty for Exam Items

The Corrections Standards Authority (CSA) conducted a research study to identify an appropriate level of reading difficulty for items on the written selection exam for a position as a CO, YCO, or YCC. The results of this research study were documented in a research report (Phillips & Meyers, 2009). A summary of the research and results including the recommended reading level for exam items is provided below. 

Because these are entry level positions, applicants need to have no more than the equivalent of a high school education and are not required to have any previous Corrections or Criminal Justice knowledge. In order to develop a recommendation for an appropriate reading level of the test items, the reading level of a variety of written materials with which applicants would have come into contact with was measured. To achieve this end, a total of over 1,900 reading passages were sampled from two general types of sources: 

· Job-Related Sources – Applicants who pass the selection process attend a training academy, during which time they are exposed to a variety of organizational and legal written materials that they are required to read and understand; similar materials must be read and understood once these individuals are on the job. Job-related materials include academy documents and tests, Post Orders, the Department Operations Manual, and Title 15. At the start of this study, many of these materials appeared to be complex and written at a relatively high level. This reading level would then serve as an upper bound for the reading level at which the selection exam questions would be recommended to be written. 

· Non-Job-Related Sources – Applicants for the CO, YCO, and YCC positions would ordinarily have been exposed to a wide range of written materials simply as a result of typical life experiences. Such materials include news media sources, the Department of Motor Vehicle exams and handbooks, the General Education Development materials and exams, and the California High School Exit Exam. Because they are representative of the reading experience of applicants, it was believed to be important to assess the reading level of these materials as well. At the start of this study, most of these materials appeared to be simpler and written at a lower level than the job-related materials. The reading levels obtained for these materials could then serve as a lower bound for the reading level at which the selection exam questions would be recommended to be written. 

The reading difficulty of the passages was examined using three well known readability indexes: the Flesch-Kincaid Grade Level (FKGL), the Flesch Reading Ease Score (FRES), and the Lexile Framework for Reading. Other measures of reading difficulty were also included, such as the average sentence length and the total number of words per passage. 

Results indicated that the FKGL, FRES, and Lexile readability indexes are moderately to strongly related to one another, providing comparable readability scores for the sampled passages. In addition, both the FKGL and Lexile indexes are influenced by the length of the sentences in the passages. Not surprisingly, the reading difficulty of a passage across the three readability indexes varied by source. Many passages obtained from job-related sources were written at a 12th grade reading level and above, whereas passages obtained from non-job-related sources were found to be written between the 8th and 10th grade reading level. 

Based on the results of this research, both an appropriate readability index and a level of reading difficulty for the Written Selection Exam were recommended: 

· Readability Index: The FKGL is the most appropriate readability index to use for setting a recommended maximum level of reading difficulty: it correlates very strongly with the other two indexes, provides an intuitive and easily understood readability score in the form of grade level, is widely available, and is cost effective. 

· Level of Reading Difficulty: Based on the results of the analyses, it was recommended that the items on the written selection exam should obtain an average FKGL reading grade level between 10.5 and 11.0 to validly test the knowledge and abilities that are being assessed. This range was selected because it is below the upper reading difficulty boundary of job-related materials, but is sufficiently high to permit the reading and writing items in the exam to read smoothly and coherently enough without being choppy and awkwardly phrased (passages with lower reading levels tend to have short sentences that subjectively convey a choppy writing style).

The reading level recommendation that resulted from the research project (Phillips & Meyers, 2009) was used as a maximum reading level that exam items must not exceed. That is, items on the written selection exam must not exceed an average FKGL reading grade level of 11.0. The development of each item focused on the clear unambiguous assessment of the targeted KSAO. For example, a well written clear item may appropriately assess the targeted KSAO, but have a lower reading level than 11.0. An attempt to increase the reading level of the item may have made the item less clear. Additionally, while many of the items required a minimal level of reading comprehension simply as a result of being a multiple-choice item, they were also developed to assess other KSAOs (e.g, judgment, time management, basic math); therefore, attempting to inflate the reading level would have confounded the assessment of KSAOs with reading comprehension. 

APPENDIX G

Example Items

Descriptions of the multiple choice item types developed to assess the KSAOs and example items are provided in the subsections below. The stem for each item type is followed by four multiple choice options. Only one of the options is correct. 

Logical Sequence Item Type Developed to Assess KSAO 49

The logical sequence item type was developed to assess KSAO 49, the ability to make sense of information that seems to be without meaning or organization. 

Logical sequence items were designed to assess the ability to arrange the sentences of a paragraph in correct order. Logical sequence items start with a list of sentences that are numbered. The stem instructs the test taker to identify the correct order of the sentences. The content of logical sequence items includes a scenario, policy, or procedure that is related to the entry level positions of the CO, YCO, or YCC classifications. 

Example of a logical sequence item:

Order the sentences below to form the MOST logical paragraph. Choose the correct order from the options below. 

1. One at a time, all of the rooms were opened and a sniff test was conducted.

2. Due to the lack of contraband, urine tests for the inmates in and around Living Area 13 were ordered. 

3. During the evening Officer C smelled an aroma similar to marijuana. 

4. Upon the results of the urine tests any necessary discipline will be given.

5. A thorough cell search was conducted for Living Area 13, however no contraband was found.

6. The odor was the strongest in Living Area 13.

#.   Which of the following options represents the correct order of the above sentences?

A. 3, 6, 5, 2, 1, 4

B. 3, 1, 6, 5, 2, 4

C. 3, 6, 1, 5, 4, 2

D. 3, 1, 6, 4, 1, 2

Time Chronology Item Type Developed to Assess KSAO 32
The time chronology item type was developed to assess KSAO 32, time management.
Time chronology items were designed to assess the ability to identify the correct chronological sequence of events, identify a time conflict in a schedule, and/or to identify a specified length of time between events. Time chronology items start with a list of events including the date, time, or length of the events. The stem instructs the test taker to indicate the correct chronological order of the events, identify an event that does not have enough time scheduled, or two events with a specified length of time between them. The content of time chronology items includes events related to the entry level positions of the CO, YCO, or YCC classifications. 

Example of a time chronology item:
Use the information in the table below to answer question #.
	Medical Appointment Schedule

	Time
	Inmate
	Duration

	 9:00 a.m.
	Inmate X
	45 minutes

	9:50 a.m.
	Inmate T
	55 minutes

	10:45 a.m.
	Inmate F
	25 minutes

	11:45 a.m.
	Inmate G
	55 minutes

	12:35 p.m.
	Inmate R
	45 minutes

	 1:25 p.m.
	Inmate B
	45 minutes


#.   The table above outlines the medical appointment schedule for Wednesday. Which two inmate appointments will OVERLAP with each other?

A. Inmate X and Inmate T
B. Inmate T and Inmate F
C. Inmate G and Inmate R
D. Inmate R and Inmate B
Identify-a-Difference Item Type Developed to Assess KSAO 2

The identify-a-difference item type was developed to assess KSAO 2, asking questions as appropriate.

Identify-a-difference items were designed to assess the ability to identify when further examination or information is needed to understand an event. These items include a brief description of an event, followed by accounts of the event, usually in the first-person by one or more individuals. For items with one statement, it may or may not contain a conflicting account of the event. The stem will ask the test taker to identify the conflicting information, if any, within the account of the event. The four multiple-choice response options include three possible differences based on the account, with a fourth option of “There was no conflicting information.” Only one of the options is correct.

For items with two statements, they may or may not contain differences that are important enough to examine further. The stem will ask the test taker to identify the difference, if any, between the two statements that may be important enough to examine further. The four multiple-choice response options include three possible differences based on the accounts, with a fourth option of “There was no difference that requires further examination.” 

Example of an identify-a-difference item:

Inmate L and Inmate M were involved in a fight. Both inmates were interviewed to determine what occurred. Their statements are provided below. 

Inmate L’s Statement:

I watch out for Inmate M because he always tries to start trouble with me. I was in the library stacking books on a shelf and Inmate M got in my way. It looked like Inmate M wanted to fight me, so I told him to back down. Inmate M continued to walk towards me, so I dropped the books I was holding and then he punched me. He kept punching me until an officer arrived and told everyone in the library to get on the ground. Everyone listened to the officer and got on the ground. Then Inmate M and I were restrained and escorted to separate holding areas. Inmate M is the one who started the fight. I was only trying to protect myself.

Inmate M’s Statement:

Whenever I work in the library with Inmate L, he gets defensive. I didn’t want to get into a fight because I knew it would decrease my chances of being released early. Today, when I walked by Inmate L, he threw the books he was holding on the floor and started punching me. I had to protect myself so I punched him as many times as I could before an officer arrived and told us to stop fighting. The officer told everyone to get down on the ground, so I stopped punching Inmate L and got down along with everyone else in the library. I should not have been restrained and escorted to a holding area like Inmate L. I was just protecting myself. 

#.   Based ONLY on the information provided above, what difference, if any, between the two statements may be important enough to examine further?

A. if the inmates complied with the officer’s orders

B. the reason Inmate L was restrained

C. which inmate initiated the fight

D. There was no difference that requires further examination.

Judgment Item Type Developed to Assess KSAO 98
The judgment item type was developed to assess KSAO 98, being honest and ethical.
Judgment items were designed to assess the ability to discriminate between actions that are ethical and/or honest and actions that are unethical and/or dishonest. The contents of these items may include events related to the entry level positions of CO, YCO, or YCC or events related to stereotypical relationships where there are clear social norms (e.g., supervisor/employee, customer/service provider). 

Judgment items begin with the description of a scenario in which an individual is involved in a dilemma or a series of behaviors. If an individual is involved in a dilemma, a list of actions that the individual could do or say in response to the scenario is provided. The stem will ask the test taker to evaluate the actions and then choose either the LEAST appropriate action for the individual to perform. If an individual is involved in a series of behaviors, a list of the behaviors that the individual was involved in is provided. The stem asks the test taker to evaluate the actions and identify the LEAST appropriate action.

Example of a judgment item:
A commercial aircraft company recently began using new software that tracks a plane’s location during flight. When used properly, the software can provide the correct coordinates to ensure the flight crew and passengers are not in danger. A pilot who works for the company noticed that his co-pilot has made several mistakes using the new software. 

#.   Which of the following options would be the LEAST appropriate action for the pilot to take concerning his co-pilot? 

A. Advise the co-pilot to read over the software manual again.

B. Request that the co-pilot be transferred to work with a different flight crew.

C. Prohibit the co-pilot from using the software unless he is under direct supervision.

D. Have the co-pilot watch him use the software properly for a few weeks.

Grammar Item Type Developed to Assess KSAO 115
The grammar item type was developed to assess KSAO 115, English grammar, word meaning, and spelling.
Grammar items begin with a short paragraph describing a scenario, policy, or procedure that is related to the entry level positions of the CO, YCO, or YCC classifications. Within the paragraph four words are underlined. A maximum of one word per sentence is underlined. The underlined words form the four multiple choice options. One of the underlined words is used grammatically incorrectly or contains a spelling error. The key or correct answer is the multiple choice option that corresponds to the underlined word that contains the grammar or spelling error. Grammar items assess each component of grammar independently. For example, when assessing the appropriate use of pronouns, only pronouns are underlined in the paragraph and provided as the multiple choice options. To answer the item correctly, knowledge regarding the proper use of pronouns is required. 

The assessment of grammar was limited to the correct use of pronouns, verb tense, and spelling. The remaining components of grammar (e.g., subject verb agreement, punctuation, etc.) were not assessed because these grammar errors were considered to have less of an impact on the reader’s ability to understand the written material. For example, while a reader may notice a subject-verb agreement error, this error would most likely have no impact on the reader’s ability to understand the written material. In contrast, if written material describes a situation that involves both males and females, the improper use of pronouns may substantially alter the meaning of the written material.

Example of a grammar item:
On Wednesday morning Officer G picked up food trays. Inmate B opened the food slot and threw the tray at Officer G. Because of the attempted assault, officers placed Inmate B in a holding area. Inmate B remained in the holding area until the officers felt it was safe to remove him. Inmate B’s file was reviewed to determine the appropriate living situation and program for him. Based on the review, the officers assign Inmate B to a mental health program. Inmate B started the program the following Monday. 

#.   Based ONLY on the paragraph above, which one of the underlined words contains a grammar or spelling error?

A. picked

B. placed

C. remained

D. assign

Concise Writing Item Type Developed to Assess KSAO 38
The concise writing item type was developed to assess KSAO 38, communicating in writing.

Concise writing items begin with information presented in a form or a picture followed by four options that describe the information provided. For items that begin with a form, the stem asks the test taker to identify the option that completely and clearly describes the information. For items that begin with a picture, the stem asks the test taker to identify the option that completely and clearly describes the scene. For each item, the correct answer is the option that accurately accounts for all of the information presented and effectively communicates the information in a straight forward manner. 

Example of a concise writing item:
Use the information provided below to answer question #.
	RULES VIOLATION REPORT

	SECTION a: basic information

	Date

January 17, 2011
	Time

6:45 a.m.
	reporting officer

Officer J



	LOCATION

living area
	INMATE(S) INVOLVED

Inmate W 
	Assisting Officer(s)

none



	RULE(S) VIOLATED
32:  refusal to comply with an order from an officer

49:  covered windows in living area


	ACTIONS TAKEN by Officer(s)

· ordered inmate to remove window covering and submit to physical restraint

· restrained and escorted inmate

· removed covering from window

· searched living area



	section b: description

	__________________________________________________________________________________________________________________________________________




#.   Officer J must provide a description of the incident in Section B. The description must be consistent with the information provided in Section A. Which of the following options is the MOST complete and clear description for Section B? 

A. On January 17, 2011 at 6:45 a.m., I, Officer J, noticed a sheet was covering Inmate W’s living area window, violating rule 49. I ordered him to remove the sheet and submit to physical restraint. He refused to uncover the window, violating rule 32, but allowed me to restrain him. After escorting him to a holding area, I removed the sheet and searched the living area. 

B. On January 17, 2011 at 6:45 a.m., I, Officer J, noticed a sheet was covering the window to Inmate W’s living area, violating rule 49. I ordered the inmate to remove the covering and submit to physical restraint. He allowed me to restrain him. I removed the sheet and searched the living area after restraining the inmate and escorting him to a holding area. 

C. On January 17, 2011 at 6:45 a.m., I saw a sheet was covering the inmate’s living area window, which violated rule 49. I ordered the inmate to remove it and submit to physical restraint. He violated rule 32 by refusing to take down the sheet, but he did allow me to restrain him. I then removed the sheet and searched the living area. 

D. On January 17, 2011 at 6:45 a.m., I, Officer J, noticed a sheet was covering the window of a living area, which violated rule 32. I ordered the inmate to remove the covering and submit to physical restraint. He violated rule 49 by refusing to remove the covering. After I restrained and escorted him to a holding area, I removed the sheet and searched the living area. 
Differences-in-Pictures Item Type Developed to Assess KSAO 50 and 51
The differences-in-pictures item type was developed to assess KSAO 50, identifying a known pattern, and KSAO 51, comparing pictures. 

Differences in pictures items were designed to assess the ability to perceive differences in complex sets of pictures. The contents of the pictures may be relevant to (a) the entry level positions of the CO, YCO, or YCC classifications or (b) common events (e.g., cooking in a kitchen). For each set of pictures, the stem asks the test taker to identify the number of differences or determine which picture is different.

Example of a differences-in-pictures item:

Use the pictures below to answer question #. 
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#.   Compared to the original, which picture has exactly 3 differences?

A. Picture A

B. Picture B

C. Picture C

D. There is no picture with 3 differences.

Apply Rules Item Type Developed to asses KSAO 42

The apply rules item type was developed to assess KSAO 42, applying general rules to specific problems. 

Apply rules items were designed to assess the ability to apply a given set of rules to a situation. Apply rules items begin with a set of rules or procedures followed by a description of a situation or a completed form. The stem asks a question about the scenario or form that requires the test taker to apply the rules or procedures provided.

Example of an apply rules item:

Use the information provided below to answer question #. 

	WHITE HOUSE TOUR POLICY

· Tour requests must be submitted at least 15 days in advance.

· All guests 18 years of age or older are required to present photo identification (e.g., driver license, passport, military or state identification).

· Guests under 18 years of age must be accompanied by an adult.

· Items prohibited during the tour:

· cell phones, cameras and video recorders

· handbags, book bags, backpacks and purses

· food and beverages

· tobacco products

· liquids of any kind, such as liquid makeup, lotion, etc.




A family of four submitted their request to tour the White House three weeks before going to Washington, D.C. When they arrived for the tour, both parents brought their driver licenses, wallets and umbrellas. The children, ages 13 and 18, only brought their coats, leaving their backpacks in the car. One of the children realized he had some candy in his pocket, but he quickly ate it before the tour was scheduled to start.

#.   The family was prevented from going on the tour for violating a tour policy. Based ONLY on the information above, which policy was violated?

A. submitting the request for the tour in advance

B. bringing photo identification 

C. bringing food on the tour

D. bringing backpacks on the tour
Attention to Detail Item Type Developed to Asses KSAO 97
The attention to detail item type was developed to assess KSAO 97, being detail and thorough in completing work tasks. 

Attention to detail items were designed to assess the ability to be thorough and pay attention to details. Attention to detail items begin with a completed corrections-related form. The stem asks a question that requires the test taker to pay careful attention to the information provided in the form.

Example of an attention to detail item:

Use the information provided below to answer question #.

	LIVING AREA SEARCH REPORT

	SECTION a: basic information

	Date

February 2, 2011


	Time

3:30 p.m.
	CONDUCTED BY

Officer K 

	SEARCH LOCATION

Living Area: 202 

Occupant(s): 

· Inmate H 

· Inmate F
	SEARCH RESULTS

Number of illegal items:  3

Location of illegal items: inside Inmate F’s pillowcase
Description of illegal items: sharpened dining utensils

	ACTIONS TAKEN BY OFFICER(S)

· Officer K searched living area 202, found and confiscated the illegal items, and questioned the inmates.

· Officer M escorted the inmates to separate holding areas and searched living area 202.



	section b: description

	On February 2, 2011 at 3:30 p.m., I, Officer K, conducted a search of Living Area 202, which was occupied by Inmate F and Inmate H. Prior to the search both inmates were escorted to separate holding areas by Officer M. I found two sharpened dining utensils inside Inmate F’s pillowcase. I then confiscated the utensils. Once the search was completed, I went to the holding areas and questioned both inmates.




#.   In the report provided above, Section B was filled out completely and correctly. Based on the description provided in Section B, how many errors are there in Section A?

A. 1

B. 2

C. 3

D. 4

Math Item Types Developed to Assess KSAO 46 and 47
Two item types, addition and combination, were developed to assess KSAO 46, selecting a method to solve a math problem, and KSAO 47, ability to add and subtract.

Addition Items

Addition items usually involve three or more values to add and involve a carry over. Addition items are presented in both traditional and word format. Word addition items start with a short paragraph and include a scenario with a question as the last sentence. The use of addition is required to answer the question. Traditional items do not include a written scenario and are presented in a vertical orientation. 

Example of a traditional addition item:

#.   What is the sum of the following numbers?

       203.42

       214.25

       194.01

    +  224.63
A. 835.31

B. 836.31

C. 845.31

D. 846.31

Example of a word addition item:

#.   At Facility C there are 154 inmates in the exercise yard, 971 inmates in the dining hall and 2,125 inmates in their living areas. What is the total inmate population of Facility C? 
A. 3,050

B. 3,150

C. 3,240

D. 3,250

Combination Items

Combination items first involve three or more values to add involving a carry over and then a value to subtract. Combination items are presented in word format. They start with a short paragraph and include a scenario with a question as the last sentence. The use of addition and subtraction is required to answer the question. 

Example of a word combination item:

#.   You are the officer in a unit with 59 inmates. There has been a gas leak, and you have to move all of 59 inmates to the gym. Before the move, 13 inmates are sent to the hospital for medical care, of which 2 are transferred to the intensive care and 4 remain in the hospital. The remaining 7 inmates return to the unit. How many inmates do you take to the gym?  
A. 46

B. 52

C. 53

D. 55

The Assessment of KSAO 36 and 1

KSAO 36, “the ability to read and understand information and ideas presented in writing” and KSAO 1, “understanding written sentences and paragraphs in work-related documents” were both judged to refer to reading comprehension skills. A majority of the items types that were developed required reading comprehension skills. This was a result of developing items that could be assessed using a written selection exam. The nature of the exam required the presentation of written materials in order to assess the KSAOs. Therefore, a majority of the item types already described require reading comprehension skills in addition to the primary KSAO that the item types were designed to assess. The following item types require reading comprehension skills and therefore also assess KSAO 36 and 1: 

· Concise Writing

· Judgment

· Grammar

· Attention to Details

· Apply Rules

· Logical Sequence

· Identify-a-Difference

· Time Chronology

Given that a majority of the item types developed for the exam included a reading comprehension component, a specific item type was not developed to assess KSAO 36 or KSAO 1. It was judged that to do so would result in the over-representation of reading comprehension within the exam.

APPENDIX H

“When Needed” Rating for SME Meetings
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APPENDIX I

Sample Characteristics of the SME Meetings
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APPENDIX J

Preliminary Dimensionality Assessement: Promax Rotated Factor Loadings

A dimensionality analysis of the pilot exam was conducted using NOHARM to evaluate the assumption that the pilot exam is a unidimensional “basic skills” exam and therefore a total test score would be an appropriate scoring strategy for the exam. Since all exam analyses that were to be conducted require knowledge of the scoring strategy, it was necessary to pre-screen the data to investigate the appropriate scoring strategy before conducting further analyses. For the 91 items on the pilot exam, the one, two, and three dimension solutions were evaluated to determine if the items of the pilot exam broke down cleanly into distinct latent variables or constructs. The sample size for the analysis was 207. 

The Promax rotated factor loading for the two and three dimension solutions are provided in Table J1 and J2, respectively.

Table J1

Promax Rotated Factor Loadings for the Two Dimension Solution

	 
	 
	Promax Rotated Factor Loadings

	Item Type
	# on Pilot Version A
	Factor 1
	Factor 2

	Logical Sequence
	1
	0.420
	0.178

	
	2
	0.161
	0.143

	
	3
	0.337
	0.313

	
	4
	0.361
	0.352

	
	5
	0.420
	0.049

	
	6
	0.054
	0.406

	
	7
	0.201
	0.459

	Identify Differences
	8
	0.368
	0.161

	
	9
	0.359
	0.144

	
	10
	0.459
	0.311

	
	11
	0.313
	0.103

	
	12
	0.283
	0.139

	
	13
	0.381
	-0.028

	
	14
	0.736
	-0.130

	
	15
	0.549
	0.122

	
	16
	0.261
	0.178

	
	17
	0.165
	0.106

	Time Chronology
	18
	0.175
	0.330

	
	19
	0.355
	0.115

	
	20
	-0.008
	0.300

	
	21
	0.345
	0.330

	
	22
	0.013
	0.501

	
	23
	0.387
	0.353


Table J1 (continued)

Promax Rotated Factor Loadings for the Two Dimension Solution

	 
	 
	Promax Rotated Factor Loadings

	Item Type
	# on Pilot Version A
	Factor 1
	Factor 2

	Differences in Pictures
	24
	0.246
	0.111

	
	25
	0.348
	0.145

	
	26
	0.139
	0.166

	
	27
	0.020
	0.260

	
	28
	0.167
	0.225

	
	29
	0.190
	0.318

	Math
	30
	-0.060
	0.663

	
	31
	-0.344
	0.578

	
	32
	-0.256
	0.738

	
	33
	-0.168
	0.706

	
	34
	-0.418
	0.811

	
	35
	-0.187
	0.507

	
	36
	-0.405
	0.760

	
	37
	-0.309
	0.875

	Concise Writing
	38
	-0.068
	0.163

	
	39
	-0.106
	0.337

	
	40
	-0.211
	0.718

	
	41
	-0.163
	0.668

	
	42
	-0.167
	0.605

	
	43
	-0.177
	0.705

	
	44
	-0.174
	0.654

	
	45
	-0.183
	0.534

	
	46
	-0.220
	0.532

	
	47
	-0.382
	0.980


Table J1 (continued)

Promax Rotated Factor Loadings for the Two Dimension Solution

	 
	 
	Promax Rotated Factor Loadings

	Item Type
	# on Pilot Version A
	Factor 1
	Factor 2

	Judgment
	48
	0.537
	-0.053

	
	49
	1.029
	-0.676

	
	50
	0.836
	-0.348

	
	51
	0.581
	-0.256

	
	52
	0.816
	-0.437

	
	53
	0.674
	-0.107

	
	54
	0.272
	-0.088

	
	55
	0.694
	-0.239

	
	56
	1.155
	-0.689

	
	57
	0.487
	-0.039

	
	58
	1.052
	-0.515

	
	59
	0.379
	0.117

	
	60
	0.591
	-0.193

	
	61
	0.107
	0.164

	Apply Rules
	62
	0.309
	0.170

	
	63
	0.130
	0.491

	
	64
	0.273
	0.323

	
	65
	0.399
	0.088

	
	66
	0.384
	0.233

	
	67
	0.275
	-0.023

	
	68
	0.159
	0.211

	
	69
	0.624
	-0.072

	
	70
	0.056
	0.056

	
	71
	0.177
	0.347

	
	72
	0.248
	0.247


Table J1 (continued)

Promax Rotated Factor Loadings for the Two Dimension Solution

	 
	 
	Promax Rotated Factor Loadings

	Item Type
	# on Pilot Version A
	Factor 1
	Factor 2

	Attention to Details
	73
	0.224
	0.321

	
	74
	0.260
	0.052

	
	75
	0.258
	0.069

	
	76
	0.348
	0.022

	
	77
	0.149
	0.128

	
	78
	0.340
	0.011

	
	79
	0.589
	0.045

	
	80
	0.180
	0.173

	
	81
	0.609
	-0.027

	
	82
	-0.026
	0.124

	Grammar
	83
	0.422
	0.230

	
	84
	0.126
	0.444

	
	85
	0.282
	0.166

	
	86
	0.362
	0.136

	
	87
	0.390
	0.085

	
	88
	0.160
	0.262

	
	89
	0.457
	0.037

	
	90
	0.380
	0.196

	
	91
	0.300
	0.371


Table J2 

Promax Rotated Factor Loadings for the Three Dimension Solution

	
	
	Promax Rotated Factor Loadings

	Item Type
	# on Pilot Version A
	Factor 1
	Factor 2
	Factor 3

	Logical Sequence
	1
	0.64
	-0.04
	0.12

	
	2
	0.40
	-0.13
	0.12

	
	3
	0.47
	0.08
	0.23

	
	4
	0.57
	0.03
	0.26

	
	5
	0.59
	-0.06
	0.02

	
	6
	0.36
	-0.10
	0.33

	
	7
	0.51
	-0.05
	0.36

	Identify Differences
	8
	-0.13
	0.65
	0.06

	
	9
	0.14
	0.36
	0.07

	
	10
	0.18
	0.52
	0.19

	
	11
	-0.02
	0.43
	0.03

	
	12
	0.16
	0.24
	0.08

	
	13
	0.02
	0.42
	-0.07

	
	14
	0.45
	0.36
	-0.16

	
	15
	0.18
	0.53
	0.03

	
	16
	0.19
	0.20
	0.11

	
	17
	0.00
	0.24
	0.06

	Time Chronology
	18
	-0.04
	0.41
	0.22

	
	19
	0.17
	0.31
	0.05

	
	20
	0.06
	0.08
	0.23

	
	21
	0.34
	0.23
	0.23

	
	22
	0.02
	0.24
	0.38

	
	23
	0.28
	0.35
	0.23

	Differences in Pictures
	24
	-0.22
	0.55
	0.04

	
	25
	-0.04
	0.52
	0.06

	
	26
	0.04
	0.20
	0.11

	
	27
	-0.23
	0.38
	0.18

	
	28
	-0.04
	0.35
	0.14

	
	29
	-0.08
	0.45
	0.21


Table J2 (continued)

Promax Rotated Factor Loadings for the Three Dimension Solution

	
	
	Promax Rotated Factor Loadings

	Item Type
	# on Pilot Version A
	Factor 1
	Factor 2
	Factor 3

	Math
	30
	0.34
	-0.09
	0.53

	
	31
	-0.25
	0.12
	0.47

	
	32
	0.08
	-0.02
	0.59

	
	33
	0.01
	0.13
	0.55

	
	34
	0.00
	-0.10
	0.66

	
	35
	0.05
	-0.02
	0.41

	
	36
	-0.09
	-0.03
	0.62

	
	37
	0.09
	-0.04
	0.70

	Concise Writing
	38
	0.03
	-0.03
	0.13

	
	39
	0.10
	-0.06
	0.28

	
	40
	-0.17
	0.26
	0.56

	
	41
	0.03
	0.10
	0.53

	
	42
	0.03
	0.07
	0.48

	
	43
	-0.01
	0.14
	0.55

	
	44
	0.01
	0.10
	0.51

	
	45
	0.09
	-0.05
	0.43

	
	46
	-0.13
	0.13
	0.42

	
	47
	0.12
	-0.10
	0.80


Table J2 (continued)

Promax Rotated Factor Loadings for the Three Dimension Solution

	
	# on Pilot Version A
	Promax Rotated Factor Loadings

	Item Type
	
	Factor 1
	Factor 2
	Factor 3

	Judgment
	48
	0.08
	0.53
	-0.11

	
	49
	0.34
	0.55
	-0.62

	
	50
	0.62
	0.20
	-0.33

	
	51
	0.18
	0.38
	-0.26

	
	52
	0.26
	0.50
	-0.42

	
	53
	0.65
	0.10
	-0.13

	
	54
	0.02
	0.26
	-0.10

	
	55
	0.32
	0.39
	-0.25

	
	56
	0.47
	0.57
	-0.64

	
	57
	0.36
	0.20
	-0.07

	
	58
	0.63
	0.36
	-0.49

	
	59
	0.36
	0.15
	0.06

	
	60
	0.20
	0.40
	-0.21

	
	61
	0.11
	0.09
	0.12

	Apply Rules
	62
	-0.14
	0.58
	0.08

	
	63
	-0.18
	0.56
	0.35

	
	64
	-0.13
	0.61
	0.20

	
	65
	-0.05
	0.56
	0.01

	
	66
	-0.03
	0.60
	0.12

	
	67
	-0.09
	0.40
	-0.06

	
	68
	-0.08
	0.37
	0.13

	
	69
	0.19
	0.52
	-0.12

	
	70
	-0.03
	0.13
	0.03

	
	71
	0.04
	0.33
	0.24

	
	72
	0.29
	0.13
	0.18


Table J2 (continued)

Promax Rotated Factor Loadings for the Three Dimension Solution

	
	# on Pilot Version A
	Promax Rotated Factor Loadings

	Item Type
	
	Factor 1
	Factor 2
	Factor 3

	Attention to Details
	73
	0.17
	0.25
	0.22

	
	74
	0.38
	-0.04
	0.03

	
	75
	0.08
	0.25
	0.02

	
	76
	0.16
	0.26
	-0.02

	
	77
	0.14
	0.10
	0.09

	
	78
	0.12
	0.29
	-0.03

	
	79
	0.41
	0.31
	-0.01

	
	80
	0.24
	0.06
	0.13

	
	81
	0.40
	0.31
	-0.07

	
	82
	0.06
	-0.03
	0.10

	Grammar
	83
	0.59
	0.02
	0.16

	
	84
	0.70
	-0.34
	0.37

	
	85
	0.33
	0.09
	0.11

	
	86
	0.56
	-0.06
	0.09

	
	87
	0.57
	-0.07
	0.05

	
	88
	0.54
	-0.22
	0.22

	
	89
	0.34
	0.22
	-0.01

	
	90
	0.48
	0.07
	0.13

	
	91
	0.51
	0.03
	0.28


APPENDIX K

Dimensionality Assessment for the 83 Non-Flawed Pilot Items: 

Promax Rotated Factor Loadings

Once the eight flawed pilot items were removed from further analyses, a dimensionality assessment for the 83 non-flawed items was conducted to determine if the 83 non-flawed items comprised a unidimensional “basic skills” exam as the full (i.e., 91-item) pilot exam had. As with the full pilot exam, a dimensionality analysis of the 83 non-flawed items was conducted using NOHARM to evaluate the assumption that the exam was a unidimensional “basic skills” exam and therefore a total test score would be an appropriate scoring strategy for the exam. The sample size for the analysis was 207. The Promax rotated factor loadings for the two and three dimension solutions are provided in Table K1 and K2, respectively. 

Table K1

Promax Rotated Factor Loadings for the Two Dimension Solution

	 
	 
	Promax Rotated Factor Loadings

	Item Type
	# on Pilot Version A
	Factor 1
	Factor 2

	Logical Sequence
	1
	0.427
	0.175

	
	2
	0.160
	0.136

	
	3
	0.343
	0.309

	
	4
	0.365
	0.343

	
	5
	0.453
	0.019

	
	6
	0.063
	0.399

	
	7
	0.206
	0.459


Table K1 (continued)

Promax Rotated Factor Loadings for the Two Dimension Solution

	 
	 
	Promax Rotated Factor Loadings

	Item Type
	# on Pilot Version A
	Factor 1
	Factor 2

	Identify-a-Difference
	8
	0.344
	0.198

	
	9
	0.361
	0.134

	
	10
	0.447
	0.323

	
	11
	0.303
	0.112

	
	12
	0.277
	0.139

	
	13
	0.365
	-0.006

	
	14
	0.732
	-0.119

	
	15
	0.537
	0.130

	
	16
	0.253
	0.183

	
	17
	0.167
	0.107

	Time Chronology
	18
	0.177
	0.341

	
	19
	0.325
	0.150

	
	20
	-0.010
	0.303

	
	21
	0.326
	0.354

	
	22
	0.004
	0.517

	
	23
	0.378
	0.369

	Differences in Pictures
	24
	0.235
	0.123

	
	25
	0.346
	0.148

	
	26
	0.148
	0.162

	
	27
	0.022
	0.269

	
	28
	0.154
	0.232

	
	29
	0.175
	0.326

	Math
	30
	-0.021
	0.625

	
	31
	-0.377
	0.606

	
	32
	-0.258
	0.739

	
	33
	-0.172
	0.705

	
	34
	-0.394
	0.780

	
	35
	-0.182
	0.496

	
	36
	-0.419
	0.769

	
	37
	-0.308
	0.869


Table K1 (continued)

Promax Rotated Factor Loadings for the Two Dimension Solution

	 
	 
	Promax Rotated Factor Loadings

	Item Type
	# on Pilot Version A
	Factor 1
	Factor 2

	Concise Writing
	40
	-0.218
	0.724

	
	41
	-0.161
	0.662

	
	42
	-0.181
	0.614

	
	43
	-0.185
	0.704

	
	44
	-0.159
	0.626

	
	45
	-0.191
	0.538

	
	46
	-0.242
	0.549

	
	47
	-0.389
	0.982

	Judgment
	48
	0.523
	-0.028

	
	49
	1.018
	-0.663

	
	50
	0.837
	-0.333

	
	51
	0.602
	-0.269

	
	52
	0.836
	-0.448

	
	53
	0.695
	-0.129

	
	55
	0.705
	-0.247

	
	56
	1.158
	-0.684

	
	57
	0.478
	-0.026

	
	58
	1.042
	-0.495

	
	60
	0.582
	-0.188

	
	61
	0.087
	0.178

	Apply Rules
	62
	0.306
	0.179

	
	63
	0.103
	0.518

	
	64
	0.244
	0.350

	
	65
	0.402
	0.098

	
	66
	0.377
	0.243

	
	67
	0.278
	-0.025

	
	68
	0.141
	0.238

	
	69
	0.616
	-0.056

	
	71
	0.175
	0.347

	
	72
	0.233
	0.261


Table K1 (continued)

Promax Rotated Factor Loadings for the Two Dimension Solution

	 
	 
	Promax Rotated Factor Loadings

	Item Type
	# on Pilot Version A
	Factor 1
	Factor 2

	Attention to Details
	73
	0.191
	0.342

	
	74
	0.255
	0.061

	
	76
	0.296
	0.067

	
	77
	0.147
	0.116

	
	79
	0.563
	0.078

	
	80
	0.156
	0.195

	
	81
	0.570
	0.003

	Grammar
	83
	0.430
	0.221

	
	84
	0.150
	0.419

	
	85
	0.291
	0.156

	
	86
	0.370
	0.132

	
	87
	0.407
	0.067

	
	88
	0.205
	0.224

	
	89
	0.431
	0.059

	
	90
	0.392
	0.189

	
	91
	0.308
	0.366


Table K2 

Promax Rotated Factor Loadings for the Three Dimension Solution

	 
	 
	Promax Rotated Factor Loadings

	Item Type
	# on Pilot Version A
	Factor 1
	Factor 2
	Factor 3

	Logical Sequence
	1
	0.652
	-0.072
	0.140

	
	2
	0.373
	-0.130
	0.127

	
	3
	0.467
	0.084
	0.222

	
	4
	0.536
	0.056
	0.255

	
	5
	0.560
	-0.031
	0.008

	
	6
	0.340
	-0.078
	0.327

	
	7
	0.506
	-0.048
	0.370

	Identify-a-Difference
	8
	-0.129
	0.675
	0.037

	
	9
	0.141
	0.364
	0.038

	
	10
	0.157
	0.557
	0.155

	
	11
	-0.024
	0.461
	0.003

	
	12
	0.149
	0.256
	0.061

	
	13
	0.042
	0.403
	-0.082

	
	14
	0.451
	0.354
	-0.169

	
	15
	0.175
	0.547
	0.000

	
	16
	0.162
	0.235
	0.101

	
	17
	-0.034
	0.300
	0.030

	Time Chronology
	18
	-0.104
	0.511
	0.186

	
	19
	0.147
	0.322
	0.059

	
	20
	-0.009
	0.159
	0.214

	
	21
	0.329
	0.236
	0.235

	
	22
	-0.008
	0.288
	0.364

	
	23
	0.272
	0.369
	0.224

	Differences in Pictures
	24
	-0.227
	0.596
	0.001

	
	25
	-0.035
	0.549
	0.024

	
	26
	0.051
	0.213
	0.091

	
	27
	-0.235
	0.419
	0.147

	
	28
	-0.063
	0.381
	0.119

	
	29
	-0.084
	0.478
	0.177


Table K2 (continued)

Promax Rotated Factor Loadings for the Three Dimension Solution

	 
	 
	Promax Rotated Factor Loadings

	Item Type
	# on Pilot Version A
	Factor 1
	Factor 2
	Factor 3

	Math
	30
	0.313
	-0.033
	0.497

	
	31
	-0.255
	0.127
	0.474

	
	32
	0.044
	0.025
	0.587

	
	33
	0.029
	0.130
	0.542

	
	34
	-0.020
	-0.050
	0.634

	
	35
	0.041
	-0.006
	0.399

	
	36
	-0.101
	0.000
	0.619

	
	37
	0.083
	-0.008
	0.696

	Concise Writing
	40
	-0.159
	0.284
	0.538

	
	41
	0.051
	0.098
	0.513

	
	42
	0.063
	0.035
	0.485

	
	43
	-0.001
	0.147
	0.539

	
	44
	-0.024
	0.161
	0.473

	
	45
	0.103
	-0.061
	0.441

	
	46
	-0.136
	0.139
	0.419

	
	47
	0.119
	-0.089
	0.803

	Judgment
	48
	0.133
	0.489
	-0.115

	
	49
	0.404
	0.471
	-0.629

	
	50
	0.678
	0.122
	-0.306

	
	51
	0.239
	0.342
	-0.283

	
	52
	0.338
	0.430
	-0.445

	
	53
	0.701
	0.030
	-0.128

	
	55
	0.368
	0.342
	-0.268

	
	56
	0.572
	0.449
	-0.641

	
	57
	0.377
	0.169
	-0.061

	
	58
	0.688
	0.277
	-0.462

	
	60
	0.240
	0.360
	-0.222

	
	61
	0.093
	0.102
	0.123


Table K2 (continued)

Promax Rotated Factor Loadings for the Three Dimension Solution

	 
	 
	Promax Rotated Factor Loadings

	Item Type
	# on Pilot Version A
	Factor 1
	Factor 2
	Factor 3

	Apply Rules
	62
	-0.084
	0.564
	0.044

	
	63
	-0.150
	0.559
	0.324

	
	64
	-0.084
	0.578
	0.181

	
	65
	0.009
	0.542
	-0.022

	
	66
	0.001
	0.598
	0.088

	
	67
	-0.115
	0.457
	-0.106

	
	68
	-0.073
	0.379
	0.123

	
	69
	0.250
	0.463
	-0.134

	
	71
	0.096
	0.296
	0.223

	
	72
	0.339
	0.064
	0.196

	Attention to Details
	73
	0.172
	0.232
	0.229

	
	74
	0.408
	-0.088
	0.057

	
	76
	0.203
	0.182
	0.018

	
	77
	0.154
	0.077
	0.078

	
	79
	0.473
	0.227
	0.012

	
	80
	0.278
	-0.002
	0.154

	
	81
	0.457
	0.212
	-0.045

	Grammar
	83
	0.604
	-0.003
	0.164

	
	84
	0.677
	-0.329
	0.380

	
	85
	0.323
	0.096
	0.102

	
	86
	0.564
	-0.080
	0.107

	
	87
	0.577
	-0.085
	0.054

	
	88
	0.549
	-0.218
	0.210

	
	89
	0.332
	0.206
	0.003

	
	90
	0.494
	0.054
	0.131

	
	91
	0.502
	0.035
	0.279


APPENDIX L

Difficulty of Item Types by Position for the Pilot Exam

For the pilot exam, ten versions were developed in order to present each item type in each position within the exam. This allowed a position analysis to be conducted, assessing possible effects of presentation order on difficulty for each of the ten item types. The analysis was conducted using the 83 non-flawed pilot items and data from the pilot examinees (i.e., cadets), excluding two outliers (N = 205). 

Order of Items on the Pilot Exam

Ten versions of the pilot exam were developed (Version A – J) to present each group of different item types (e.g., concise writing, logical sequence, etc.) in each position within the pilot exam. For example, the group of logical sequence items was presented first in Version A, but last in Version B. 

The presentation order of the ten item types across the ten pilot versions is provided in Table P1 below. The first column identifies the item type and the remaining columns identify the position (i.e., order) of each item type for each version of the pilot exam.
Table P1

Order of Item Types by Pilot Exam Version

	
	Version

	Item Type
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J

	Logical Sequence
	1
	10
	2
	9
	5
	3
	4
	6
	7
	8

	Identify a Difference
	2
	9
	4
	7
	10
	5
	6
	8
	1
	3

	Time Chronology
	3
	8
	6
	5
	4
	1
	2
	9
	10
	7

	Difference in Pictures
	4
	7
	8
	3
	2
	6
	9
	10
	5
	1

	Math
	5
	1
	10
	2
	8
	4
	3
	7
	6
	9

	Concise Writing 
	6
	5
	9
	1
	7
	2
	8
	4
	3
	10

	Judgment 
	7
	4
	3
	6
	9
	10
	5
	1
	8
	2

	Apply Rules
	8
	3
	5
	4
	1
	7
	10
	2
	9
	6

	Attention to Details
	9
	2
	7
	10
	6
	8
	1
	3
	4
	5

	Grammar
	10
	6
	1
	8
	3
	9
	7
	5
	2
	4


Item Type Mean Difficulty by Presentation Order

The first step in the position analysis was to compute the mean item difficulty for each test taker for each item type for each pilot exam version. These values were used in the position analysis described in the sections below.
Analysis of Presentation Order Effects

To evaluate order effects, ten one-way between-subjects analyses of variance (ANOVAs) were conducted, one for each item type. For each ANOVA, the independent variable was the position in which the item type appeared on the exam and the dependent variable was the mean difficulty for that item type. SPSS output is provided, beginning on page six of this appendix. This section first describes the structure of the output, and then explains the strategy used to evaluate the output.

Structure of the SPSS Output. In the SPSS output, abbreviations were used in naming the variables. The following abbreviations were used to denote the item types:
· RL = logical sequence items

· RA = apply rules items

· RJ = judgment items

· MA = math items

· WG = grammar items

· RP = differences in pictures items

· RD = attention to details items

· RI = identify-a-difference items

· RT = time chronology items

· WC = concise writing items

The position variables each included ten levels, one for each position, and were labeled using the item type abbreviations followed by the letters “POS.” For example, “RLPOS” represents the position of the logical sequence items. Similarly, the mean difficulty variable for each item type was labeled using the item type followed by “_avg83.” The 83 denotes that the analyses were based on subsets of the 83 non-flawed pilot items. Thus, “RL_avg83” is the average difficulty of the logical sequencing items. 

The SPSS output for each item type, beginning on page six of this appendix, includes several tables. Details concerning how these tables were used are provided in the next subsection. In the output for each item type, SPSS tables are provided in the following order:

1. The descriptive statistics table indicates the position of the item type; the mean and standard deviation of item difficulty for each position; and the number (i.e., n) of test takers presented with the item type in each position.

2. Levene’s test of equality of error variances is presented.

3. The ANOVA summary table is presented for each of the item types.

4. The Ryan-Einot-Gabriel-Welsch (REGWQ) post hoc procedure table is presented if the ANOVA summary table revealed a significant position effect; if the effect of position was not significant, this table is not presented.

Strategy for Evaluating the SPSS Output. The ten ANOVAs were conducted using data from 205 cadets who completed the pilot exam; however, some analyses reflect lower sample sizes due to missing values. Traditionally, the results of ANOVAs are evaluated using an alpha (i.e., significance) level of .05. If the outcome of a statistical test is associated with an alpha level of .05 or less, it can be inferred that there is a 5% or lower probability that the result was obtained due to chance. This means the observer can be 95% confident that the statistical outcome reflects a likely effect in the population of interest. However, when multiple analyses are conducted using an alpha level of .05, the likelihood that at least one significant effect will be identified due to chance is increased (i.e., the risk is greater than .05). This is referred to as alpha inflation. When alpha is inflated, statisticians cannot be confident that an effect that is significant at an alpha level of .05 represents a likely effect in the population.
Because ten ANOVAs were conducted for the position analysis, it was possible that alpha inflation could result in identifying a difference as statistically significant when a likely population difference does not exist. One way to compensate for alpha inflation is to adjust the nominal alpha level of .05, resulting in a more stringent alpha level for the statistical tests. A Bonferroni correction, which is one of several possible adjustments, was used for the position analysis. A Bonferroni correction involves dividing the nominal alpha level of .05 by the number of analyses and evaluating statistical tests using the resulting adjusted alpha level. The adjusted alpha level for the ten ANOVAs (i.e., F tests) was .005 (.05/10). Thus, for each item type, differences were ordinarily considered meaningful if the F test was associated with an alpha level of .005 or less.

As is true of many statistical tests, ANOVAs are associated with several assumptions. Given that these assumptions are not violated, statisticians can have some confidence in the results of ANOVAs. However, if the assumptions are violated, confidence may not be warranted. One such assumption is that group variances are homogeneous, that is, the amount of error associated with scores within each group being compared is equivalent. If this assumption is violated (i.e., the variances are heterogeneous), the nominal alpha level becomes inflated. For the position analysis, Levene’s test of equality of error variances was performed to determine if the variances were homogeneous or heterogeneous. A significant Levene’s test (i.e., alpha level less than .05) indicated heterogeneity of variances. When heterogeneity was observed, the previously adjusted alpha level of .005 was further adjusted to correct for alpha inflation, resulting in an alpha level of .001. Thus, for each item type with heterogeneity of variances, group differences were only considered meaningful if the F test was associated with an alpha level of .001 or less. 

In ANOVA, when the F test is not statistically significant it is concluded that there are no group differences and the analysis is complete; a statistically significant F indicates the presence of at least one group difference, but it does not indicate the nature of the difference or differences. For the position analysis, significant effects were followed by post hoc tests, which were used to identify significant group differences in item difficulty by presentation order. A Ryan-Enoit-Gabriel-Welsch procedure based on the studentized range (REGWQ) was used for the post hoc tests. The REGWQ procedure includes a statistical correction to protect against alpha inflation associated with multiple comparisons.
Results – Item Types with No Order Effect

This section provides a summary of the results of the position ANOVAs that did not yield statistically significant order effects. Statistics are not given in the text because the output is provided in the following section. 

Logical Sequence. Because Levene’s test was significant, the alpha level was set to .001. Based on this criterion, the effect of RLPOS was not significant. Thus, there was no significant order effect on the difficulty of the logical sequence items. 

Apply Rules. Because Levene’s test was not significant, the alpha level was set to .005. Based on this criterion, the effect of RAPOS was not significant. Thus, there was no significant order effect on the difficulty of the apply rules items. 

Judgment. Because Levene’s test was significant, the alpha level was set to .001. Based on this criterion, the effect of RJPOS was not significant. Thus, there was no significant order effect on the difficulty of the judgment items.
Math . Because Levene’s test was significant, the alpha level was set to .001. Based on this criterion, the effect of MAPOS was not significant. Thus, there was no significant order effect on the difficulty of the math items.
Grammar. Because Levene’s test was not significant, the alpha level was set to .005. Based on this criterion, the effect of WGPOS was not significant. Thus, there was no significant order effect on the difficulty of the grammar items.
Differences in Pictures. Because Levene’s test was not significant, the alpha level was set to .005. Based on this criterion, the effect of RPPOS was not significant. Thus, there was no significant order effect on the difficulty of the differences in pictures items.
Attention to Details. Because Levene’s test was not significant, the alpha level was set to .005. Based on this criterion, the effect of RDPOS was not significant. Thus, there was no significant order effect on the difficulty of the attention to details items.
Identify a Difference. Because Levene’s test was not significant, the alpha level was set to .005. Based on this criterion, the effect of RIPOS was not significant. Thus, there was no significant order effect on the difficulty of the identify-a-difference items.

Results – Item Types with Order Effects

This section provides a summary of the results of the position ANOVAs that yielded statistically significant order effects. As with the previous section, statistics are not given in the text because the output is provided below. 

Time Chronology. Because Levene’s test was significant, the alpha level was set to .001. The omnibus F test was significant. The REGWQ post hoc test revealed that the time chronology items were easier when presented to test takers early in or toward the middle of the exam and were more difficult when presented late in the exam.
Concise Writing. Because Levene’s test was significant, the alpha level was set to .001. The omnibus F test was significant. The REGWQ post hoc test revealed that concise writing items were generally easier when presented to test takers very early in the exam and were more difficult when presented at the end of the exam.
Conclusions

Position did not affect the difficulty of logical sequence, apply rules, judgment, math, grammar, differences in pictures, attention to details, or identify-a-difference item types. However, the analyses described above indicated that time chronology and concise writing items became more difficult when placed late in the exam. Thus, it was concluded that time chronology and concise writing items exhibited serial position effects. 

Implications for Exam Design

Due to serial position effects observed for time chronology and concise writing items, it was determined that these items would not be placed at the end of the written exam. Placing these items late on the exam could make it too difficult to estimate a test taker’s true ability because the items might appear more difficult than they actually are.

Logical Sequence Items


Descriptive Statistics

Dependent Variable: RL_avg83 

	Position of Log.Seq. Items
	Mean
	Std. Deviation
	N

	1.00
	.7347
	.11326
	21

	2.00
	.7687
	.24527
	21

	3.00
	.8000
	.21936
	20

	4.00
	.7727
	.23601
	22

	5.00
	.8214
	.19596
	20

	6.00
	.5357
	.27761
	20

	7.00
	.7071
	.26816
	20

	8.00
	.6391
	.24912
	19

	9.00
	.6929
	.29777
	20

	10.00
	.6587
	.20869
	18

	Total
	.7150
	.24474
	201



Levene's Test of Equality of Error Variances(a)

Dependent Variable: RL_avg83 

	F
	df1
	df2
	Sig.

	2.624
	9
	191
	.007


Tests the null hypothesis that the error variance of the dependent variable is equal across groups.

a  Design: Intercept+RLPOS


Tests of Between-Subjects Effects

Dependent Variable: RL_avg83 

	Source
	Type III Sum of Squares
	df
	Mean Square
	F
	Sig.

	Corrected Model
	1.333(a)
	9
	.148
	2.658
	.006

	Intercept
	101.934
	1
	101.934
	1828.781
	.000

	RLPOS
	1.333
	9
	.148
	2.658
	.006

	Error
	10.646
	191
	.056
	 
	 

	Total
	114.735
	201
	 
	 
	 

	Corrected Total
	11.979
	200
	 
	 
	 


a  R Squared = .111 (Adjusted R Squared = .069)

Apply Rules Items


Descriptive Statistics

Dependent Variable: RA_avg83 

	Position of Apply Rules Items
	Mean
	Std. Deviation
	N

	1.00
	.6400
	.22100
	20

	2.00
	.5450
	.20894
	20

	3.00
	.6800
	.24836
	20

	4.00
	.6909
	.21137
	22

	5.00
	.6238
	.19211
	21

	6.00
	.5368
	.25213
	19

	7.00
	.6600
	.22337
	20

	8.00
	.5548
	.17882
	21

	9.00
	.5211
	.20160
	19

	10.00
	.6255
	.25031
	20

	Total
	.6092
	.22281
	202



Levene's Test of Equality of Error Variances(a)

Dependent Variable: RA_avg83 

	F
	df1
	df2
	Sig.

	.688
	9
	192
	.719


Tests the null hypothesis that the error variance of the dependent variable is equal across groups.

a  Design: Intercept+RAPOS


Tests of Between-Subjects Effects

Dependent Variable: RA_avg83 

	Source
	Type III Sum of Squares
	df
	Mean Square
	F
	Sig.

	Corrected Model
	.719(a)
	9
	.080
	1.657
	.102

	Intercept
	74.483
	1
	74.483
	1544.434
	.000

	RAPOS
	.719
	9
	.080
	1.657
	.102

	Error
	9.260
	192
	.048
	 
	 

	Total
	84.947
	202
	 
	 
	 

	Corrected Total
	9.979
	201
	 
	 
	 


a  R Squared = .072 (Adjusted R Squared = .029)

Judgment Items


Descriptive Statistics

Dependent Variable: RJ_avg83 

	Position of Judgment Items
	Mean
	Std. Deviation
	N

	1.00
	.7542
	.13100
	20

	2.00
	.8377
	.09409
	19

	3.00
	.7857
	.14807
	21

	4.00
	.7667
	.20873
	20

	5.00
	.7879
	.16810
	22

	6.00
	.7689
	.18353
	22

	7.00
	.8135
	.16437
	21

	8.00
	.7617
	.23746
	20

	9.00
	.7431
	.15450
	20

	10.00
	.7598
	.26661
	17

	Total
	.7781
	.17849
	202



Levene's Test of Equality of Error Variances(a)

Dependent Variable: RJ_avg83 

	F
	df1
	df2
	Sig.

	2.163
	9
	192
	.026


Tests the null hypothesis that the error variance of the dependent variable is equal across groups.

a  Design: Intercept+RJPOS


Tests of Between-Subjects Effects

Dependent Variable: RJ_avg83 

	Source
	Type III Sum of Squares
	df
	Mean Square
	F
	Sig.

	Corrected Model
	.149(a)
	9
	.017
	.507
	.868

	Intercept
	121.614
	1
	121.614
	3733.049
	.000

	RJPOS
	.149
	9
	.017
	.507
	.868

	Error
	6.255
	192
	.033
	 
	 

	Total
	128.707
	202
	 
	 
	 

	Corrected Total
	6.404
	201
	 
	 
	 


a  R Squared = .023 (Adjusted R Squared = -.023)

Math Items


Descriptive Statistics

Dependent Variable: MA_avg83 

	Position of MATH  Items
	Mean
	Std. Deviation
	N

	1.00
	.9000
	.14396
	20

	2.00
	.9091
	.12899
	22

	3.00
	.9091
	.11689
	22

	4.00
	.9250
	.12434
	20

	5.00
	.9048
	.11114
	21

	6.00
	.8250
	.13079
	20

	7.00
	.7563
	.19649
	20

	8.00
	.8563
	.14776
	20

	9.00
	.7847
	.26362
	18

	10.00
	.8313
	.15850
	20

	Total
	.8621
	.16237
	203



Levene's Test of Equality of Error Variances(a)

Dependent Variable: MA_avg83 

	F
	df1
	df2
	Sig.

	2.154
	9
	193
	.027


Tests the null hypothesis that the error variance of the dependent variable is equal across groups.

a  Design: Intercept+MAPOS


Tests of Between-Subjects Effects

Dependent Variable: MA_avg83 

	Source
	Type III Sum of Squares
	df
	Mean Square
	F
	Sig.

	Corrected Model
	.622(a)
	9
	.069
	2.838
	.004

	Intercept
	149.741
	1
	149.741
	6144.877
	.000

	MAPOS
	.622
	9
	.069
	2.838
	.004

	Error
	4.703
	193
	.024
	 
	 

	Total
	156.188
	203
	 
	 
	 

	Corrected Total
	5.325
	202
	 
	 
	 


a  R Squared = .117 (Adjusted R Squared = .076)

Grammar Items


Descriptive Statistics

Dependent Variable: WG_avg83 

	Position of Grammar Items
	Mean
	Std. Deviation
	N

	1.00
	.7884
	.16445
	21

	2.00
	.7556
	.20896
	20

	3.00
	.7889
	.18346
	20

	4.00
	.6550
	.23098
	19

	5.00
	.6333
	.26020
	20

	6.00
	.6722
	.20857
	20

	7.00
	.8232
	.18986
	22

	8.00
	.7989
	.21835
	21

	9.00
	.7288
	.21786
	19

	10.00
	.6778
	.18697
	20

	Total
	.7341
	.21358
	202



Levene's Test of Equality of Error Variances(a)

Dependent Variable: WG_avg83 

	F
	df1
	df2
	Sig.

	.961
	9
	192
	.473


Tests the null hypothesis that the error variance of the dependent variable is equal across groups.

a  Design: Intercept+WGPOS


Tests of Between-Subjects Effects

Dependent Variable: WG_avg83 

	Source
	Type III Sum of Squares
	df
	Mean Square
	F
	Sig.

	Corrected Model
	.857(a)
	9
	.095
	2.199
	.024

	Intercept
	108.100
	1
	108.100
	2496.901
	.000

	WGPOS
	.857
	9
	.095
	2.199
	.024

	Error
	8.312
	192
	.043
	 
	 

	Total
	118.033
	202
	 
	 
	 

	Corrected Total
	9.169
	201
	 
	 
	 


a  R Squared = .093 (Adjusted R Squared = .051)

Differences in Pictures Items


Descriptive Statistics

Dependent Variable: RP_avg83 

	Position of Diff. In Pictures  Items
	Mean
	Std. Deviation
	N

	1.00
	.7105
	.16520
	19

	2.00
	.7417
	.17501
	20

	3.00
	.6894
	.19447
	22

	4.00
	.6984
	.14548
	21

	5.00
	.6583
	.19099
	20

	6.00
	.7083
	.24107
	20

	7.00
	.6417
	.23116
	20

	8.00
	.5714
	.18687
	21

	9.00
	.6591
	.23275
	22

	10.00
	.5463
	.17901
	18

	Total
	.6634
	.20104
	203



Levene's Test of Equality of Error Variances(a)

Dependent Variable: RP_avg83 

	F
	df1
	df2
	Sig.

	1.214
	9
	193
	.288


Tests the null hypothesis that the error variance of the dependent variable is equal across groups.

a  Design: Intercept+RPPOS


Tests of Between-Subjects Effects

Dependent Variable: RP_avg83 

	Source
	Type III Sum of Squares
	df
	Mean Square
	F
	Sig.

	Corrected Model
	.681(a)
	9
	.076
	1.950
	.047

	Intercept
	88.791
	1
	88.791
	2289.801
	.000

	RPPOS
	.681
	9
	.076
	1.950
	.047

	Error
	7.484
	193
	.039
	 
	 

	Total
	97.500
	203
	 
	 
	 

	Corrected Total
	8.164
	202
	 
	 
	 


a  R Squared = .083 (Adjusted R Squared = .041)

Attention to Details Items


Descriptive Statistics

Dependent Variable: RD_avg83 

	Position of Attention to Details Items
	Mean
	Std. Deviation
	N

	1.00
	.5844
	.25291
	22

	2.00
	.5714
	.23633
	20

	3.00
	.4571
	.22034
	20

	4.00
	.5286
	.19166
	20

	5.00
	.3910
	.20670
	19

	6.00
	.5143
	.24700
	20

	7.00
	.3810
	.24881
	21

	8.00
	.4071
	.23302
	20

	9.00
	.4214
	.21479
	20

	10.00
	.3857
	.25848
	20

	Total
	.4653
	.23943
	202



Levene's Test of Equality of Error Variances(a)

Dependent Variable: RD_avg83 

	F
	df1
	df2
	Sig.

	.685
	9
	192
	.722


Tests the null hypothesis that the error variance of the dependent variable is equal across groups.

a  Design: Intercept+RDPOS


Tests of Between-Subjects Effects

Dependent Variable: RD_avg83 

	Source
	Type III Sum of Squares
	df
	Mean Square
	F
	Sig.

	Corrected Model
	1.154(a)
	9
	.128
	2.374
	.014

	Intercept
	43.471
	1
	43.471
	804.957
	.000

	RDPOS
	1.154
	9
	.128
	2.374
	.014

	Error
	10.369
	192
	.054
	 
	 

	Total
	55.265
	202
	 
	 
	 

	Corrected Total
	11.523
	201
	 
	 
	 


a  R Squared = .100 (Adjusted R Squared = .058)

Identify-a-Difference Items


Descriptive Statistics

Dependent Variable: RI_avg83 

	Position of Ident. a Diff. Items
	Mean
	Std. Deviation
	N

	1.00
	.6900
	.17741
	20

	2.00
	.6333
	.20817
	21

	3.00
	.6211
	.20434
	19

	4.00
	.5952
	.20851
	21

	5.00
	.6600
	.23486
	20

	6.00
	.5773
	.26355
	22

	7.00
	.5341
	.26067
	22

	8.00
	.5083
	.24348
	20

	9.00
	.5577
	.26776
	20

	10.00
	.4333
	.28491
	18

	Total
	.5821
	.24272
	203



Levene's Test of Equality of Error Variances(a)

Dependent Variable: RI_avg83 

	F
	df1
	df2
	Sig.

	1.655
	9
	193
	.102


Tests the null hypothesis that the error variance of the dependent variable is equal across groups.

a  Design: Intercept+RIPOS


Tests of Between-Subjects Effects

Dependent Variable: RI_avg83 

	Source
	Type III Sum of Squares
	df
	Mean Square
	F
	Sig.

	Corrected Model
	1.012(a)
	9
	.112
	1.993
	.042

	Intercept
	68.294
	1
	68.294
	1210.588
	.000

	RIPOS
	1.012
	9
	.112
	1.993
	.042

	Error
	10.888
	193
	.056
	 
	 

	Total
	80.690
	203
	 
	 
	 

	Corrected Total
	11.900
	202
	 
	 
	 


a  R Squared = .085 (Adjusted R Squared = .042)

Time Chronology Items


Descriptive Statistics

Dependent Variable: RT_avg83 

	Position of Time Chronology Items
	Mean
	Std. Deviation
	N

	1.00
	.9250
	.13760
	20

	2.00
	.8258
	.23275
	22

	3.00
	.8175
	.19653
	21

	4.00
	.8250
	.17501
	20

	5.00
	.7955
	.22963
	22

	6.00
	.8016
	.20829
	21

	7.00
	.7193
	.27807
	19

	8.00
	.8250
	.27293
	20

	9.00
	.5648
	.26898
	18

	10.00
	.7193
	.27246
	19

	Total
	.7855
	.24188
	202



Levene's Test of Equality of Error Variances(a)

Dependent Variable: RT_avg83 

	F
	df1
	df2
	Sig.

	2.091
	9
	192
	.032


Tests the null hypothesis that the error variance of the dependent variable is equal across groups.

a  Design: Intercept+RTPOS


Tests of Between-Subjects Effects

Dependent Variable: RT_avg83 

	Source
	Type III Sum of Squares
	df
	Mean Square
	F
	Sig.

	Corrected Model
	1.560(a)
	9
	.173
	3.262
	.001

	Intercept
	123.010
	1
	123.010
	2315.450
	.000

	RTPOS
	1.560
	9
	.173
	3.262
	.001

	Error
	10.200
	192
	.053
	 
	 

	Total
	136.389
	202
	 
	 
	 

	Corrected Total
	11.760
	201
	 
	 
	 


a  R Squared = .133 (Adjusted R Squared = .092)

	RT_avg83

	Ryan-Einot-Gabriel-Welsch Range

	Position of Time Chronology Items
	N
	Subset

	
	
	1
	2

	9
	18
	.5648
	

	7
	19
	.7193
	.7193

	10
	19
	.7193
	.7193

	5
	22
	
	.7955

	6
	21
	
	.8016

	3
	21
	
	.8175

	8
	20
	
	.8250

	4
	20
	
	.8250

	2
	22
	
	.8258

	1
	20
	
	.9250

	Sig.
	
	.328
	.138

	Means for groups in homogeneous subsets are displayed.

 Based on observed means.

 The error term is Mean Square(Error) = .053.


Concise Writing Items


Descriptive Statistics

Dependent Variable: WC_avg83 

	Position of Concise Writing Items
	Mean
	Std. Deviation
	N

	1.00
	.7841
	.15990
	22

	2.00
	.8563
	.13618
	20

	3.00
	.7625
	.21802
	20

	4.00
	.6375
	.28648
	20

	5.00
	.7750
	.17014
	20

	6.00
	.7738
	.19613
	21

	7.00
	.7313
	.24087
	20

	8.00
	.7500
	.24701
	22

	9.00
	.5375
	.26314
	20

	10.00
	.5833
	.20412
	15

	Total
	.7238
	.23161
	200



Levene's Test of Equality of Error Variances(a)

Dependent Variable: WC_avg83 

	F
	df1
	df2
	Sig.

	2.875
	9
	190
	.003


Tests the null hypothesis that the error variance of the dependent variable is equal across groups.

a  Design: Intercept+WCPOS


Tests of Between-Subjects Effects

Dependent Variable: WC_avg83 

	Source
	Type III Sum of Squares
	df
	Mean Square
	F
	Sig.

	Corrected Model
	1.721(a)
	9
	.191
	4.058
	.000

	Intercept
	102.364
	1
	102.364
	2172.203
	.000

	WCPOS
	1.721
	9
	.191
	4.058
	.000

	Error
	8.954
	190
	.047
	 
	 

	Total
	115.438
	200
	 
	 
	 

	Corrected Total
	10.675
	199
	 
	 
	 


a  R Squared = .161 (Adjusted R Squared = .121)


WC_avg83

Ryan-Einot-Gabriel-Welsch Range 

	Position of concise writing Items
	N
	Subset

	 
	1
	2
	3
	1

	9.00
	20
	.5375
	 
	 

	10.00
	15
	.5833
	.5833
	 

	4.00
	20
	.6375
	.6375
	 

	7.00
	20
	.7313
	.7313
	.7313

	8.00
	22
	 
	.7500
	.7500

	3.00
	20
	 
	.7625
	.7625

	6.00
	21
	 
	.7738
	.7738

	5.00
	20
	 
	.7750
	.7750

	1.00
	22
	 
	.7841
	.7841

	2.00
	20
	 
	 
	.8563

	Sig.
	 
	.066
	.230
	.666


Means for groups in homogeneous subsets are displayed.

 Based on Type III Sum of Squares

 The error term is Mean Square(Error) = .047.

a  Critical values are not monotonic for these data. Substitutions have been made to ensure monotonicity. Type I error is therefore smaller.

b  Alpha = .05.

APPENDIX M

Dimmensionality Assessment for the 52 Scored Items: Promax Rotated Factor Loadings

Once the 52 scored items for the exam were selected, a dimensionality assessment for the 52 scored items was conducted to determine if the 52 scored items was a unidimensional “basic skills” exam as the pilot exam had been. As with the pilot exam, a dimensionality analysis of the 52 scored items was conducted using NOHARM to evaluate the assumption that the exam was a unidimensional “basic skills” exam and therefore a total test score would be an appropriate scoring strategy for the exam. The Promax rotated factor loadings for the two and three dimension solutions are provided in Table M1 and M2, respectively.

Table M1

Promax Rotated Factor Loadings for the Two Dimension Solution

	 
	 
	Promax Rotated Factor Loadings

	Item Type
	# on Pilot Version A
	Factor 1
	Factor 2

	Logical Sequence
	1
	0.444
	0.178

	
	2
	0.157
	0.158

	
	4
	0.319
	0.403

	
	5
	0.432
	0.059

	
	7
	0.158
	0.475

	Identify-a-Difference
	9
	0.265
	0.238

	
	11
	0.234
	0.144

	
	14
	0.684
	-0.029

	
	16
	0.290
	0.139

	
	17
	0.099
	0.144

	Time Chronology
	19
	0.317
	0.180

	
	20
	-0.125
	0.373

	
	21
	0.286
	0.423

	
	23
	0.366
	0.380


Table M1 (continued)

Promax Rotated Factor Loadings for the Two Dimension Solution

	 
	 
	Promax Rotated Factor Loadings

	Item Type
	# on Pilot Version A
	Factor 1
	Factor 2

	Differences in Pictures
	26
	0.106
	0.188

	
	28
	0.074
	0.325

	
	29
	0.072
	0.409

	Math
	32
	-0.173
	0.589

	
	33
	-0.161
	0.660

	
	35
	-0.222
	0.506

	
	36
	-0.446
	0.750

	Concise Writing
	41
	-0.130
	0.608

	
	42
	-0.228
	0.615

	
	43
	-0.241
	0.750

	
	44
	-0.178
	0.598

	
	45
	-0.168
	0.511

	
	46
	-0.292
	0.550

	Judgment
	48
	0.490
	0.026

	
	51
	0.559
	-0.222

	
	52
	0.885
	-0.420

	
	55
	0.676
	-0.159

	
	56
	1.145
	-0.544

	
	60
	0.522
	-0.094

	
	61
	0.002
	0.262

	Apply Rules
	62
	0.185
	0.280

	
	63
	0.002
	0.596

	
	64
	0.092
	0.491

	
	67
	0.209
	0.031

	
	68
	-0.060
	0.400

	
	71
	0.060
	0.490


Table M1 (continued)

Promax Rotated Factor Loadings for the Two Dimension Solution

	 
	 
	Promax Rotated Factor Loadings

	Item Type
	# on Pilot Version A
	Factor 1
	Factor 2

	Attention to Details
	73
	0.217
	0.298

	
	74
	0.283
	0.026

	
	76
	0.245
	0.137

	
	79
	0.539
	0.166

	
	80
	0.113
	0.258

	
	81
	0.594
	0.024

	Grammar
	85
	0.248
	0.195

	
	86
	0.344
	0.186

	
	88
	0.116
	0.302

	
	89
	0.275
	0.179

	
	90
	0.304
	0.314

	
	91
	0.177
	0.511


Table M2

Promax Rotated Factor Loadings for the Three Dimension Solution

	 
	 
	Promax Rotated Factor Loadings

	Item Type
	# on Pilot Version A
	Factor 1
	Factor 2
	Factor 3

	Logical Sequence
	1
	0.584
	0.135
	-0.075

	
	2
	0.356
	-0.023
	-0.029

	
	4
	0.671
	-0.006
	0.055

	
	5
	0.518
	0.146
	-0.160

	
	7
	0.620
	-0.130
	0.118

	Identify-a-Difference
	9
	0.046
	0.256
	0.294

	
	11
	0.254
	0.104
	0.048

	
	14
	0.634
	0.322
	-0.253

	
	16
	0.342
	0.110
	0.001

	
	17
	0.247
	-0.021
	0.012

	Time Chronology
	19
	0.738
	-0.069
	-0.215

	
	20
	0.623
	-0.431
	-0.061

	
	21
	0.786
	-0.100
	-0.006

	
	23
	0.769
	-0.019
	-0.024

	Differences in Pictures
	26
	0.209
	0.008
	0.086

	
	28
	0.290
	-0.052
	0.162

	
	29
	0.099
	0.059
	0.375

	Math
	32
	0.287
	-0.250
	0.349

	
	33
	-0.096
	-0.014
	0.686

	
	35
	-0.031
	-0.129
	0.463

	
	36
	-0.034
	-0.311
	0.641

	Concise Writing
	41
	0.193
	-0.152
	0.444

	
	42
	-0.118
	-0.082
	0.636

	
	43
	0.032
	-0.152
	0.662

	
	44
	0.166
	-0.184
	0.436

	
	45
	0.024
	-0.106
	0.446

	
	46
	-0.048
	-0.182
	0.495


Table M2 (continued)

Promax Rotated Factor Loadings for the Three Dimension Solution

	 
	 
	Promax Rotated Factor Loadings

	Item Type
	# on Pilot Version A
	Factor 1
	Factor 2
	Factor 3

	Judgment
	48
	-0.001
	0.468
	0.186

	
	51
	-0.084
	0.554
	0.004

	
	52
	-0.059
	0.819
	-0.102

	
	55
	0.189
	0.519
	-0.074

	
	56
	-0.044
	1.036
	-0.146

	
	60
	-0.011
	0.497
	0.074

	
	61
	0.162
	-0.053
	0.157

	Apply Rules
	62
	-0.125
	0.272
	0.435

	
	63
	-0.039
	0.087
	0.642

	
	64
	-0.186
	0.242
	0.667

	
	67
	0.092
	0.152
	0.036

	
	68
	0.074
	-0.051
	0.340

	
	71
	-0.190
	0.209
	0.660

	Attention to Details
	73
	0.227
	0.123
	0.214

	
	74
	0.159
	0.189
	0.006

	
	76
	0.022
	0.240
	0.199

	
	79
	0.263
	0.391
	0.161

	
	80
	0.181
	0.039
	0.177

	
	81
	0.210
	0.455
	0.071

	Grammar
	85
	0.355
	0.071
	0.035

	
	86
	0.497
	0.085
	-0.042

	
	88
	0.307
	-0.021
	0.137

	
	89
	0.497
	0.020
	-0.069

	
	90
	0.343
	0.141
	0.183

	
	91
	0.522
	-0.051
	0.223


APPENDIX N

Difficulty of Item Types by Position for the Written Exam

For the pilot exam, ten versions were developed in order to present each item type in each position within the exam. This allowed a position analysis to be conducted, assessing possible effects of presentation order on difficulty for each of the ten item types. The analysis was conducted using the 52 items selected as scored items for the written exam and data from the 207 pilot examinees (i.e., cadets). 

Order of Items on the Pilot Exam

Ten versions of the pilot exam were developed (Version A – J) to present each group of different item types (e.g., concise writing, logical sequence, etc.) in each position within the pilot exam. For example, the group of logical sequence items was presented first in Version A, but last in Version B. 

The presentation order of the ten item types across the ten pilot versions is provided in Table R1 below. The first column identifies the item type and the remaining columns identify the position (i.e., order) of each item type for each version of the pilot exam.
Table R1

Order of Item Types by Pilot Exam Version

	
	Version

	Item Type
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J

	Logical Sequence
	1
	10
	2
	9
	5
	3
	4
	6
	7
	8

	Identify a Difference
	2
	9
	4
	7
	10
	5
	6
	8
	1
	3

	Time Chronology
	3
	8
	6
	5
	4
	1
	2
	9
	10
	7

	Difference in Pictures
	4
	7
	8
	3
	2
	6
	9
	10
	5
	1

	Math
	5
	1
	10
	2
	8
	4
	3
	7
	6
	9

	Concise Writing 
	6
	5
	9
	1
	7
	2
	8
	4
	3
	10

	Judgment 
	7
	4
	3
	6
	9
	10
	5
	1
	8
	2

	Apply Rules
	8
	3
	5
	4
	1
	7
	10
	2
	9
	6

	Attention to Details
	9
	2
	7
	10
	6
	8
	1
	3
	4
	5

	Grammar
	10
	6
	1
	8
	3
	9
	7
	5
	2
	4


Item Type Mean Difficulty by Presentation Order

The first step in the position analysis was to compute the mean item difficulty for each test taker for each item type for each pilot exam version. These values were used in the position analysis described in the sections below.
Analysis of Presentation Order Effects

To evaluate order effects, ten one-way between-subjects analyses of variance (ANOVAs) were conducted, one for each item type. For each ANOVA, the independent variable was the position in which the item type appeared on the exam and the dependent variable was the mean difficulty for that item type. SPSS output is provided, beginning on page six of this appendix. This section first describes the structure of the output, and then explains the strategy used to evaluate the output.

Structure of the SPSS Output. In the SPSS output, abbreviations were used in naming the variables. The following abbreviations were used to denote the item types:
· RL = logical sequence items

· RA = apply rules items

· RJ = judgment items

· MA = math items

· WG = grammar items

· RP = differences in pictures items

· RD = attention to details items

· RI = identify-a-difference items

· RT = time chronology items

· WC = concise writing items

The position variables each included ten levels, one for each position, and were labeled using the item type abbreviations followed by the letters “POS.” For example, “RLPOS” represents the position of the logical sequence items. Similarly, the mean difficulty variable for each item type was labeled using the item type followed by “_avg52.” The 52 denotes that the analyses were based on subsets of the 52 items selected as scored items for the written exam. Thus, “RL_avg52” is the average difficulty of the logical sequencing items. 

The SPSS output for each item type, beginning on page six of this appendix, includes several tables. Details concerning how these tables were used are provided in the next subsection. In the output for each item type, SPSS tables are provided in the following order:

1. The descriptive statistics table indicates the position of the item type; the mean and standard deviation of item difficulty for each position; and the number (i.e., n) of test takers presented with the item type in each position.

2. Levene’s test of equality of error variances is presented.

3. The ANOVA summary table is presented for each of the item types.

4. The Ryan-Einot-Gabriel-Welsch (REGWQ) post hoc procedure table is presented if the ANOVA summary table revealed a significant position effect; if the effect of position was not significant, this table is not presented.

Strategy for Evaluating the SPSS Output. The ten ANOVAs were conducted using data from 207 cadets who completed the pilot exam; however, some analyses reflect lower sample sizes due to missing values. Traditionally, the results of ANOVAs are evaluated using an alpha (i.e., significance) level of .05. If the outcome of a statistical test is associated with an alpha level of .05 or less, it can be inferred that there is a 5% or lower probability that the result was obtained due to chance. This means the observer can be 95% confident that the statistical outcome reflects a likely effect in the population of interest. However, when multiple analyses are conducted using an alpha level of .05, the likelihood that at least one significant effect will be identified due to chance is increased (i.e., the risk is greater than .05). This is referred to as alpha inflation. When alpha is inflated, statisticians cannot be confident that an effect that is significant at an alpha level of .05 represents a likely effect in the population.
Because ten ANOVAs were conducted for the position analysis, it was possible that alpha inflation could result in identifying a difference as statistically significant when a likely population difference does not exist. One way to compensate for alpha inflation is to adjust the nominal alpha level of .05, resulting in a more stringent alpha level for the statistical tests. A Bonferroni correction, which is one of several possible adjustments, was used for the position analysis. A Bonferroni correction involves dividing the nominal alpha level of .05 by the number of analyses and evaluating statistical tests using the resulting adjusted alpha level. The adjusted alpha level for the ten ANOVAs (i.e., F tests) was .005 (.05/10). Thus, for each item type, differences were ordinarily considered meaningful if the F test was associated with an alpha level of .005 or less.

As is true of many statistical tests, ANOVAs are associated with several assumptions. Given that these assumptions are not violated, statisticians can have some confidence in the results of ANOVAs. However, if the assumptions are violated, confidence may not be warranted. One such assumption is that group variances are homogeneous, that is, the amount of error associated with scores within each group being compared is equivalent. If this assumption is violated (i.e., the variances are heterogeneous), the nominal alpha level becomes inflated. For the position analysis, Levene’s test of equality of error variances was performed to determine if the variances were homogeneous or heterogeneous. A significant Levene’s test (i.e., alpha level less than .05) indicated heterogeneity of variances. When heterogeneity was observed, the previously adjusted alpha level of .005 was further adjusted to correct for alpha inflation, resulting in an alpha level of .001. Thus, for each item type with heterogeneity of variances, group differences were only considered meaningful if the F test was associated with an alpha level of .001 or less. 

In ANOVA, when the F test is not statistically significant it is concluded that there are no group differences and the analysis is complete; a statistically significant F indicates the presence of at least one group difference, but it does not indicate the nature of the difference or differences. For the position analysis, significant effects were followed by post hoc tests, which were used to identify significant group differences in item difficulty by presentation order. A Ryan-Enoit-Gabriel-Welsch procedure based on the studentized range (REGWQ) was used for the post hoc tests. The REGWQ procedure includes a statistical correction to protect against alpha inflation associated with multiple comparisons.
Results – Item Types with No Order Effect

This section provides a summary of the results of the position ANOVAs that did not yield statistically significant order effects. Statistics are not given in the text because the output is provided below. 

Logical Sequence. Because Levene’s test was significant, the alpha level was set to .001. Based on this criterion, the effect of RLPOS was not significant. Thus, there was no significant order effect on the difficulty of the logical sequence items. 

Apply Rules. Because Levene’s test was not significant, the alpha level was set to .005. Based on this criterion, the effect of RAPOS was not significant. Thus, there was no significant order effect on the difficulty of the apply rules items. 

Judgment. Because Levene’s test was significant, the alpha level was set to .001. Based on this criterion, the effect of RJPOS was not significant. Thus, there was no significant order effect on the difficulty of the judgment items.
Math. Because Levene’s test was not significant, the alpha level was set to .005. Based on this criterion, the effect of MAPOS was not significant. Thus, there was no significant order effect on the difficulty of the math items.
Grammar. Because Levene’s test was not significant, the alpha level was set to .005. Based on this criterion, the effect of WGPOS was not significant. Thus, there was no significant order effect on the difficulty of the grammar items.
Differences in Pictures. Because Levene’s test was not significant, the alpha level was set to .005. Based on this criterion, the effect of RPPOS was not significant. Thus, there was no significant order effect on the difficulty of the differences in pictures items.
Attention to Details. Because Levene’s test was not significant, the alpha level was set to .005. Based on this criterion, the effect of RDPOS was not significant. Thus, there was no significant order effect on the difficulty of the attention to details items.
Identify a Difference. Because Levene’s test was not significant, the alpha level was set to .005. Based on this criterion, the effect of RIPOS was not significant. Thus, there was no significant order effect on the difficulty of the identify-a-difference items.
Time Chronology. Because Levene’s test was not significant, the alpha level was set to .005. Based on this criterion, the effect of RTPOS was not significant. Thus, there was no significant order effect on the difficulty of the time chronology items.
Results – Item Types with Order Effects

This section provides a summary of the results of the one position ANOVA that yielded statistically significant order effects. As with the previous section, statistics are not given in the text because the output is provided below. 

Concise Writing. Because Levene’s test was significant, the alpha level was set to .001. Based on this criterion, the effect of WCPOS was significant. The REGWQ post hoc test revealed that concise writing items were generally easier when presented to test takers very early in the exam and were more difficult when presented at the end of the exam.
Conclusions

Position did not affect the difficulty of logical sequence, apply rules, judgment, math, grammar, differences in pictures, attention to details, identify-a-difference, or time chronology item types. However, the analyses described above indicated that concise writing items became more difficult when placed late in the exam. Thus, it was concluded that concise writing items exhibited serial position effects. 

Implications for Exam Design

Due to serial position effects observed for concise writing items, it was determined that these items would not be placed at the end of the written exam. Placing these items late on the exam could make it too difficult to estimate a test taker’s true ability because the items might appear more difficult than they actually are.
Logical Sequence Items


Descriptive Statistics

Dependent Variable: RL_avg52 

	Position of Log.Seq. Items
	Mean
	Std. Deviation
	N

	1.00
	.6857
	.16213
	21

	2.00
	.7143
	.27255
	21

	3.00
	.7800
	.21423
	20

	4.00
	.7364
	.27176
	22

	5.00
	.8200
	.21423
	20

	6.00
	.4800
	.30711
	20

	7.00
	.6091
	.32937
	22

	8.00
	.6316
	.27699
	19

	9.00
	.6600
	.33779
	20

	10.00
	.6111
	.23235
	18

	Total
	.6739
	.27765
	203



Levene's Test of Equality of Error Variances(a)

Dependent Variable: RL_avg52 

	F
	df1
	df2
	Sig.

	3.183
	9
	193
	.001


Tests the null hypothesis that the error variance of the dependent variable is equal across groups.

a  Design: Intercept+RLPOS


Tests of Between-Subjects Effects

Dependent Variable: RL_avg52 

	Source
	Type III Sum of Squares
	df
	Mean Square
	F
	Sig.

	Corrected Model
	1.728(a)
	9
	.192
	2.677
	.006

	Intercept
	91.574
	1
	91.574
	1276.692
	.000

	RLPOS
	1.728
	9
	.192
	2.677
	.006

	Error
	13.843
	193
	.072
	 
	 

	Total
	107.760
	203
	 
	 
	 

	Corrected Total
	15.572
	202
	 
	 
	 


a  R Squared = .111 (Adjusted R Squared = .070)

Apply Rules Items


Descriptive Statistics

Dependent Variable: RA_avg52 

	Position of Apply Rules Items
	Mean
	Std. Deviation
	N

	1.00
	.5917
	.28344
	20

	2.00
	.5000
	.27572
	20

	3.00
	.6583
	.30815
	20

	4.00
	.6667
	.29547
	22

	5.00
	.5714
	.23905
	21

	6.00
	.5000
	.30932
	19

	7.00
	.6583
	.23242
	20

	8.00
	.4683
	.22123
	21

	9.00
	.4524
	.19821
	21

	10.00
	.5933
	.28605
	20

	Total
	.5663
	.27231
	204



Levene's Test of Equality of Error Variances(a)

Dependent Variable: RA_avg52 

	F
	df1
	df2
	Sig.

	1.178
	9
	194
	.311


Tests the null hypothesis that the error variance of the dependent variable is equal across groups.

a  Design: Intercept+RAPOS


Tests of Between-Subjects Effects

Dependent Variable: RA_avg52 

	Source
	Type III Sum of Squares
	df
	Mean Square
	F
	Sig.

	Corrected Model
	1.234(a)
	9
	.137
	1.925
	.050

	Intercept
	65.262
	1
	65.262
	916.193
	.000

	RAPOS
	1.234
	9
	.137
	1.925
	.050

	Error
	13.819
	194
	.071
	 
	 

	Total
	80.484
	204
	 
	 
	 

	Corrected Total
	15.053
	203
	 
	 
	 


a  R Squared = .082 (Adjusted R Squared = .039)

Judgment Items


Descriptive Statistics

Dependent Variable: RJ_avg52 

	Position of Judgment Items
	Mean
	Std. Deviation
	N

	1.00
	.6429
	.19935
	20

	2.00
	.7444
	.12214
	19

	3.00
	.6735
	.22197
	21

	4.00
	.6643
	.26331
	20

	5.00
	.6753
	.28633
	22

	6.00
	.6623
	.20933
	22

	7.00
	.7211
	.21417
	21

	8.00
	.6223
	.30635
	22

	9.00
	.6057
	.21312
	20

	10.00
	.6555
	.33143
	17

	Total
	.6664
	.24098
	204



Levene's Test of Equality of Error Variances(a)

Dependent Variable: RJ_avg52 

	F
	df1
	df2
	Sig.

	2.718
	9
	194
	.005


Tests the null hypothesis that the error variance of the dependent variable is equal across groups.

a  Design: Intercept+RJPOS


Tests of Between-Subjects Effects

Dependent Variable: RJ_avg52 

	Source
	Type III Sum of Squares
	df
	Mean Square
	F
	Sig.

	Corrected Model
	.311(a)
	9
	.035
	.584
	.809

	Intercept
	90.155
	1
	90.155
	1523.908
	.000

	RJPOS
	.311
	9
	.035
	.584
	.809

	Error
	11.477
	194
	.059
	 
	 

	Total
	102.385
	204
	 
	 
	 

	Corrected Total
	11.788
	203
	 
	 
	 


a  R Squared = .026 (Adjusted R Squared = -.019)

Math Items


Descriptive Statistics

Dependent Variable: MA_avg52 

	Position of MATH  Items
	Mean
	Std. Deviation
	N

	1.00
	.8625
	.17158
	20

	2.00
	.8636
	.16775
	22

	3.00
	.9091
	.12309
	22

	4.00
	.9125
	.16771
	20

	5.00
	.8452
	.16726
	21

	6.00
	.7727
	.26625
	22

	7.00
	.7375
	.23613
	20

	8.00
	.8125
	.19660
	20

	9.00
	.7353
	.28601
	17

	10.00
	.7875
	.24702
	20

	Total
	.8260
	.21140
	204



Levene's Test of Equality of Error Variances(a)

Dependent Variable: MA_avg52 

	F
	df1
	df2
	Sig.

	1.652
	9
	194
	.103


Tests the null hypothesis that the error variance of the dependent variable is equal across groups.

a  Design: Intercept+MAPOS


Tests of Between-Subjects Effects

Dependent Variable: MA_avg52 

	Source
	Type III Sum of Squares
	df
	Mean Square
	F
	Sig.

	Corrected Model
	.759(a)
	9
	.084
	1.969
	.045

	Intercept
	137.727
	1
	137.727
	3214.144
	.000

	MAPOS
	.759
	9
	.084
	1.969
	.045

	Error
	8.313
	194
	.043
	 
	 

	Total
	148.250
	204
	 
	 
	 

	Corrected Total
	9.072
	203
	 
	 
	 


a  R Squared = .084 (Adjusted R Squared = .041)

Grammar Items


Descriptive Statistics

Dependent Variable: WG_avg52 

	Position of Grammar Items
	Mean
	Std. Deviation
	N

	1.00
	.7381
	.21455
	21

	2.00
	.6591
	.25962
	22

	3.00
	.7500
	.21965
	20

	4.00
	.6228
	.22800
	19

	5.00
	.5667
	.26157
	20

	6.00
	.6083
	.23740
	20

	7.00
	.7652
	.24484
	22

	8.00
	.7417
	.26752
	20

	9.00
	.6614
	.27650
	19

	10.00
	.6167
	.24839
	20

	Total
	.6744
	.25017
	203



Levene's Test of Equality of Error Variances(a)

Dependent Variable: WG_avg52 

	F
	df1
	df2
	Sig.

	.533
	9
	193
	.850


Tests the null hypothesis that the error variance of the dependent variable is equal across groups.

a  Design: Intercept+WGPOS


Tests of Between-Subjects Effects

Dependent Variable: WG_avg52 

	Source
	Type III Sum of Squares
	df
	Mean Square
	F
	Sig.

	Corrected Model
	.916(a)
	9
	.102
	1.676
	.097

	Intercept
	91.722
	1
	91.722
	1509.642
	.000

	WGPOS
	.916
	9
	.102
	1.676
	.097

	Error
	11.726
	193
	.061
	 
	 

	Total
	104.966
	203
	 
	 
	 

	Corrected Total
	12.642
	202
	 
	 
	 


a  R Squared = .072 (Adjusted R Squared = .029)

Differences in Pictures Items


Descriptive Statistics

Dependent Variable: RP_avg52 

	Position of Diff. In Pictures  Items
	Mean
	Std. Deviation
	N

	1.00
	.5614
	.31530
	19

	2.00
	.6000
	.31715
	20

	3.00
	.5455
	.31782
	22

	4.00
	.5556
	.26527
	21

	5.00
	.4242
	.29424
	22

	6.00
	.5667
	.32624
	20

	7.00
	.5000
	.35044
	20

	8.00
	.4127
	.33174
	21

	9.00
	.5079
	.32692
	21

	10.00
	.3922
	.26965
	17

	Total
	.5074
	.31348
	203



Levene's Test of Equality of Error Variances(a)

Dependent Variable: RP_avg52 

	F
	df1
	df2
	Sig.

	.658
	9
	193
	.746


Tests the null hypothesis that the error variance of the dependent variable is equal across groups.

a  Design: Intercept+RPPOS


Tests of Between-Subjects Effects

Dependent Variable: RP_avg52 

	Source
	Type III Sum of Squares
	df
	Mean Square
	F
	Sig.

	Corrected Model
	.945(a)
	9
	.105
	1.072
	.385

	Intercept
	51.826
	1
	51.826
	529.093
	.000

	RPPOS
	.945
	9
	.105
	1.072
	.385

	Error
	18.905
	193
	.098
	 
	 

	Total
	72.111
	203
	 
	 
	 

	Corrected Total
	19.850
	202
	 
	 
	 


a  R Squared = .048 (Adjusted R Squared = .003)

Attention to Details Items


Descriptive Statistics

Dependent Variable: RD_avg52 

	Position of Attention to Details Items
	Mean
	Std. Deviation
	N

	1.00
	.6212
	.25811
	22

	2.00
	.6167
	.23632
	20

	3.00
	.5000
	.24183
	20

	4.00
	.5606
	.26500
	22

	5.00
	.4386
	.23708
	19

	6.00
	.5583
	.26642
	20

	7.00
	.4286
	.27674
	21

	8.00
	.4583
	.26969
	20

	9.00
	.4500
	.23632
	20

	10.00
	.4250
	.28855
	20

	Total
	.5074
	.26329
	204



Levene's Test of Equality of Error Variances(a)

Dependent Variable: RD_avg52 

	F
	df1
	df2
	Sig.

	.317
	9
	194
	.969


Tests the null hypothesis that the error variance of the dependent variable is equal across groups.

a  Design: Intercept+RDPOS


Tests of Between-Subjects Effects

Dependent Variable: RD_avg52 

	Source
	Type III Sum of Squares
	df
	Mean Square
	F
	Sig.

	Corrected Model
	1.109(a)
	9
	.123
	1.845
	.063

	Intercept
	52.074
	1
	52.074
	779.316
	.000

	RDPOS
	1.109
	9
	.123
	1.845
	.063

	Error
	12.963
	194
	.067
	 
	 

	Total
	66.583
	204
	 
	 
	 

	Corrected Total
	14.072
	203
	 
	 
	 


a  R Squared = .079 (Adjusted R Squared = .036)

Identify-a-Difference Items


Descriptive Statistics

Dependent Variable: RI_avg52 

	Position of Ident. a Diff. Items
	Mean
	Std. Deviation
	N

	1.00
	.5909
	.22659
	22

	2.00
	.5429
	.29761
	21

	3.00
	.5474
	.26535
	19

	4.00
	.5048
	.27290
	21

	5.00
	.5700
	.28488
	20

	6.00
	.4909
	.27414
	22

	7.00
	.4773
	.29910
	22

	8.00
	.4650
	.26808
	20

	9.00
	.4825
	.29077
	20

	10.00
	.3667
	.30870
	18

	Total
	.5056
	.27932
	205



Levene's Test of Equality of Error Variances(a)

Dependent Variable: RI_avg52 

	F
	df1
	df2
	Sig.

	.556
	9
	195
	.832


Tests the null hypothesis that the error variance of the dependent variable is equal across groups.

a  Design: Intercept+RIPOS


Tests of Between-Subjects Effects

Dependent Variable: RI_avg52 

	Source
	Type III Sum of Squares
	df
	Mean Square
	F
	Sig.

	Corrected Model
	.719(a)
	9
	.080
	1.025
	.421

	Intercept
	51.826
	1
	51.826
	664.999
	.000

	RIPOS
	.719
	9
	.080
	1.025
	.421

	Error
	15.197
	195
	.078
	 
	 

	Total
	68.323
	205
	 
	 
	 

	Corrected Total
	15.916
	204
	 
	 
	 


a  R Squared = .045 (Adjusted R Squared = .001)

Time Chronology Items


Descriptive Statistics

Dependent Variable: RT_avg52 

	Position of Time Chronology Items
	Mean
	Std. Deviation
	N

	1.00
	.9000
	.17014
	20

	2.00
	.7841
	.29171
	22

	3.00
	.7381
	.27924
	21

	4.00
	.7750
	.25521
	20

	5.00
	.7159
	.31144
	22

	6.00
	.7619
	.26782
	21

	7.00
	.6711
	.33388
	19

	8.00
	.7875
	.31701
	20

	9.00
	.5694
	.28187
	18

	10.00
	.6071
	.34069
	21

	Total
	.7328
	.29624
	204



Levene's Test of Equality of Error Variances(a)

Dependent Variable: RT_avg52 

	F
	df1
	df2
	Sig.

	1.563
	9
	194
	.129


Tests the null hypothesis that the error variance of the dependent variable is equal across groups.

a  Design: Intercept+RTPOS


Tests of Between-Subjects Effects

Dependent Variable: RT_avg52 

	Source
	Type III Sum of Squares
	df
	Mean Square
	F
	Sig.

	Corrected Model
	1.621(a)
	9
	.180
	2.158
	.027

	Intercept
	108.624
	1
	108.624
	1301.334
	.000

	RTPOS
	1.621
	9
	.180
	2.158
	.027

	Error
	16.193
	194
	.083
	 
	 

	Total
	127.375
	204
	 
	 
	 

	Corrected Total
	17.815
	203
	 
	 
	 


a  R Squared = .091 (Adjusted R Squared = .049)

Concise Writing Items


Descriptive Statistics

Dependent Variable: WC_avg52 

	Position of concise writing Items
	Mean
	Std. Deviation
	N

	1.00
	.7652
	.15985
	22

	2.00
	.8167
	.17014
	20

	3.00
	.6970
	.25006
	22

	4.00
	.6083
	.29753
	20

	5.00
	.7333
	.19041
	20

	6.00
	.7540
	.20829
	21

	7.00
	.7250
	.24941
	20

	8.00
	.7197
	.28815
	22

	9.00
	.4917
	.26752
	20

	10.00
	.5111
	.21331
	15

	Total
	.6881
	.25011
	202



Levene's Test of Equality of Error Variances(a)

Dependent Variable: WC_avg52 

	F
	df1
	df2
	Sig.

	2.183
	9
	192
	.025


Tests the null hypothesis that the error variance of the dependent variable is equal across groups.

a  Design: Intercept+WCPOS


Tests of Between-Subjects Effects

Dependent Variable: WC_avg52 

	Source
	Type III Sum of Squares
	df
	Mean Square
	F
	Sig.

	Corrected Model
	2.013(a)
	9
	.224
	4.066
	.000

	Intercept
	92.956
	1
	92.956
	1689.995
	.000

	WCPOS
	2.013
	9
	.224
	4.066
	.000

	Error
	10.561
	192
	.055
	 
	 

	Total
	108.222
	202
	 
	 
	 

	Corrected Total
	12.574
	201
	 
	 
	 


a  R Squared = .160 (Adjusted R Squared = .121)


WC_avg52

Ryan-Einot-Gabriel-Welsch Range 

	Position of concise writing Items
	N
	Subset

	 
	1
	2
	3
	1

	9.00
	20
	.4917
	 
	 

	10.00
	15
	.5111
	.5111
	 

	4.00
	20
	.6083
	.6083
	.6083

	3.00
	22
	.6970
	.6970
	.6970

	8.00
	22
	 
	.7197
	.7197

	7.00
	20
	 
	.7250
	.7250

	5.00
	20
	 
	.7333
	.7333

	6.00
	21
	 
	.7540
	.7540

	1.00
	22
	 
	 
	.7652

	2.00
	20
	 
	 
	.8167

	Sig.
	 
	.076
	.104
	.122


Means for groups in homogeneous subsets are displayed.

 Based on Type III Sum of Squares

 The error term is Mean Square(Error) = .055.

a  Critical values are not monotonic for these data. Substitutions have been made to ensure monotonicity. Type I error is therefore smaller.

b  Alpha = .05.

References
American Educational Research Association, American Psychological Association, & National Council on Measurement in Education. (1999). Standards for educational and psychological testing. Washington, D.C.: Author.

Berry, L. M. (2003). Employee Selection. Belmont, CA: Wadsworth.

Biddle, D. (2006). Adverse impact and test validation: A practitioner’s guide to valid and defensible employment testing. Burlington, VT: Gower.

Bobko, P., Roth, P. L., & Nicewander, A. (2005). Banding selection scores in human resource management decisions: Current inaccuracies and the effect of conditional standard errors. Organizational Research Methods, 8(3), 259-273. 

Brannick, M. T., Michaels, C. E., & Baker, D. P. (1989). Construct validity of in-basket scores. Journal of Applied Psychology, 74, 957-963.

Campion, M. A., Outtz, J. L., Zedeck, S., Schmidt, F. L., Kehoe, J. F., Murphy, K. R., & Guion, R. M. (2001). The controversy over score banding in personnel selection: Answers to 10 key questions. Personnel Psychology, 54, 149-185. 

Cascio, W. F. Outtz, J. Zedeck, S. & Goldstein, I. L. (1991). Statistical implications of six methods of test score use in personnel selection. Human Performance, 4(4), 233-264.

California Department of Corrections and Rehabilitation. (2010). Corrections: Year at a glance. Retrieved from http://www.cdcr.ca.gov/News/docs/CDCR_Year_At_A_Glance2010.pdf

Charter, R. A., & Feldt, L. S. (2000). The relationship between two methods of evaluating an examinee’s difference scores. Journal of Psychoeducational Assessment, 18, 125-142.

Charter, R. A., & Feldt, L. S. (2001). Confidence intervals for true scores: Is there a correct approach? Journal of Psychoeducational Assessment, 19, 350-364.

Charter, R. A., & Feldt, L. S. (2002). The importance of reliability as it relates to true score confidence intervals. Measurement and Evaluation in Counseling and Development, 35, 104-112.

Civil Rights Act of 1964, 42 U.S. Code, Stat 253 (1964).

Cohen, J. (1988). Statistical power analysis for the behavioral sciences (2nd ed.). Hillsdale, NJ: Lawrence Erlbaum Associates.

Corrections Standards Authority. (2007). Correctional officer, youth correctional officer, and youth correctional counselor job analysis report. Sacramento, CA: CSA.

Corrections Standards Authority. (2011a). User Manual: Written Selection Exam for Correctional Officer, Youth Correctional Officer, and Youth Correctional Counselor Classifications. Sacramento, CA: CSA.

Corrections Standards Authority. (2011b). Proctor Instructions: Written Selection Exam for Correctional Officer, Youth Correctional Officer, and Youth Correctional Counselor Classifications. Sacramento, CA: CSA.

Corrections Standards Authority. (2011c). Sample Exam: For the Correctional Officer, Youth Correctional Officer, and Youth Correctional Counselor Classifications. Sacramento, CA: CSA.

de Ayala, R. J., (2009). The theory and practice of item response theory. New York, NY: Guilford Press. 

Embretson, S. E., & Reise, S. P. (2000). Item response theory for psychologists. Mahwah, NJ: Lawrence Erlbaum Associates. 
Equal Employment Opportunity Commission, Civil Service Commission, Department of Labor, & Department of Justice. (1978). Uniform guidelines on employee selection procedures. Federal Register, 43(166), 38290-38309.

Feldt, L. S. (1984). Some relationships between the binomial error model and classical test theory. Educational and Psychological Measurement, 44, 883‐891. 

Feldt, L. S., Steffen, M., & Gupta, N. C. (1985). A comparison of five methods for estimating the standard error of measurement at specific score levels. Applied Psychological Measurement, 9, 351-361.

Feldt, L. S. & Qualls, A. L. (1986). Estimation of measurement error variance at specific score levels. Journal of Educational Measurement, 33(2), 141-156.
Fraser, C. (1988). NOHARM: A computer program for fitting both unidimensional and multidimensional normal ogive models of latent trait theory. [Computer Program]. Armidale, South New Wales: Centre for Behavioural Studies, University of New England. 

Fraser, C. & McDonald, R. P. (2003). NOHARM: A Windows program for fitting both unidimensional and multidimensional normal ogive models of latent trait theory. [Computer Program]. Welland, ON: Niagara College. Available at http://people.niagaracollege.ca/cfraser/download/.  

Ferguson, G. A. (1941). The factoral interpretation of test difficulty. Psychometrika, 6, 323-329.

Gamst, G., Meyers, L. S., & Guarino, A. J. (2008). Analysis of variance designs: A conceptual and computational approach with SPSS and SAS. New York, NY: Cambridge University Press.

Furr, R. M. & Bacharach, V. R. (2008). Psychometrics: An introduction. Thousand Oaks, CA: Sage Publishing, Inc.

Guion, R. M. (1998). Assessment, measurement, and prediction for personnel decisions. Mahwah, NJ: Lawrence Erlbaum Associates, Inc.

Kaplan, R. M. & Saccuzzo, D. P. (2009). Psychological testing: Principles, applications, and issues (7th ed.). United States: Wadsworth. 
King, G. (1978). The California State Civil Service System. The Public Historian, 1(1), 76-80. 

Kirk, R. E. (1996). Practical significance: A concept whose time has come. Educational and Psychological Measurement, 56, 746-759.

Knol, D. L., & Berger, M. P. F. (1991). Empirical comparison between factor analysis and multidimensional item response models. Multivariate Behavioral Research, 26, 457-477.

Kolen, M. J. & Brennan, R. L. (1995). Test equating methods and practices. New York, NY: Springer-Verlag. 

Liff, S. (2009). The complete guide to hiring and firing government employees. New York, NY: American Management Association. 

Lord, F. M., & Novick, M. R. (1968). Statistical theories of mental test scores. Reading, MA: Addison-Wesley.

McDonald, R. P. (1967). Nonlinear factor analysis. Psychometric Monographs, No. 15. 

McDonald, R. P., & Ahlawat, K.S. (1974). Difficulty factors in binary data. British Journal of Mathematical and Statistical Psychology, 27, 82-99.

McLeod, L. D., Swygert, K. A., & Thissen, D. (2001). Factor analysis for items scored in two categories. In D. Thissen (Ed.), Test scoring (pp. 189-216). Mahwah, NJ: Lawrence Erlbaum Associated, Inc.

Meyers, L. S., Gamst, G., Guarino, A., J., (2006). Applied multivariate research: Design and interpretation. Thousand Oaks, California: Sage Publications. 

Meyers, L. S., & Hurtz, G. M. (2006). Manual for evaluating test items: Classical item analysis and IRT approaches. Report to Corrections Standards Authority, Sacramento, CA.

Mellenkopf, W. G. (1949). Variation of the standard error of measurement. Psychometrika, 14, 189-229.

Nelson, L. R. (2007). Some issues related to the use of cut scores. Thai Journal of Educational Research and Measurement, 5(1), 1-16.
Nunnally, J. C., & Bernstein, I. H. (1994). Psychometric theory (3rd ed). San Francisco, CA: McGraw-Hill.

Pendleton Civil Service Reform Act (Ch. 27, 22, Stat. 403). January 16, 1883.

Phillips, K., & Meyers, L. S. (2009). Identifying an appropriate level of reading difficulty for exam items. Sacramento, CA: CSA.

Ployhart, R. E., Schneider, B., & Schmitt, N. (2006). Staffing organizations: Contemporary practice and theory (3rd ed.). Mahwah, NJ: Lawrence Erlbaum Associates. 

Qualls‐Payne, A. L. (1992). A comparison of score level estimates of the standard error of measurement. Journal of Educational Measurement, 29, 213‐225. 

Schippmann, J. S., Prien, E. P., & Katz, J. A. (1990). Reliability and validity of in-basket performance measures. Personnel Psychology, 43, 837-859.

Schmeiser, C. B., & Welch, C. J. (2006) Test development. In Brennan, R. L. (Ed.), Educational Measurement (4th ed., pp 307-354). Westport, CT: Praeger Publishers

Schmidt, F. L. (1995). Why all banding procedures in personnel selection are logically flawed. Human Performance, 8(3), 165-177. 

Schmidt, F. L. & Hunter, J. E. (1995). The fatal internal contradiction in banding: Its statistical rationale is logically inconsistent with its operational procedures. Human Performance, 8(3), 203-214.

State Personnel Board. (2003). State Personnel Board Merit Selection Manual: Policy and Practices. Retrieved from http://www.spb.ca.gov/legal/policy/selectionmanual.htm.

State Personnel Board (1979). Selection Manual. Sacramento, CA: SPB. 

State Personnel Board (1995). Correctional officer specification. Retrieved from http://www.dpa.ca.gov/textdocs/specs/s9/s9662.txt.

State Personnel Board (1998a). Youth correctional officer specification. Retrieved from http://www.dpa.ca.gov/textdocs/specs/s9/s9579.txt.

State Personnel Board (1998b). Youth correctional counselor specification. Retrieved from http://www.dpa.ca.gov/textdocs/specs/s9/s9581.txt

State Personnel Board. (2010). Ethnic, sex and disability profile of employees by department, occupation groups, and classification (Report No. 5102). Retrieved from http://jobs.spb.ca.gov/spb1/wfa/r5000_series.cfm?dcode=FP&filename=r5102\2010.txt

Takane, Y., & de Leeuw, J. (1987). On the relationship between item response theory and factor analysis of discretized variables. Psychometrika, 52, 393-408.

Thurstone, L. L. (1938). Primary mental abilities. Psychometric Monographs, No. 1.

Yen, W. M. (1993). Scaling performance assessments: Strategies for managing local item independence. Journal of Educational Measurement, 30, 187-213. 







xvi

[image: image22.emf]_1374387062.unknown

