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Summary

( Chapter Overview
This is a very important chapter as it discusses the pros and cons of policy activism versus policy rules for stabilization. In the introductory Section 14-1 Gordon notes the unrealistic precision of policy control implicitly assumed in the discussion about economic stabilization as done in previous chapters. He also compares the economy to a supertanker in its slow response to policy changes. Gordon suggests that policymakers are likely to disagree more about the appropriate response they should take to an adverse supply shock than to a demand shock. Section 14-2 reminds students that the goal of activist policy is to stabilize the economy in the face of “exogenous” shocks to aggregate demand and supply. Stress that, thus far, the text has considered stabilization policy in the absence of any inherent uncertainty about the nature of the effect and the timing of such effect for the adopted policy. Emphasize the activists’ reliance on policy instruments to achieve desired policy goals. The necessity of having at least the same number of instruments as target variables, is illustrated in Figure 14-1 of Section 14-2.
Section 14-2 also contains the central points of the rules advocates’ and activists’ positions. The term “activists’ paradise” describes the ideal world that is needed for activists to achieve perfect control over aggregate demand through stabilization policies. Rules advocates express optimism about the inherent stability of the private economy, that is, investment and consumption spending, as well as the stability of the demand for money. They claim that activist policies involve long and uncertain lags as well as political constraints, which may cause activism to destabilize rather than stabilize the economy. Furthermore, without discretionary stabilization policies, the economy will eventually self-correct and return to the natural level of output. The activists, on the other hand, claim that the primary source of instability in the economy arises from destabilizing swings in investment and consumption spending and the erratic behavior of the demand for money. They express optimism in the ability of economic forecasts accurately to guide countercyclical policy in stabilizing the fluctuations in aggregate demand arising from an unstable private economy. Furthermore, they claim that, although flexible prices may indeed return the economy to its natural level of GDP eventually, the adjustment period may be intolerably long and painful.

Policy rules are discussed in detail in Section 14-3. As mentioned earlier, monetary policy is better suited to short-run stabilization, and therefore the rules discussed here are monetary-policy rules. Examples of rigid monetary-policy rules are: constant growth rate of high-powered money, constant short-run interest rate, and constant growth rate of money. Feedback rules would mandate the central bank’s response to changes in inflation or unemployment. Monetarists, support a constant growth rate rule (CGRR) for the money supply. (They do not support activist monetary policy, however, as the name monetarist might imply.) Gordon then discusses both the positive and negative case for rules. The positive case for rules consists of three main arguments: (1) a rule insulates the central bank from political pressure, (2) a rule allows the performance of the central bank to be judged, and (3) a rule reduces uncertainty. Point out that all three arguments have weaknesses which undermine a general case for rules, as pointed out by Stanley Fisher.

Note that policy activism requires reasonably accurate forecasts of the future course of the economy as well as of the probable effects of various policy changes. The principal attack on activism is the presence of uncertainty and lags in the effects of policy changes. The text divides this argument into two related flaws of activism. First, the effect of policy changes on the economy may be associated with long and variable lags. Second, any policy change will impact the economy in the form of uncertain dynamic multipliers. Uncertainty about these problems may lead policy changes to affect the economy with an undesirable magnitude or to change the economy long after they are needed. Section 14-4 discusses lags as a policy pitfall. Here, five type of lags are defined: (1) data, (2) recognition, (3) legislative, (4) transmission, and (5) effectiveness. Gordon discusses these lags in the context of the end of the 2001 recession. There follows a discussion of the length of the various lags, summarized in a table that gives the lag lengths in months. Note that the total lag is estimated at 23 months, of which the effectiveness lag alone accounts for 19 months. The section then takes up the other category of potential policy pitfalls, multiplier uncertainty. Define multiplier uncertainty and explain that monetary multipliers have changed because of changes in the structure of the economy over time. Gordon mentions the lower interest rate sensitivity of spending that has resulted from financial deregulation and innovation (discussed in Chapter 13) and the move to flexible exchange rates as important examples of these changes.

Section 14-5 presents a case study that discusses whether the Fed’s monetary policy has been responsible for the decline in economic volatility and the great moderation of 1986–2007. Gordon notes that the improved stability of the economy can be gauged by examining the closeness of the log output ratio (the ratio of actual real GDP to natural real GDP) to zero. Data from 1960 on are presented and discussed in Figure 14-3. Before moving to the role of the Fed, Gordon points out that demand shocks, which were the primary cause of volatility in the 1950s and 1960s, have not been a critical factor since 1982. Additionally, the adverse supply shocks that hit the economy in the early 1970s were replaced by beneficial (“benign”) shocks after 1982. The beneficial supply shocks allowed the Fed to aim for “accommodative” policies that keep the output ratio stable as the shocks work to reduce the inflation rate. The Fed’s reactions to movements in the output ratio in the 1988–93 period were well timed and in the right direction. In 1994, the Fed took “preemptive” action against a significant increase in output ratio well before the log output ratio actually became positive. But then the Fed reversed course and reduced the federal funds rate in 1998–99 as the output ratio increased to +3 percent. Gordon examines the possible reasons for this course of action: beneficial supply shocks and the Asian currency crisis. The Fed finally raised interest rates in early 2000 and lowered them preemptively in mid-2000 as the output ratio began to fall. In a new section, “Fed’s Controversial Easing After 2000,” Gordon explains how the Fed’s action after 2000 has generated controversy about the appropriateness and timing of the Fed’s action as it has been followed by the housing bubble of 2003–06 which has led to a collapse in 2007–09.

Section 14-6 turns to issues of time inconsistency, credibility, and reputation of the Fed in the formulation and execution of stabilization policies. This section owes much to the attack on activism by new classical macroeconomists. Note that new classical macroeconomics (as discussed in Chapter 17), places greater emphasis than either activists or monetarists on the public’s expectations regarding future policy. Their criticism is based on a sharp distinction between rigid policy rules, feedback policy rules, and discretionary policy. First, the policy ineffectiveness proposition of new classical macroeconomics implies that feedback policy rules are ineffective in changing the level of output; thus, a CGRR that is expected to be maintained will minimize expectational errors and eliminate the need for activist stabilization policies. Second, new classical macro implies that disinflationary policies will be painless if they are credible. However, a “time inconsistency” problem arises when, following the credible disinflationary policy that lowers the expected rate of inflation, the government deviates from the credible policy to achieve a higher output level with as little inflation as possible. This incentive to cause fluctuations in output and destabilize the economy is the reason why new classical economists and monetarists prefer rigid rules instead of feedback or discretionary policies. 

The discussion of monetary policy rules leads to the case study in Section 14-7, which considers the Taylor Rule for setting the real federal funds rate. Gordon points out that a problem with targeting the inflation rate is the length of the lag between an increase in the federal funds rate and the subsequent reduction in inflation. Using the Taylor Rule, the Fed can respond to excessive inflation and insufficient output simultaneously. The Taylor Rule requires the Fed to raise the real federal funds rate 
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The Fed should choose the parameters a and b. Figure 14-5 graphs the federal funds rate against the “Fixed Taylor Rule” for which 
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 Gordon also graphs a “Variable Taylor Rule” for which a is 0.1 before 1990, and 0.9 after 1990 and discusses the findings. Gordon concludes by comparing a Taylor Rule to a nominal GDP rule. As we have seen, the traditional Taylor Rule targets inflation and the output ratio. A nominal GDP rule is the same as a Taylor Rule that places equal weight on inflation and real GDP growth. The two Taylor Rules will work differently during a deep recession. In the expansion following the deep recession, the growth rate of real GDP can increase substantially, even though the output ratio is still less than 100 percent. The traditional Taylor Rule will call for a lower interest rate and help make output less variable. Thus, a traditional Taylor Rule is superior to a nominal GDP growth rule. Both rules are hindered by forecasting difficulties and response lags, problems that can be circumvented by targeting the best forecast of inflation and output. But point out how at the current situation Taylor’s rule may be inapplicable. Explain that the calculated Taylor Rule interest rate for 2010 is about –2 percent, but it is impossible for the nominal interest rate to be negative. 
Section 14-8 provides a brief assessment of rules versus discretion. The assessment is summarized in Table 14-1. There, Gordon lists six variables to be fixed by a policy rule and the main advantages and disadvantages of each. He concludes by raising the question whether a nominal GDP rule is feasible. The main conclusion of this section is that the debate over rules and discretion is misleading. It’s misleading because the implementation of many rules requires the use of discretionary policy. Only rules for policy instruments do not require discretion. Thus, nominal GDP targeting requires discretion by the Fed, but it does provide the economy with a nominal anchor, rather than a real anchor, and thereby reduces the likelihood of a repeat of the accelerating inflation of the late 1960s and late 1970s. The IP Box in this section discusses the adoption of the euro as a common currency by the European Monetary Union. Various arguments for and against the euro are discussed. In your lecture, you might explain that the euro can be viewed as a mechanism for making member countries’ commitments to low inflation more credible. Present both the arguments for the case for Euro and against Euro and how several European countries (Greece, Spain, Portugal etc.) are coping with the current economic problems under the guidelines of the European Central Bank 

Policy credibility is the topic of the case study in Section 14-9, which examines the desirability of using monetary policy to target the exchange rate. One strong argument in support of such an effort is that it signals a central bank’s commitment to an anti-inflationary monetary policy, since a central bank must avoid adopting a more expansionary monetary policy because that would lower the interest rate and cause the exchange rate to depreciate. Point out that fixed exchange rates, according to this argument, may promote low inflation as well as lessen uncertainty in international transactions. However, as Gordon suggests, the credibility of a country’s commitment to maintain a fixed exchange rate may itself be in doubt. 

( Changes in the Twelfth Edition 
This chapter has been changed marginally from the earlier 11th edition. The structure of the chapter has remained almost same as in 11th edition. One box entitled How the Fed Reinvented Instability in Residential Construction has been deleted, and two new boxes on Global Economic Crises Focus have been added. Throughout the chapter, the graphs and figures have been updated to include data through 2010.

The discussion in the introductory Section 14-1 has been expanded with the addition of a new box: Global Economic Crisis Focus: The Weakness of Monetary Policy After 2008 a More General Problem” The marginal definition of demand shocks has been deleted. 

In Section 14-2, there are very minimal changes. Figure 14-1 flow chart has been changed slightly with modified explanation about the policy instruments, exogenous nonpolicy variables and irrelevant side effects. The box in this section has been updated with data to the year 2008–09. 

There is no change in Section 14-3.
In Section 14-4, information about different lags have been updated with data up to the year 2009. Figure 14-2 in has been updated to the year 2010. The analysis of specific time periods has been changed from 1961–75, 1976–90, and 1991–2007 to 1961–75, 1976–90, and 1991–2010. 

Section 14-5 has undergone significant changes. The title of the case study has been changed from “Was the Fed Responsible for the Great Moderation?” to “Was the Fed Responsible for the Great Moderation of 1986–2007?” The discussion has also changed significantly. Figure 14-3 and Figure 14-4 have been updated to the year 2010. Discussion about the subsection “The Role of the Fed Between 1983 and 2001” has been expanded with new explanation. 

There is no change in Section 14-6.
Discussion in Section 14-7 about the case study “The Taylor Rule and the Changing Fed Attitude Toward Inflation and Output” has been changed significantly. Figure 14-5 has been updated to the year 2010, and the text below the figure has been shortened. A new box Global Economic Crisis Focus: Taylor’s Rule Confronts the Zero Lower Bound has been added. 
In Section 14-8, the box: How the Fed Reinvented Instability in Residential Construction has been deleted. The discussion in the IP Box: The Debate About the Euro has been modified significantly. 
There is no change in the Section 14-9.

In the summary section, discussion about Taylor’s Rule in summary point # 7 has been modified.
( Answers to Questions in Textbook

1.
a.
Exogenous variables and parameters: t, Ta, G, NXa, 
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 Ms/P, s, nx, c or (1 – s), b, f, h.

b.
Endogenous variables: Y, r.

c.
Target variables: Y, r.

d.
Policy instruments: t, Ta, G, Ms/P (since P doesn’t vary, setting Ms determines Ms/P).

e.
The endogenous variables are identical to the target variables.

f.
The policy instruments are a subset of the exogenous variables.


2.
The monetary policy variable is Ms, or Ms/P, since P is constant. The fiscal policy variables are t, Ta, and G.


3.
There are four policy instruments. There are two target variables. Yes, there are at least two policy instruments. Hence, they are sufficient in number to determine the targets.


4.
Rules advocates argue that the private economy is stable and that there are no significant or lengthy demand disturbances as long as fixed, stable policies are followed. Monetarists argue that activist policy is undesirable because it is disruptive.


5.
Under a rigid rule, there would be no change in the policy instrument. For example, under the constant growth rate rule (CGRR), the growth rate of the money supply would be fixed at some rate, say 4 percent, regardless of what was happening in the economy. With a feedback rule, the policy instrument would change by some specific amount in response to a change in the target variable (e.g., 


an increase in the growth rate of the money supply by 2 percent in response to an increase in the unemployment rate of one percentage point).


6.
Activists tend to be very pessimistic about the self-correcting powers of the private economy and optimistic about the efficacy of stabilization policy. Rules advocates have opposite beliefs.


7.
Like the activists, those advocating a CGRR (monetarists) believe that stable growth of nominal GDP is the most desirable target. Because the monetarists believe in the stability of the private sector (both commodity and monetary sectors), however, they believe that a stable growth rate of the money supply will mean a stable growth rate of nominal GDP. Thus, the monetarists, like the activists, care about the rate of real output and the level of employment; however, they disagree about the best approach in achieving the desired rate and level.


8.
If the demand for money is stable, then the velocity of money grows at a steady and predictable rate. The monetarists argue that, in this case, a constant growth rate rule for the money supply would imply a stable growth of nominal GDP. If, however, the demand for money is unstable, rigid control of the money supply does not achieve rigid control of nominal GDP. In fact, with unstable money demand, the Fed would do better with an interest-rate target than a money-supply target.


9.
The data lag refers to the time that elapses before data to measure changes in economic conditions are gathered, processed, and made available to policymakers. The recognition lag occurs because policymakers need data for more than one reporting period (and may need it for several periods) in order to detect trends in the economy. The legislative lag measures the time required to choose an appropriate policy response after an undesirable trend is detected. The transmission lag is the time needed to change the policy instruments once the policy response has been chosen. The effectiveness lag denotes the amount of time that passes before changes in the policy instruments produce changes in real output and other target variables.

10.
If the lag in the policy effect is long and variable, the policymaker cannot know, beforehand, if the policy will be stabilizing or destabilizing when it finally takes effect. If the lag is long but fixed, the policymaker can predict when the policy will take effect; however, the policy will work in this case only if the policymaker is able to forecast accurately the movements of the economy.

11.
Suppose policymakers knew precisely how much change in a target variable was required to produce the desired policy outcome. Suppose they also had decided which policy instrument they would use to produce the result. For example, suppose policymakers desired to increase real GDP by $10 billion by raising government expenditures. They could not produce that outcome with certainty, however, unless they knew exactly how much change in the target variable would be produced. This requires certain knowledge of multiplier effects. For example, if the government spending multiplier was known with certainty to be two, then an increase in government spending of $5 billion would produce the desired effect.

12.
The effectiveness lag using the data presented in Figure 14-2 is measured as how long it takes for half of the ultimate effect of a change in monetary policy to be felt. The effectiveness lag increased slightly from 13.8 months to 14.1 months between the periods 1961–75 and 1975–90. But then there was a substantial increase in the effectiveness lag, from 14.1 months for the period from 1975–90 to 21.6 months for the period 1991–2010. Three factors contributed to the decline in the effectiveness of monetary policy. First, financial deregulation made housing expenditures less sensitive to changes in the interest rate. Second, more consumer expenditures are now financed through credit card usage and credit card interest rates are very insensitive to a change in monetary policy. Finally, interest rates affect exchange rates, which in turn affect net exports, but with a long lag of two years or more.
13.
The rise in volatility in the late 1960s was caused by the large positive shock to demand that came from military spending on the Vietnam War. That shock resulted in a positive output gap and drove up volatility as shown in Figure 14-3. Figure 14-3 shows that the jumps in volatility in the early 1980s and since 2007 resulted from the development of large negative output gaps. The negative output gap in the early 1980s was the result of the large negative shock to demand caused by the Fed’s effort to reduce inflation. The collapse of housing and stock prices was the negative demand shock that caused a large negative output gap to develop since 2007.

14.
First, smaller demand and supply shocks can have less adverse affects on the economy between the time they occur and when data become available to monetary policymakers and those policymakers evaluate the data and recognize the need to change policy in reaction to the shocks. Second, because there is a trade-off between more unemployment and more inflation when there is an adverse supply shock, it may take longer for consensus to develop among Fed policymakers as to how to respond to the adverse supply shock. Therefore, the legislative lag becomes less of a problem if supply shocks are smaller. Finally, the fact that the effectiveness lack for monetary policy is so long is less of a problem for monetary policymakers with smaller supply and demand shocks for the simple reason that the magnitude of the shocks require less work by monetary policy to overcome the effects of those shocks on the economy.

15.
During the late 1980s inflation rose as the output gap increased. In contrast, inflation was falling in the late 1990s despite the rise in the output gap. Therefore the Fed did not raise the federal funds rate until 2000, unlike the late 1980s when the increases in inflation and the output gap resulted in the Fed raising the federal funds rate.

16.
a.
If the public finds the announcement credible, then the SP curve will shift down because it believes that policymakers will reduce the growth of nominal GDP enough to reduce inflation. If policymakers stick to their announced policy, then as the SP curve shifts down, then the decrease in nominal GDP shifts down the DG curve down by the same amount that the SP curve shifts down, resulting in a lower inflation rate, but no change in either the output ratio or the unemployment rate.

b.
If the public finds the announcement credible, then the SP curve will shift down because it believes that policymakers will reduce the growth of nominal GDP enough to reduce inflation. However, if policymakers abandon their announced policy, then as the SP curve shifts down, there is a movement down the exiting DG curve. Again there is a lower inflation rate, but not as large as the public expects because there is no reduction in the growth of nominal GDP. Since the inflation rate, while lower, is higher than the public expects, the output ratio rises and the unemployment rate declines. Once the public realizes that policymakers have not reduced the growth rate of nominal GDP, then the inflation rate, the output ratio, and the unemployment rate will return to their original levels as the SP curve shifts back to its original position.
c.
If the public does not find the announcement credible, then the SP curve does not shift down in response to the announcement. However, since policymakers stick to their announced policy, the decrease in nominal GDP shifts down the DG curve, causing a movement down the existing the SP curve, resulting in a lower inflation rate, a reduction in the output ratio, and a rise in the unemployment rate. The economy will then proceed in a downward loop as depicted in Section 9-7.

d.
If the public does not find the announcement credible and policymakers abandon their announced policy of reducing the growth rate of nominal GDP, then neither the SP curve nor the DG curve shift. Therefore there is no change in either the inflation rate or the output ratio or the unemployment rate.

17.
If the Fed’s response to a supply shock is neutral, then as shown in Chapter 9, a supply shock results in equal changes in the inflation rate and the output ratio, although in opposite directions. This indicates that the Fed’s response is putting equal weight on inflation and output. If the Fed’s response to the supply shock is accommodating, then it maintains the level of output, while allowing a change in the rate of inflation. This indicates that the Fed is putting no weight on inflation and all of its weight on output. Finally, if the Fed’s response to the supply shock is extinguishing, then it maintains the rate of inflation, while allowing a change in the output ratio. This indicates that the Fed is putting all its weight on inflation and no weight on output.

18.
Reducing inflation from 5 percent to zero will cause temporary reductions in the output ratio and increases in unemployment. These costs occur before the economy receives the benefits of zero inflation; thus their present value likely will outweigh that of the benefits of reduced inflation for policymakers whose time horizon is short and who discount future benefits at a high discount rate. The longer a policymaker’s time horizon and the lower the discount rate, the more weight he or she assigns the benefits of reduced inflation in the policy decision.

19.
Figure 14-5 shows that the federal funds rate consistent with the Taylor Rule would have been negative in 2010. However since the federal funds rate cannot fall below zero, the Zero Lower Bound meant that monetary policy could not provide as much stimulus as implied by the Taylor Rule in 2010.

20.
A nominal anchor is a rule that sets a limit on the growth rate of a nominal variable such as high-powered money, or the price level, or nominal GDP. The advantage of a nominal anchor is that by targeting a nominal value, an upper limit is placed on the rate inflation. That upper bound provides a guide for consumers and business in forming expectations about future inflation. Economists and policymakers sometimes refer to this effect as saying that inflationary expectations are well anchored.



A nominal GDP growth rate rule is the same as a Taylor Rule which places equal weight on inflation and output growth in that the nominal GDP growth rate equals the rate of inflation plus the real GDP growth rate. Therefore, both target the growth of a nominal variable, in this case nominal GDP, and therefore, place a limit on how high inflation can be.



The difference between a Taylor Rule, which places equal weight on inflation and output growth, with one that places equal weight on inflation and the output ratio is that when the output ratio is quite low, as in the early 1980s, or quite high, as in the late 1960s, the Fed has more flexibility in adjusting interest rates than if it is limited by how fast real GDP can grow.

21.
If effectiveness lags are long and variable, then policymakers should base their actions on what they expect the state of the economy to be when their policies have an effect on the economy. Therefore, policymakers need to use their best forecasts of target variables in determining the actions that they take to influence those variables.



In raising interest rates in 1994, the Fed appeared to have taken action anticipating that the economy would be operating near natural real GDP by the time the higher interest rates had the desired affect of slowing the growth of the economy. Similarly, the Fed acted quickly in early 2001 to sharply lower interest rates in anticipation of the recession that started in March of that year. 

22.
The arguments for exchange-rate targeting are that it can signal a central bank’s commitment to follow a rule for money supply growth, lending credibility to policymakers’ pronounced desires to lower inflation and helping them overcome the time inconsistency problem. The arguments against a fixed exchange-rate policy include the fact that the central bank relinquishes its ability to use monetary policy in pursuit of domestic policy objectives and the possibility that the commitment to a fixed exchange rate itself may lack credibility in the absence of additional constraints on policymakers.

23.
There are three arguments to support the euro. First, a common currency for members of the Economic and Monetary Union eliminates the risks of exchange rate fluctuations and the costs of exchanging currencies in commerce between countries within the union. Second, the use of a common currency is a way to force on all members of the union the monetary policies of Germany which resulted in low inflation. Third, the criteria for inclusion in the euro could force fiscal discipline on members wishing to use the euro as a currency.


There are three arguments against the euro as well. First, the members of the union give up independent monetary policy to the European Central Bank. This is important if shocks do not impact all countries equally. Second, the uncoordinated fiscal policies of the euro zone nations can create a financial crisis of the sort brought on by Greece’s large fiscal deficit in 2010. Third, the lack of a common language within Europe means that labor markets adjust slowly to shocks having differential impacts on member nations. It is difficult for a worker in Spain, where unemployment might be high, to move to Germany when jobs are more readily available because different languages are spoken in the two countries. 
( Answers to Problem in Textbook

1.

a.
Given that the interest rate has been 4 percent for the last ten quarters, then for IS curve I, real GDP equals 8,800 – 25(4) – 25(4) – 25(4) – 25(4) – 20(4) – 20(4) – 20(4) – 15(4) – 15(4) –10(4) = 8,000. For IS curve II, real GDP equals 8,400 – 5(4) – 5(4) – 5(4) – 5(4) – 10(4) –15(4) – 15(4) – 15(4) 
– 20(4) = 8,000.

b.
For IS curve I, real GDP in the first quarter equals 8,800 – 25(3) – 25(4) – 25(4) – 25(4) –20(4) 
– 20(4) – 20(4) – 15(4) – 15(4) – 10(4) = 8,025. Using the same IS curve, it is easy to show that for quarters two through ten, real GDP equals 8,050, 8,075, 8,100, 8,120, 8,140, 8,160, 8,175, 8,190, and 8,200, respectively. For IS curve II, real GDP in the first quarter equals 8,400 – 5(3) – 5(4) 
– 5(4) – 5(4) – 5(4) – 10(4) – 15(4) – 15(4) – 15(4) – 20(4) = 8,005. Using the same IS curve, it is easy to show that for quarters two through ten, real GDP equals 8,010, 8,015, 8,020, 8,025, 8,035, 8,050, 8,065, 8,080, and 8,100, respectively.

c.
Real GDP increases by 200 billion for IS curve I. The increase in real GDP for IS curve II equals 100 billion.

d.
For IS curve I, it takes four quarters, or twelve months, for real GDP to increase by 100 billion or one-half of the total increase in real GDP. For IS curve II, it takes seven quarters, or 21 months, for real GDP to increase by 50 billion or one-half of the total increase in real GDP.

e.
IS curve I resembles the economy’s response prior to 1991. The increase in output in response to a decline in the interest rate is larger than for IS curve II and one-half of the total increase in output occurs much sooner with IS curve I as compared to IS curve II. IS curve II resembles the economy’s response to a change in the interest rate since 1991.


The reasons why IS curve I resembles the economy’s response prior to 1991 is that its interest rate parameters for the first six quarters are larger than those of IS curve II, and it is only for that last quarter that IS curve I has a smaller interest rate parameter than that of IS curve II. These parameters reflect the fact that since 1991, the monetary policy effectiveness lag has been longer and the interest-rate multiplier has been smaller.

f.
The answers to Parts b through d indicate that for IS curve II, real GDP rises less than it does for IS curve I during any of the first seven time periods, for any given increase in the interest rate. Therefore, the changes in the policy effectiveness lag and the interest-rate multipliers mean that monetary policymakers now have to change interest rates more in response to a given demand shock than they did previously.


2.
a.
When real GDP equals 11,400,


Y/YN = 11,400/12,000 = .95 and 
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Y

= 100(log(.95)) = –5.129.


When real GDP equals 11,700,

Y/YN = 11,700/12,000 = .975 and 
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Y

= 100(log(.975)) = –2.532. 


When real GDP equals 12,000, 


Y/YN = 12,000/12,000 = 1 and 
[image: image9.wmf]ˆ

Y

= 100(log(1)) = 0. 


When real GDP equals 12,480, 


Y/YN = 12,480/12,000 = 1.04 and 
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Y

= 100(log(1.04)) = 3.922. 


When real GDP equals 12,240, 


Y/YN = 12,240/12,000 = 1.02 and 
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Y

= 100(log(1.02)) = 1.980.

b.
The weights a = b = 0.5 mean that the Fed weighs inflation equally against output. The weights 
a = 1/3 and b = 2/3 mean that the Fed weighs output twice as heavily as inflation when real GDP is less than natural real GDP, whereas the weights a = 1/3 and b = 2/3 mean that the Fed weighs inflation twice as heavily as output when real GDP exceeds natural real GDP. The weights a = 0.0 and b = 1.0 mean that the Fed puts no weight on inflation and all of its weight on output. This can be thought of as unemployment targeting, because it is concerned with where the unemployment rate is relative to the natural unemployment rate. The weights a = 1.0 and b = 0.0 mean that the Fed puts all of its weight on inflation and none on output. This can be thought of as inflation targeting, because it is concerned with where the inflation rate is relative to the Fed’s desired inflation rate.

c.
Since the Fed’s desired real federal funds rate equals 2.5 and its desired inflation rate equals 2, then given that a = b = .5, the real federal funds rate equals 2.5 + .5(1.0 – 2.0) + .5(–5.129) = –0.56 percent when the inflation rate equals 1.0 percent and real GDP equals 11,400. The same calculation yields that the real federal funds rate equals 0.98 percent when the inflation rate equals 1.5 percent and real GDP equals 11,700. It equals 2.5 percent when the inflation rate equals 2.0 percent and real GDP equals 12,000. The real federal funds rate equals 4.86 percent when the inflation rate equals 2.8 percent and real GDP equals 12,480, and it equals 3.69 percent when the inflation rate equals 2.4 percent and real GDP equals 12,240. Finally, it equals 2.5 percent when the inflation rate once again equals 2.0 percent and real GDP returns to 12,000. 

d.
When real GDP equals 11,400 or 11,700, it is less than natural real GDP. Therefore, the weights that the Fed attaches to the inflation rate and output are 1/3 and 2/3, respectively, and the real federal funds rate equals 2.5 + (1/3)(1.0 – 2.0) + (2/3)( –5.129) = –1.25 percent when the inflation rate equals 1.0 percent and real GDP equals 11,400. The same calculation yields that the real federal funds rate equals 0.65 percent when the inflation rate equals 1.5 percent and real GDP equals 11,700. It equals 2.5 percent when the inflation rate equals 2.0 percent and real GDP equals 12,000. 


When real GDP equals 12,480 or 12,240, it exceeds natural real GDP. Therefore, the weights that the Fed attaches to the inflation rate and output are 2/3 and 1/3, respectively, and the real federal funds rate equals 2.5 + (2/3)(2.8 – 2.0) + (1/3)(3.922) = 4.34 percent when the inflation rate equals 2.8 percent and real GDP equals 12,480. The same calculation yields that the real federal funds rate equals 3.43 percent when the inflation rate equals 2.4 percent and real GDP equals 12,240. It equals 2.5 percent when the inflation rate again equals 2.0 percent and real GDP returns to 12,000.

e.
When the Fed is targeting unemployment in the sense that the weights it attaches to the inflation rate and output are 0.0 and 1.0, respectively, the real federal funds rate equals 2.5 + 0.0(1.0 – 2.0) + 1.0(–5.129) = –2.63 percent when the inflation rate equals 1.0 percent and real GDP equals 11,400. The same calculation yields that the real federal funds rate equals –0.03 percent when the inflation rate equals 1.5 percent and real GDP equals 11,700. It equals 2.5 percent when the inflation rate equals 2.0 percent and real GDP equals 12,000. The real federal funds rate equals 6.42 percent when the inflation rate equals 2.8 percent and real GDP equals 12,480, and it equals 4.48 percent when the inflation rate equals 2.4 percent and real GDP equals 12,240. Finally, it equals 2.5 percent when the inflation rate once again equals 2.0 percent and real GDP returns to 12,000.

f.
When the Fed is targeting inflation in the sense that the weights it attaches to the inflation rate and output are 1.0 and 0.0, respectively, the real federal funds rate equals 2.5 + 1.0(1.0 – 2.0) + 
0.0(–5.129) = 1.50 percent when the inflation rate equals 1.0 percent and real GDP equals 11,400. The same calculation yields that the real federal funds rate equals 2.00 percent when the inflation rate equals 1.5 percent and real GDP equals 11,700. It equals 2.5 percent when the inflation rate equals 2.0 percent and real GDP equals 12,000. The real federal funds rate equals 3.30 percent when the inflation rate equals 2.8 percent and real GDP equals 12,480 and it equals 2.90 percent when the inflation rate equals 2.4 percent and real GDP equals 12,240. Finally, it equals 2.5 percent when the inflation rate once again equals 2.0 percent and real GDP returns to 12,000.

g.
The real federal funds rate varies the most when the Fed weighs output the most, and it varies the least when the Fed weighs inflation the most. This result is due to the fact that the inflation rate changes by about 20 percent of the change in the log output ratio. Therefore, since there is less variation in inflation than there is in the log output ratio, the more weight the Fed places on inflation, the less the variation in the real federal funds rate.

h.
Part g shows that the federal funds rate varies less the greater the weight that the Fed places on inflation. Therefore, given the monetary policy effectiveness lag, it takes longer for the economy to return to natural real GDP following a demand shock the greater the weight that the Fed places on inflation.
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