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CS661 Research Methods for Computer Science (3 Credit Hours)

Objectives

This course includes an understanding of: 

· What CS researchers do, and the philosophy and ethics related to how they do it. 

· Proficiency at communications, especially technical writing. 

· Proficiency at designing experiments for the purpose of testing research hypotheses, and evaluating the results of those experiments.

After finishing this course a student should know how research is done at M.S. and Ph.D. levels? A student should know how quantitative and qualitative research should be done?

Contents

Introduction
· What should CS graduate students know about the research methodology?

· The objectives and dimensions of research 

· Why Research, What is research, How is research done

· Tools of research, Library, The internet, Measurements for Computer Science research, Statistics, Data analysis tools

Critiques of paper reviews

Research Methods:

· The research problems 

· Finding a problem, stating the problem, identifying sub-problems

· Review of related literature 

· Why review the literature, Including literature in research proposal

· Survey paper presentation

· Empirical Methods of Algorithm Analysis  
· Analytic vs. empirical; deterministic and stochastic algorithms
Working with human subjects: 

  Qualitative studies, Quantitative studies, Interview techniques

Paper Writing, Reviewing Publishing 

Starting on Research  

  - What constitutes a PhD thesis?
    - Expectations of publication

  - Role of the thesis supervisor

  - Finding a good problem, top-down approach

    - New problem needing tools

    - Tools looking for a problem

    - Looking at future trends

    - Impact

    - Scalable:  simplify using assumptions?

    - You know of a starting point

  - Online tools

     - Google, CiteSeer, ACM Digital Library, IEEE

  - Survey papers, people
 Grants and Research proposals

Intellectual property 

Recommended Readings
· Fabb, How to write essays, dissertation, and thesis in literary studies, Publisher: Longman, Copyright: 1993
· James E. Mauch, Jack W. Birch., Guide to the Successful Thesis and Dissertation, Publisher: Marcel Dekker, copy right 2003 
· Leedy, P. L., Practical Research, Planning and Design, Publisher: Prentice Hall, March 2004

CS662 Statistical Analysis (3 Credit Hours)

Objectives

The subject of statistics is very important in many areas including computer science.

The main objective of this course is that a student should know the basics of statistics and he/she should be able to do statistical analysis independently in his/her research work.

Contents

Basic Univariate Statistical Methods:

Review of basic concepts, summary measures, introduction to hypothesis testing, t-test for one and two samples, Analysis of Variance (ANOVA), Chi-squared test for count data, Regression and Correlation

Multivariate Statistical Methods:

Introduction to Multivariate Analysis, Principal Component Analysis (PCA), Factor Analysis (FA), Discriminant Analysis (DA), Cluster Analysis (CA), Multidimensional Scaling (MDS).

Special topics (with applications in Corpus Linguistics):

Hidden Markov Models (HMM), Log-linear models, Bayesian Statistics

All the techniques would be learned through a computer-integrated approach. The analysis would be carried out by using SPSS and/or Minitab (or any other special-purpose statistical software).

Recommended Readings:

· Oakes, M.P. (1998, 2005). Statistics for Corpus Linguistics. Edinburgh Textbooks in Empirical Linguistics. Edinburgh University Press, Edinburgh.

· Walpole, R.E. (1982). Introduction to Statistics. 3rd Edition, Macmillan Publishing Co. Inc., New York.

· Johnson, R.A., Wichern, D.W. (2002). Applied Multivariate Statistical Analysis. 5th Edition, Prentice Hall, New Jersey.

CS663 Introduction to Mathematical Logic (3 Credit Hours)
Objectives

The main objective of this course includes the basic study of mathematical logic. It helps a lot in understanding several concepts in computer science. 

Contents

Introduction, Propositional Calculus, Methods of Proof, Analysis of Arguments, Predicate Calculus and Quantifiers, Boolean Algebra to Logic, Boolean Functions, Boolean Algebra and Propositional Logic, Logic Gates, Combinational Circuits.

Recommended Readings:

· Irving M.Copi, Symbolic Logic, Collier MacMillan Publishers, 1973

· Patric J. Hurley, A Concise Introduction to Logic, Ward Worth Publishing Company, 1991.

· Elliott Mendelson, Boolean Algebra and Switching Circuits, McGraw Hill Book Company, 1970.  

Major Courses

CS731 Theory of Computation (Credit Hours: 3)

Objectives:

After the completion of this course a student will be able to have a clear understanding of:

· The processing mechanism of a computer system at abstract level

· What a computer can do and what it cannot do?

· What a computer can do more efficiently and what it can perform with less efficiency?

· The mechanism of different word processors (especially spell-checking facilities)

· The mechanism of different grammar checkers

· The mechanism of word generators 

·  How to develop more efficient spell-checkers and parsers? 

Description: Automata theory, formal languages, Turing machines, computability theory and reducibility, computational complexity, determinism, non-determinism, time hierarchy, space hierarchy, NP completeness, selected advanced topics.

Recommended Readings:
· Michael Sipser, Introduction to the Theory of Computation, First Edition, 1997,PWS publishing Company.

· Christors Papadimitriou, Computational Complexity, 1994, Addison-Wesley.

· John Hopcroft and Jeffrey Ullman, Introduction to Automata Theory, Languages, and computation, 1979, Addison- Wesley. (or the second edition).

· Tao Jiang, Ming Li, and Bala, Ravikumar, Formal Modals and Computability, in Handbook of computer science, CRC Press,1996.

· T.H. Cormen, et al., Introduction to Algorithms, MIT Press and McGraw-Hill Book Co, 1990.

· Peter Linz , An introduction to Formal Language and Automata, ISBN: 0-669-17342-8.

CS732 Advanced Algorithm Analysis (Credit Hours: 3)

Objectives

For any and every complex program, the actual programming hardly takes 20% of the time. The bulk of the time is spent in coming up with the logic including how to solve the problem, how good or bad the solution is etc. This is dependent on many factors such as the type of solution used, the methodology of storing data etc, which in turn is dependent on the solution space, i.e. possible number of solutions etc.

To develop an understanding of the concepts and complexities of algorithms, so the students can appreciate the requirement of fast and efficient algorithms. Cover different sorting and graph algorithms, along with the concept of theory of NP completeness, so that students can identify computationally intractable problems. Touch upon some advanced topics such as Genetic Programming, Visualization etc. 

The main focus will be looking at the algorithms from an applied perspective, this includes coding algorithms using efficient data structures, running simulations and comparing results.

Course Description: Advanced analysis including he introduction of formal techniques and the  underlying mathematical theory. NP- Completeness. Search techniques. Randomized Algorithms. Heuristic and Approximating Algorithms. Topics include asymptotic analysis of upper and average complexity bound using big-O, little-O and theta  notation, Fundamental algorithmic strategies (brute-force, greedy, diviv\d-and- approximations) are covered. Also include are standard graph and tree algorithms. Additional topics include standard complexity classes, time and space tradeoffs in algorithms, using recurrence relations to analyze recursive algorithms, non-computability functions, the halting problem, and the implications oh non-computability. Algorithmic animation is used to reinforce theoretical results. Upon completion of the course, students should be able to explain the mathematical concepts used in describing the complexity of an algorithm, and select and apply algorithms appropriate to a particular situation.

 Recommended Readings:
· T. Cormen, C. Leiserson, and R.Rivest. Introduction to Algorithms, Second Edition. MIT Press and Mcgrraw-Hill,2001.

· Robert Sedgewick: Algorithms, 2nd Edition Addison-Wesley 1988

· An Introduction to the Analysis of Algorithms by Sedgewick and P. Flajolet. Addison Wesley. 1996
· Alfred V. Aho, Jeffrey D. Ullman, Data Structures and Algorithms, Addison Wesley. 1983
· David Goldberg, Genetic Algorithms in Search, Optimization and Machine Learning, Pearson Education, Inc.1989. 
· M. Garey and D. Johnson. Computers and Intractability: A Guide to the Theory of NP-Completeness. W.H. Freeman and Company, New York, NY, 1979.

· Tao Jiang, Ming Li, and Bala Ravikumar, Fotmal models and Computability, in Handbook of Computer Science, CRC Press,1996.

· T.H. Cormen, et al., Introduction to Algorithms, MIT Press and  McGraw-Hill Book Company,1990.

CS 733 Advanced Operating Systems (Credit Hours: 3)
Objectives

· To provide in-depth coverage of modern operating system issues.

· To provide insight in the design principles of distributed systems.

· To focus on a high level functionality of operating systems, such as, file systems, security, and naming mechanisms.
· To provide experience in reading and evaluating research papers.

Description

The class covers advanced topics in computer operating systems with a special emphasis on distributed computing, and the services provided by distributed operating systems. Important topics include naming, security, remote procedure call, networks, concurrency, transactions, parallel computing, shared memory, message passing and scale. 

Recommended Readings:
Coulouris,  Dollimore, and Kingberg , “Distributed Systems: Concept and Design” , 3rd Edition, 2005.

CS734 Advanced Computer Architecture (Credit Hours: 3)

Objectives

· To investigate computer architecture with a particular focus on microprocessor design. 

· To explore current trends and future directions in processor micro architecture. 

· To explore various hardware and software techniques designed to maximize parallelism and improve performance keeping in mind technology trends and limitations.

· The foci of the course will be both current practice and advanced research.
Course Description: Design and evaluation of modern uniprocessor computing systems. Evaluation methodology / metrics and caveats, instruction set design, advanced pipelining, instruction level parallelism, prediction-based techniques, alternative architecture (VLIW, Vector and SIMD), memory hierarchy design and I/O. Case studies.

Recommended Readings:
· John L. Hennessy and David A. Patterson, Computer Architecture: A Quantitative Approach, 3rd Edition, Morgan Kaufmann Publishers,2002.

· Andrew S. Tanenbaum, Modern  Operating Systems, 2nd Edition, Prentice Hall, 2001.

· John Hennessy and David Patterson, Computer Organization and Design: The Hardware/ Software Interface, 2nd Edition, Morgan Kaufman Publishers, 2004.

CS735 Middleware (3 Credit Hours)

Objectives
· Understand the role and importance of middleware to integrating multiple applications.

· Articulate the key problems addressed by middleware

· Describe the Architecture of a middleware Solution

· Understand the role of connectivity data transformation and business rules processing in middleware Solution.

· Under stand loosely coupled systems Publish- Subscribe architecture
Course outline

This course introduces students to the need for communication between and among application, that middleware is itself application and how middleware applications are typically organized
Course Contents

· Middleware concept, Roles and organization 
· Introduction to Middleware.

· Background

· Management of integration

· Data transformation, Data Synchronization

· Business process modeling

· Service oriented architecture 

· Web Services / B2B

Recommended Readings:
· Judith M. Meyerson, “The Complete Book of Middleware”, 2002 

CS736 Advanced Databases (3 Credit Hours)

Objectives

The objective of this course is that a student should learn the advanced level technology information in databases. A student should know different database connections available for different programming languages and learn how data is converted from a database management system to other formats and vice versa. A student should study recent research work in database technology.

Contents
Review of relational databases SQL in the real world: embedded SQL, data passing, status, cursor, connection, transaction, stored procedure; dynamic SQL, parameter, descriptor; JDBC; SQLJ; ODBC. Relational  calculus;  DB services XML databases, description and query of semi-structured, nested, complex data; XML basics, XML schema, XLST. Stylesheet, templates, evaluation. XQuery: FLWR expression, evaluation, built-in functions, user defined functions, aggregation, quantification. More XQuery: data and types; Xquery and XML schema; proj, sel, construction, group, join, recursive functions, wildcard types, XqueryX; XPath and XQuery, Materialized views.

Recommended Readings:
Database and transaction processing: An  Application-Oriented Approach by Philip M. Lewis, Arthur Bernstein and Michael Kifer. Addison Wesley, 2002.
CS737 Data Warehousing (3 Credit Hours)

Objectives

The objective of this course is that a student should learn the fundamentals of data warehousing. A student should know what state-of-the-art techniques are available and how dimensional modeling is performed in data warehousing? A student should learn the design process of a data warehouse after finishing this course. The study of recent research papers is another primary objective of this course.
Contents
· Introduction to Data Warehousing: Heterogeneous information; the integration problem; the Warehouse Architecture; Data Warehousing; Warehouse DBMS. 

· Aggregations: SQL and aggregations; aggregation functions; grouping. 

· Data Warehouse Models and OLAP Operations: Decision support; Data Marts; OLAP vs OLTP; the Multi-Dimensional data model; Dimensional Modelling; ROLAP vs MOLAP; Star and snowflake schemas; the MOLAP cube; roll-up, slicing, and pivoting. 

· Some Issues in Data Warehouse Design: monitoring; wrappers; integration; data cleaning; data loading; materialised views; warehouse maintenance; OLAP servers; metadata. 

Recommended Readings:

· M. Jarke, M. Lenzerini, Y. Vassiliou, P. Vassiliadis (ed.), Fundamentals of Data Warehouses, Springer-Verlag, 1999. 

· Ralph Kimball, The Data Warehouse Toolkit, Wiley 1996.

CS738 Data Mining (3 Credit Hours)
Objectives

With the unprecedented rate at which data is being collected today in almost all fields of human endeavor, there is an emerging economic and scientific need to extract useful information from it. Data mining is the process of automatic discovery of patterns, changes, associations and anomalies in massive databases. This course will provide an introduction to the main topics in data mining and knowledge discovery, with a special emphasis on Data mining & Web mining

Contents

Introducing Data Mining: Why data mining?; What is data mining?; A View of the KDD Process; Problems and Techniques; Data Mining Applications; Prospects for the Technology. 

The CRISP-DM Methodology: Approach; Objectives; Documents; Structure; Binding to Contexts; Phases, Task, Outputs. 

Data Mining Inputs and Outputs: Concepts, Instances, Attributes; Kinds of Learning; Providing Examples; Kinds of Attributes; Preparing Inputs. Knowledge Representations; Decision Tables and Decision Trees; Classification Rules; Association Rules; Regression Trees and Model Trees; Instance-Level Representations. 

Data Mining Algorithms: One-R; Naïve Bayes Classifier; Decision Trees; Decision Rules; Association Rules; Regression; K-Nearest Neighbour Classifiers. 

Evaluating Data Mining Results: Issues in Evaluation; Training and Testing Principles; Error Measures, Holdout, Cross Validation; Comparing Algorithms; Taking Costs into Account; Trade-Offs in the Confusion Matrix

Recommended Readings:

· Witten and E. Frank, Data Mining: Practical Machine Learning Tools and Techniques with Java Implementations, Morgan Kaufman, 1999.

· J. Han and M. Kamber, Data Mining: Concepts and Techniques, Morgan Kaufman, 2000. 

· D. Hand, H. Mannila and P. Smyth. Principles of Data Mining, MIT Press, 2001.

· M. H. Dunham. Data Mining: Introductory and Advanced Topic. Prentice Hall, 2003. 
CS739 Database Security (3 Credit Hours)
Objectives

The objective of this course is that a student should learn the state-of-the-art in database security. Different database security models and data access control mechanisms are taught in this course. A student should practically implement different database security techniques using a database management software. The study of recent research papers in database security is another objective of this course.

Contents
- Data protection: basic concepts.
- Access control policies: discretionary access control policies; mandatory access control policies; role-based access control (RBAC); Chinese wall access control policies. 
- Administration policies - Access control in relational database systems: Grant and Revoke statements; grant operation and delegation; revoke operations recursive revocation with timestamps and without timestamps; non-cascading revoke operations; views and content-based authorization; RBAC. 
- Advanced access control models: temporal authorization models; temporal RBAC; the BFA model for workflow systems; access control and integrity for XML data; the Author-X system; XACML and SAML; access control for web services. 
- Trust negotiation systems: preliminary concepts; TrustBuilder; Trust-X. 

 Recommended Readings:
· Hassan A. Afyouni, Database Security and Auditing: Protecting Data Integrity and Accessibility, Publisher: Course Technology 2005
· Silvana Castano, Database Security, Publisher Addison-Wesley 1995
	· B. Fernandez, Rita C. Summers, Christopher Wood, Database Security and Integrity, Publisher:  Addison-Wesley Longman Publishing Co, Inc. 1881


CS740 Distributed System Components (3 Credit Hours)

Objectives
· Present the principles underlying the functioning of distributed systems; 

· Create an awareness of the major technical challenges in distributed systems design and implementation; 

· Expose students to modern and classic technology used in distributed systems and their software; 

· Expose students to past and current research issues in the field of distributed systems; 

Contents
Components of a distributed systems, Distributed systems, End to End Protocols and Networking. Distributed Operating system, Distributed databases, Communication Mechanism, Message Passing, Stream oriented communications, Remote procedure call, Remote Method Invocation, DCE  RPC, Java RMI, SOAP, Naming, Clock Synchronization, Process Synchronization, Distributed Processes, Code Migration

Content distribution, Distributed Object systems, CORBA, DCOM - .NET, Distributed Coordination, Fault Tolerance, Distributed Systems Security

 Recommended Readings:
· Andrew S. Tanenbaum, Maarten van Steen, “Distributed Systems Principles and paradigm”,  2nd Edition, 2006.

· George F. Coulouris, Jean Dollimore, Tim Kindberg, “Distributed Systems: Concepts and Design”,  4th Edition, 2005.
· Research papers based.
CS741 Advanced Networking (3 Credit Hours)
Objectives 

 Aim of the course is to understand the principles of networking and the protocols in the different layers, and their interactivity between each other. Students should understand the problem in the current Internet architecture new study new QoS architectures such as Integrated services and Differential services. Also students should know the problem with the IPv4 and need for IPv6 protocols. 

Additionally students will be expected to read all of the papers assigned for the course others may be added based on class interest. Students will have to write of papers provide during the class. Students submitting reviews for a paper will be expected to be active in the discussion of that paper.
Course Description: 

Review of basic concepts: The OSI Model, packet and circuit switching, network topology, ISDN,. The TCP/IP protocol stack: IP, ARP, TCP and UDP, DNS, ICMP, Internet Addressing, Routing, IP multicast, RSVP, Differential Services. Next generation IP-ipng, Wireless: Radio basics, satellite systems, WAP, current trends, Issues with wireless over TCP. Congestion control: control vs. Avoidance.

Algorithms, congestion in Internet. Mobile IP, Voice over IP (VoIP), VPNs Network Security. Management: Quality of Service (QoS). Network vs. Distributed Systems management protocols, web based management. OPNET.

 Recommended Readings:
· James F. Kurose and Keith W. Ross, “Computer Networking- A top-Down Approach Featuring the Internet”, Addison Wesley. January 2004
· Coulouris, Dollimore, Kindberg, “Distributed Systems- Concepts and Design”, Addison Wesley. 4th edition May 20, 2005
· William Stallings, Data and Computer Communication, Prentice-Hall- Seventh Edition  2004 (for those who wants to review the basics of networking.)
CS742 Network Security (3 Credit Hours)

Objectives 

· Understand the design and implementation of advanced cryptographic algorithms for wired and wireless computing environments including the design and implementation of RSA and ECC 

· Achieve sound knowledge of network security components including the design, implementation, and configuration of Firewalls, Intrusion Detection Systems (static and dynamic checking of programs, anomaly detection, large-scale (Internet-wide) distributed intrusion detection, early sensing, complex attack scenario analysis, and automated response), Prevention Systems, Firewalls, IDSs, VPNs and prevention systems together 

· Develop knowledge of advanced network security architectures to allow better network protection, load balancing and recovery from attacks 

· Achieve sound knowledge of wireless network security 

· Understand security in trusted-based computing environments 

· Understand Quantum cryptography

Students will be expected to read all of the papers assigned from the course reading list others may be added based on class interest. Students will have to write at least two reviews of papers on the reading list. These will be submitted at the beginning of class. Students submitting reviews for a paper will be expected to be active in the discussion of that paper. 

Course Description: 

Introduction: Cryptology and simple cryptosystems; Conventional encryption techniques; stream and block ciphers; DES; More on block Ciphers; The Advance Encryption Standard. Confidentiality & Message Authentication: Hash functions; Number theory and algorithm complexity; Public Key Encryption. RSA and discrete Logarithms; Elliptic Curves; Digital Signatures. Key management Schemes; Identification Schemes; Dial-up Security. Email Security, PGP,S-MIME; Kerberos and directory Authentication. Emerging Internet security standards; SET; SSL and IPsec; VPNs; Firewalls; Viruses; Miscellaneous topics.

Recommended Readings:
· W. Stallings, Cryptography and Network Security, Prentice Hall PTR, Upper Saddle River NJ, 2003.

· C.Kaufman, R. Perlman, M.Speciner, Network Security: Private Communication in a public World – Prentice Hall PTR, Upper Saddle River, NJ, 2002.

· M.Bishop, Computer Security: Art and Science- Addison-Wesley, 2003.

· D.Stinson, Cryptography: Theory and Practice, CRC Press, Boca Raton, FL, 1995.

· Richard A. Mollin, An Introduction to Cryptography, Chapman and Hall/CRC, 2001.

· B.Schneier, Applied Cryptography, John Wiley and Sons, NY, 1996.

· A.Menezes, P. Oorshcot, and S. Vanstone, Handbook of Applied Cryptography, CRC Press, Boca Raton, FL, 1997.

CS743 Computer Networking-I (3 Credit Hours)

Objectives

This course will cover the principles of networking with a focus on algorithms, protocols, and implementations for advanced networking services. We will begin with a brief retrospection on the design of the Internet, its basic mechanisms and protocols. We will examine a variety of ideas that were proposed to enhance the Internet, why some of these enhancements were successful while others were not. Subsequently we will move on to a select set of advanced topics in networking, primarily at recent and ongoing advances in "the edges" of the Internet. 

All topics in this course will be covered through research papers. In each class I will lead a discussion on one or two papers. In order to have a discussion, students will be expected to have read these papers prior to class. 

Each student in the class will be expected to do a research project. However, students are encouraged to define their own ideas for research projects. For each research project, a student should submit a written project plan, a summary at the end of the semester and an oral presentation on the project. 

Course Description: 
This course offers an advance introduction and research perspective in the areas of switch/router architectures, scheduling for best effort and guaranteed services, QoS mechanisms and architectures, web protocols and applications, network interface design, optical networking, and network economics. The course also includes a research project in computer networking involving literature survey, critical analysis, and finally, an original and novel research contribution. Typical topics can be listed below:

Overview of packet switching networks and devices, fundamentals of Internet Protocol (IP) and networking. Route lookup algorithms. Router architecture and performance. Detailed Operation of Internet routing protocols such as Open Shortest Path First (OSPF) and Border Gateway Protocol (BGP), Integrated and differentiated networks service models. Traffic Engineering. (TE) concepts and mechanisms including label assignments, label distribution, and constrains-based routing algorithms. Multi-protocol label switching and its generalization. Quality of Service mechanisms for multimedia and real-time communications. TE-based routing and signaling protocols. Fundamentals of per-flow and aggregate scheduling algorithms. Application-level and network-level signaling protocols for data, voice and video communications. Resource signaling and resource reservation protocols. Worst-case Analysis for multimedia networking.

Recommended Readings:
· Puzmanov, Switching and Routing, Addison Wesley, 2002.

· Garica and Widjaja, Communication Networks: Fundamentals Concepts and Key Architecture, McGram-Hill, 2001.

· Peerson and Davis, Computer Networking a Systems Approach, 3rd Edition, Morgan Kaufman, 2003.

· William Stallings, High Speed Networks: TCP/IP and ATM design Principles, Prentice Hall; 1998, ISBN: 0315259657.Andrew S. Tanenbaum, Computer Networks, 4th Edition. Prentice Hall, March 2000.

CS744 Wireless Networks (3 Credit Hours)

Objectives

· To introduce history of wireless Networks, application domains, platforms, and the limitations of current platforms.

· To cover fundamental techniques in design and operation of first, and third generation wireless networks: cellular systems, medium access techniques, radio propagation models, error control techniques, handoff, power control, common air protocol (AMPS, IS-95, IS-136, GSM, GPRS, EDGE, WCDMA, CDMA 2000 etc),
· To explore Wireless LANs Standards, wireless LANs, Wi-Fi, WiMAx, Bluetooth, sensor networks, 

· To read a large number of research papers, writing critiques, class presentations.

Course Description: 

This course covers fundamental techniques in design and operation of first, and third generation wireless networks: cellular systems, medium access techniques, radio propagation models, error control techniques, handoff, power control, common air protocol (AMPS, IS-95, IS-136, GSM, GPRS, EDGE, WCDMA, CDMA 2000 etc), Wireless LANs Standards, wireless LANs, Wi-Fi, WiMAx, Bluetooth, sensor networks, physical layer specifications in wireless LANs, radio resource and network management. As an example for third generation interfaces, WCDMA is discussed in detail since is intended for graduate students who have some background on computer networks.

Recommended Readings:
· W. Stallings, “Wireless Communication Networks”, Prentice Hall, 2002.

· T.S. Rappaport, “Wireless Communication: Principles and Practice”, Second Edition, Prentice Hall, 2002.

· J.Schiller, “Mobile Communications”, Addison Wesley, 2000.

· V.K. Garg, “IS-95 CDMA and CDMA2000”, Prentice Hall PTR, 2000.

· J.P. Castro, “The UMTS Networks and Radio Access Technology- Air Interface Technioques for future Mobile Systems”, Wiley, 2001.

· H. Holma and A. Toskala, “WSDMA for UMTS radio Access for third generation Mobile Communications”, John Wiley & Sons, 2001.

CS745 Network Performance Evaluation (3 Credit Hours)

Objectives:

In this course students will study Analytical, simulation and experimental methods to evaluate and design networks. Will also use and Investigate network management tools and techniques such as OPNET and NS-2. 
Course Description: 

This is an advance course in networks and protocols. Analytical, simulation and experimental methods should be used to evaluate and design networks and protocols. Investigate network management tools and techniques. OPNET, NS, and REAL.

Recommended Readings:

T.G. Robertazzi, Computer Networks and Systems: Queuing Theory and Performance Evaluation, Springer-verlag, 2ndEdition, 1994.

CS746 Semantic Web (3 Credit Hours)

Course Description:

As the volume of Web resources grows exponentially, researchers from industry, government, and academia are now exploring the possibility of creating a Semantic Web in which meaning is made explicit, allowing machines to process and integrate Web resources intelligently. How will this Web of the future be effectively built? This course attempts to address this problem by covering most of the proposed approaches. This course provides a succinct account of this new Web, its principles, concepts, and related tools. Its main contribution lies in the ability to demonstrate how Semantic Web technologies may be integrated and realized in several application domains.

Course Objectives:

According to the general objective, students should be able:

· To understand the limitations of the present web and the importance of metadata in solving the problem

· To identify and resolve real world problems by applying these technologies successfully

· To build systems in different domains (for instance, knowledge management, biomedicine, e-commerce, e-learning, etc.) and applications for those areas

· To integrate applications developed with semantic web technologies with other software and hardware systems

· To assimilate technological changes

Course Contents:

Semantic Web introduction, vision and Layer Cake, Web Documents and XML, Resource Description Framework, RDF Schema and RDF Simple Entailment, SPARQL, Ontologies, Web Ontology Language OWL, Topic Maps, Logic and Inference Rules, RuleML, SWRL, Relations between Semantic Web Languages, Semantic Web Vocabularies and Applications, Web Services and Semantic Web Services, Agents on the Web, Semantic Web Applications, Ontology Engineering.
Recommended Readings 
· Grigoris Antoniou and Frank van Harmelen, A Semantic Web Primer, MIT Press, 2004.

· Dieter Fensel, James A. Hendler, Henry Lieberman, and Wolfgang Wahlster, Spinning the Semantic Web - Bringing the World Wide Web to Its Full Potential, MIT Press, 2002.

· Breitman, K.K., Casanova, M.A., Truszkowski, W., Semantic Web: Concepts, Technologies and Applications. NASA Monographs in Systems and Software Engineering Series, Springer 2007.

CS747 Information Architecture (3 Credit Hours)

Course Description:

The post-Ajaxian Web 2.0 world of wikis, folksonomies, and mashups makes well-planned information architecture even more essential. How to present large volumes of information to people who need to find what they're looking for quickly? This course will enable information architects, designers, and web site developers to build large-scale and maintainable web sites that are appealing and easy to navigate. This course will cover emerging technologies with recent examples, new scenarios, and information on best practices.

Course Objectives:

· To understand the fundamental components of an architecture, illustrating the interconnected nature of these systems

· To know about the latest concepts of the social web including Tagging, Folksonomies, Social Classification, and Guided Navigation

· To understand the tools, techniques, and methods that takes from research to strategy and design to implementation

· A series of short essays that provide practical tips and philosophical advice for those who work on information architecture

· The business context of practicing and promoting information architecture, including recent lessons on how to handle enterprise architecture

· Case studies on the evolution of large information architectures, illustrating best practices along the way

Course Contents:

Defining and Practicing Information Architecture, The Anatomy of an Information Architecture, Organizing Systems, Labeling Systems, Navigation Systems, Search Systems, Thesauri, Controlled Vocabulary, and Metadata, Research and Strategy, Design and Documentation, Tools and Software, Enterprise Information Architecture.
Recommended Readings 

· Peter Morville, Luis Rosenfeld, Information Architecture for the World Wide Web – Designing Large Scale Web Sites, O'Reilly Media, Inc., 2006.

· Duane Nickull, Dion Hinchcliffe and James Governor, Web 2.0 Architectures: What Entrepreneurs and Information Architects Need to Know, O'Reilly Media, Inc., 2009.

· Steve Krug, Don't Make Me Think! A Common Sense Approach to Web Usability, New Riders Publishers, 2006.
CS748 Web Data Management and Warehousing (3 Credit Hours)

Course Description:

Existence of huge amounts of data on the Web has developed an un-deferring need to locate right information at right time, as well as to integrating information effectively to provide a comprehensive source of relevant information. There is a need to develop efficient tools for analyzing and managing Web data, and efficiently managing Web information from the database perspective. This course is based on a data model called WHOM (Warehouse Object Model) to represent HTML and XML documents in the warehouse. It defines a set of web algebraic operators for building new web tables by extracting relevant data from the Web, as well as generating new tables from existing ones. These algebraic operators are used for change detection.
Course Objectives:

· To survey different Web data management systems

· To understand the node and link objects on the web and the constraints on the link structure

· Inferring structure in semi-structured data

· To understand query mechanisms for the Web

· To study the different schemas for web warehouse data

· Applications of Web warehouses

Course Contents:

Data Warehousing and the Web, Problems with Web data and Search, Survey of Web Data Management Systems, Hyperlink Structure of the Web, Query Mechanism for the Web, Schema for Warehouse Data, Web Data Visualization, Knowledge Discovery using Web Bags.
Recommended Readings:

· Bhowmick, Sourav S., Madria, Sanjay K., and Ng Wee K., Web Data Management, A Warehouse Approach, Springer Professional Computing Series, 2004.

· Athena Vakali and George Pallis, Web Data Management Practices: Emerging Techniques and Technologies, Idea Group Publishing, 2007.

· Rob Mattison, Web Warehousing and Knowledge Management, Mcgraw-Hill Publishers, 1999.
CS749 Information Retrieval (3 Credit Hours)

Course Description:

A multibillion-dollar industry has grown to address the problem of finding information. Commercial search engines are based on information retrieval: the efficient storage, organization, and retrieval of text. This course covers both the theory and practice of text retrieval technology. A practical approach is emphasized and students will complete several programming projects to implement components of a retrieval engine.

Course Objectives:

· Students will learn the underlying technology of search engines

· Gain practical experience building simple, but true-to-practice retrieval software

· Appreciate topics in the broad area of information retrieval, including evaluation, classification, cross-language retrieval, and computational linguistics

Course Contents:

Introducing IR, IR and IE, Page ranking algorithms, Search engine architecture, Crawling Techniques, Crawler algorithms, Role of query engine and its interface between the search index, the user and the web, Modeling, Retrieval Evaluation: Models, Languages, Indexing, Searching, Query Languages and Operations, Text and Multimedia, Indexing and Searching, Parallel and Distributed IR, UI Visualization, Libraries and Bibliographical Systems, Digital Libraries

Recommended Reading:
· Christopher D. Manning, Prabhakar Raghavan and Hinrich Schütze, Introduction to Information Retrieval, Cambridge University Press. 2008.
· Ricardo Baeza-Yates and Berthier Ribeiro-Neto, Modern Information Retrieval, Addison Wesley Longman Publishing Co. Inc, 1999.
· G. G. Chowdhury, Introduction to Modern Information Retrieval, Neal-Schuman Publishers, 2003.

CS750 Web Mining (3 Credit Hours)

Course Description:

The accessibility and ubiquity of content on the WWW has changed how we perceive information. Web mining aims to discover useful information or knowledge from Web hyperlinks, page contents and usage data. Due to the richness and diversity of information and other Web specific characteristics, Web mining is not just an application of data mining. Web mining has developed many of its own methods, ideas, models and algorithms. This course provides an in-depth coverage of how to extract and discover information within the Web and how we use the Web.

Course Objectives:

· To introduce Web mining technology from a practical point of view and to obtain a solid grasp of how techniques in Web mining technology can be applied to solve problems in real-world applications
· To provide students with a sound basis in Web data mining tasks and techniques
· To ensure that students are able to read, and critically evaluate Web mining research papers
· To ensure that students are able to implement and to use some of the important Web mining algorithms
· To design and develop a large scale web crawler and a mini search engine

Course Contents:

Data Mining and Knowledge Discovery, Web Usage Mining, Privacy Issues, Web Content Mining, Web Structure Mining and Link Analysis, Social Network Analysis, Web Mining Applications - Data integration for e-commerce and Web personalization and recommender systems, Web data warehousing, Review of tools, applications, and systems

Recommended Readings:

· Zdravko Markov and Daniel T. Larose, Data Mining the Web: Uncovering Patterns in Web Content, Structure, and Usage, Wiley-Interscience, 2007.

· Bing Liu, Web Data Mining: Exploring Hyperlinks, Contents, and Usage Data, Data-Centric Systems and Applications Series, Springer, 2009.

· Gordon S. Linoff and Michael J. A. Berry, Mining the Web: Transforming Customer Data into Customer Value, Wily Publishers, 2002.

· Mark Levene, An Introduction to Search Engines and Web Navigation, Pearson Education, 2005.

· Soumen Chakrabarti, Mining the Web: Discovering Knowledge from Hypertext Data, Morgan-Kaufmann Publishers, 2002.

· Pierre Baldi,Paolo Frasconi, Padhraic Smyth, Modeling the Internet and the Web: Probabilistic Methods and Algorithms, John Wiley and Sons Ltd, 2003.

CS751 Ontology Engineering (3 Credit Hours)

Course Description:

The general objective is to provide students with a sound grounding of scientific, methodological and technological fundamentals in Ontological Engineering and the Semantic Web areas. This knowledge will be later used to build applications that can integrate, combine and infer heterogeneous and distributed information.
Course Objectives:

By the end of the course, as a minimum, the student will be able to:

· Build and implement a small ontology that is semantically descriptive of their chosen problem domain

· Write JAVA code that can access, use and manipulate the ontology

· Represent data from a chosen problem in XML with appropriate semantic tags obtained or derived from the ontology

· Depict the semantic relationships among these data elements using Resource Description Framework (RDF)

· Write a web services application that “discovers” the data and/or other web services via the semantic web (which includes the RDF, data elements in properly tagged XML, and the ontology)

Course Contents:

Ontology: Introduction, Components, Types, Design Principles

Outstanding Ontologies:

Knowledge Representation Ontologies: OKBC, RDFS, DAML+OIL, OWL

Top-Level Ontologies Cyc, SUMO

Linguistic Ontologies: WordNet etc.

Domain Ontologies: PIM, eCommerce, Knowledge Representation, etc

Ontology Engineering Methodologies

Axioms, Rules and Inference

Ontology Merging, Ontology Evolution

Languages for Building Ontologies

Ontology Tools and Tool Suits

Recommended Reading:

· Asuncion Gomez-Perez, Oscar Corcho, and Mariano Fernandez-Lopez , Ontology Engineering: with examples from the areas of Knowledge Management, e-Commerce and the Semantic Web, Advanced Information and Knowledge Processing Series, Springer 2004.

· Jan LG Dietz , Enterprise Ontology: Theory and Methodology, Springer, 2006.

· Raj Sharman, Rajiv Kishore and Ram Ramesh, Ontologies: A Handbook of Principles, Concepts and Applications in Information Systems, Integrated Series in Information Systems, Springer 2007.

CS752 Description Logic (3 Credit Hours)

Course Description:

This course presents the main motivations for the development of Description Logics (DL) as a formalism for representing knowledge, as well as some important basic notions underlying all systems that have been created in the DL tradition.

Course Objectives:

After completion of this course, a student will know:

· The relationship between Description Logics and earlier systems and the key problems encountered with the older efforts

· The basic features of Description Logic languages and related reasoning techniques

· Knowledge representation using Description Logics

· The development of some implemented knowledge representation systems based on Description Logics

· How applications built with such systems are developed

Course Contents:

Introduction: Knowledge Representation, From Networks to DL

Theoretical Aspects: Basic Description Logics, Complexity of Reasoning, Relationship with other formalisms, Expressive DL, Extension to DL

Implementation: From DL to KR, DL Systems, Implementation and Optimization Techniques

Applications: Conceptual Modeling with DL, Applications in Software Engineering, Medical Informatics,, Digital Libraries, Web-based Information Systems, NLP, Databases, etc

Recommended Readings:

· Franz Baader, Diego Calvanese and Deborah McGuinness, The Description Logic Handbook: Theory, Implementation and Applications, Cambridge University Press, 2007

CS753 Soft Computing (3 Credit Hours)

Course Description:

Soft Computing refers to a collection of computational techniques in computer science, artificial intelligence and engineering disciplines which attempt to study, model and analyze complex problems - those for which more conventional methods have not yielded low cost, analytic and complete solutions. Unlike conventional computing, soft computing techniques are tolerant of imprecision, uncertainty and approximations.
Course Objectives:

The objective of the course is to design and develop intelligent systems in the framework of soft computing, and apply to some general and scientific application-driven environments. Students who successfully complete this course will be able to

· Have a general understanding of soft computing methodologies, including artificial neural networks, fuzzy sets, fuzzy logic, fuzzy clustering techniques and genetic algorithms

· Study neuro-fuzzy control and inference systems

· Have an insight into the genetic algorithms and computing, one of the powerful techniques to tackle hard optimization problems;

· Design and development of certain scientific and commercial application using computational neural network models, fuzzy models, fuzzy clustering applications and genetic algorithms in specified applications

· Study all these techniques from the point of view of the world wide web

Course Contents:

Introduction, Tools, Fuzzy Reasoning, Fuzzy Inference, Genetic Algorithms and its Applications, Fuzzy Logic, Applications, Neural Networks and its Applications, Learning (Supervised/Unsupervised, etc), Clustering and Classification, Case-based Reasoning and its Applications, Hybrid Systems, Adaptivity, When to use a technique, Knowledge Management

Recommended Readings:

· Zongmin Ma, Soft Computing in Ontologies and Semantic Web, Studies in Fuzziness and Soft Computing Series, Springer, 2006.

· N.K. Sinha, Naresh K. Sinha and Madan M. Gupta, Soft Computing and Intelligent Systems: Theory and Applications, Academic Press, 1999.
CS754 Web Engineering

Course Description:

The World Wide Web has become a major delivery platform for information resources. Many applications continue to be developed in an adhoc way, contributing to problems of usability, maintainability, quality and reliability. This course examines systematic, disciplined and quantifiable approaches to developing of high quality, reliable and usable web applications. The course introduces the methodologies, techniques and tools that support their design, development, evolution, and evaluation.

Objectives:

After completion of this course, a student will be able to:

· Have knowledge of web specific technologies and tools

· Understand the difference between traditional software engineering and web software engineering

· Know about the different application models and architectures of web applications

· Have in-depth knowledge of web application development and web project management

Course Contents:
Web Applications:

 Introduction, categories, Characteristics

Requirements Engineering for Web Applications
Web Application Modeling:

Requirements, content modeling, hypertext modeling, presentation modeling, methods and tools

Web Application architectures:

Introduction, components, layered and data-aspect architectures

Technologies for web applications:

Client side, server side, communication, and document specific technologies

Testing, operation and maintenance of web applications

Web Project management

Web Application Development Process

Advanced Topics:

Usability, performance, security of web applications, semantic web, semantic web services

Recommended Readings:
· Gerti Kappel, Birgit Pröll, Siegfried Reich, and Werner Retschitzegger, Web Engineering: The Discipline of Systematic Development of Web Applications, John Wiley & Sons, 2006 

· Gustavo Rossi, Oscar Pastor, Daniel Schwabe and Luis Olsina, Web Engineering: Modelling and Implementing Web Applications, Springer Verlag HCIS, 2007.
· Emilia Mendes and Nile Mosley, Web Engineering, Springer-Verlag, 2005.
· Woojong Suh, Web Engineering: Principles and Techniques, Idea Group Publishing, 2005.
· Jim Conallen, Building Web Applications with UML, Pearson Education, 2003.
· Leon Shlkar and Richard Rosen, Web Application Architecture – Principles, Protocols and Practices, John Wiley & Sons, 2003.
CS760 Morphology (3 Credit Hours)

Objectives:

After the completion of this course a student will be able to have a strong understanding of the following:

Morphology and its types

Different phenomena involved in morphology

Analyzing inflections and derivations

Computational models for morphological analyzers and synthesizers

]Xerox tool for the implementation of morphological analyzers and synthesizers

Implementation of morphological analyzers and synthesizers

Introduction to Morphology

What is morphology, morphemes, introduction to morphological analysis.

Words and Lexemes

What is word, types of words, inflection Vs derivation, Item-and-arrangement, Item-and-process, the lexicon.

Morphology and Phonology

 Allomorphs, prosodic morphology, Morphophonology 

Derivation

Derivation and lexicon, derivation and semantics

Inflection

What is inflection, inventory of Inflectional morphology types, Typology

Morphological productivity

Introduction, Productivity and structure, degrees of productivity

Practical

Regular expressions

Finite automata

FST

The XFST interface

The LEXC language

Planning and managing finite state projects

 Recommended Readings:
1. Daniel Jurafsky and James H. Martin. (2000). “Speech and Language Processing”. Pearson Education, Inc.

2. Mark Ronoff and Kirsten Fudeman. (2005). “What is Morphology?”. Blackwell Publishing.
CS761 Syntax (3 Credit Hours)
Objectives

At the end of this course, the students will be able to know about:
· The structure of phrases in a language

· The structure of sentences in a language

· The structure of phrases and sentence in local languages

· The processing of phrases and sentences by a computer

Language theory

Natural Languages, Regular languages, Formal languages

Grammar

Definition, elements, The Chomsky Hierarchy

Constituent Structure

Ambiguity, Constituency, Hierarchy, Syntactic categories, Tree diagrams, 

Noun Phrases

Adjuncts, Complements and adjuncts of N, Determiners, Adjectives and Adjective Phrases (AF), Possession and recursion, English NP structure

Case and Agreement

Case, Agreement

Tense, Aspect and Modality

Tense, Aspect, Perfect Vs. Perfective

Combinations of tense and aspect, Mood, Modality

Special sentence types

Direct vs. Indirect speech acts, basic word order, Commands, Questions, Negation

Subordinate clauses

Coordinate vs. subordinate clauses, complement clauses, Direct vs. Indirect speech, Adjunct clauses, Relative clauses

Indirect object and Secondary objects

The use of Syntax in Corpus development

Word classes, Part-of-Speech tagging

Parsing

Parsing with Context-Free Grammars, Unification Parsing, Lexicalized and Probabilistic Parsing

Recommended Readings:
1. Daniel Jurafsky and James H. Martin. (2000). “Speech and Language Processing”. Pearson Education, Inc 

2. Paul R. Kroeger. (2005). “Analyzing Grammar: An Introduction”. Cambridge University Press.

CS762 Corpus Linguistics (3 Credit Hours)
Objectives

At the end of this course, the students will be able:

· To understand how a corpus can be developed and processed?
· To know what is in existing corpus?
· To know different types of corpora and their day to day applications
Corpus Linguistics basics

What is a corpus, Corpus-based vs. intuition-based approach, corpus-based vs. corpus-driven approaches

Corpus characteristics

Representativeness, Balancing, Sampling

Corpus Mark-up

Introduction, Rationale for corpus mark-up, corpus mark-up schemes, character encoding

Corpus Annotation

Introduction, Corpus annotation, types of corpus annotations, embedded vs. standalone annotation

Multilingual corpora

Introduction, terminological issues, corpus alignment

Using available corpora

Introduction, general corpora, specialized corpora, written corpora, spoken corpora, synchronic corpora, learner corpora, monitor corpora

Corpora and applied linguistics

How to Develop a Corpus?

Corpus development methodology, Concordancer

Practical

XML language

 Recommended Readings:
1. Tony McEnery, Richard Xiao and Yukio Tono. (2006). “Corpus-Based Language Studies: An advanced resource book”. Routledge Applied Linguistics.

2. Tony McEnery and Andrew Wilson (2001). "Corpus Linguistics" Edinburgh University Press, 2nd Edition

CS763 Machine Translation (3 Credit Hours)
Objectives

At the end of this course, the students will be able to know about:

· The translation of natural languages by a computer
· The difficulties involved in machine translation

· The applications of machine translation

Linguistic aspects 

(mainly transfer problems, ambiguities, lexical gaps etc.)

Computational problems of machine translation

Paradigma of machine translation 

(direct, transfer, interingua)

Statistical based MT
Example-based MT
Evaluation of Machine translation
Examples of MT Systems 

Recommended Readings:
· Yorick Wilks (2008)  “Machine translation : its scope and limits”, New York : Springer
· Philipp Koehn  (Spring 2009) “Statistical Machine Translation”, Cambridge University Press. 
CS810 Computational Morphology (3 Credit Hours)
Objectives:

After the completion of this course a student will be able to have a strong understanding of the following:

Morphology and its types

Different phenomena involved in morphology

Analyzing inflections and derivations

Computational models for morphological analyzers and synthesizers

Xerox tool for the implementation of morphological analyzers and synthesizers

Implementation of morphological analyzers and synthesizers

Introduction to Morphology and Computational Morphology
What is morphology, morphemes, introduction to morphological analysis.

Words and Lexemes

What is word, types of words, inflection Vs derivation, Item-and-arrangement, Item-and-process, the lexicon.

Morphology and Phonology

 Allomorphs, prosodic morphology, Morphophonology 

Derivation

Derivation and lexicon, derivation and semantics

Inflection

What is inflection, inventory of Inflectional morphology types, Typology

Morphological productivity

Introduction, Productivity and structure, degrees of productivity

Practical

Regular expressions

Finite automata

FST

The XFST interface

The LEXC language

Planning and managing finite state projects

Recommended Readings
· Daniel Jurafsky and James H. Martin. (2000). “Speech and Language Processing”. Pearson Education, Inc.

· Mark Ronoff and Kirsten Fudeman. (2005). “What is Morphology?”. Blackwell Publishing.
CS811 Computational Syntax and Discourse (3 Credit Hours)
Objectives

At the end of this course, the students will be able to know about:

· The structure of phrases in a language

· The structure of sentences in a language

· The structure of phrases and sentence in local languages

· The processing of phrases and sentences by a computer

· To know discourse processing and segmentation of text

Language theory

Natural Languages, Regular languages, Formal languages

Grammar

Definition, elements, The Chomsky Hierarchy

Constituent Structure

Ambiguity, Constituency, Hierarchy, Syntactic categories, Tree diagrams, 

Noun Phrases

Adjuncts, Complements and adjuncts of N, Determiners, Adjectives and Adjective Phrases (AF), Possession and recursion, English NP structure

Case and Agreement

Case, Agreement

Tense, Aspect and Modality

Tense, Aspect, Perfect Vs. Perfective

Combinations of tense and aspect, Mood, Modality

Special sentence types

Direct vs. Indirect speech acts, basic word order, Commands, Questions, Negation

Subordinate clauses

Coordinate vs. subordinate clauses, complement clauses, Direct vs. Indirect speech, Adjunct clauses, Relative clauses

Indirect object and Secondary objects

The use of Syntax in Corpus development

Word classes, Part-of-Speech tagging

Parsing

Parsing with Context-Free Grammars, Unification Parsing, Lexicalized and Probabilistic Parsing
Discourse analysis, Anaphora Resolution, Ellipses Resolution
Recommended Readings
· Daniel Jurafsky and James H. Martin. (2000). “Speech and Language Processing”. Pearson Education, Inc 

· Paul R. Kroeger. (2005). “Analyzing Grammar: An Introduction”. Cambridge University Press.

· Ruslan Mitkov  (2002.   “Anaphora Resolution” Longman Publishers
CS812 Corpus and Natural Language Engineering (3 Credit Hours)
Objectives

At the end of this course, the students will be able:

· To understand how a corpus can be developed and processed?

· To know what is in existing corpus?

· To know different types of corpora and their day to day applications
Corpus Linguistics basics

What is a corpus, Corpus-based vs. intuition-based approach, corpus-based vs. corpus-driven approaches

Corpus characteristics

Representativeness, Balancing, Sampling

Corpus Mark-up

Introduction, Rationale for corpus mark-up, corpus mark-up schemes, character encoding standards, Text Encoding Initiative
Corpus Annotation

Introduction, Corpus annotation, types of corpus annotations, embedded vs. standalone annotation, Part-of –Speech Annotation, Syntactic Annotation, Anaphoric Annotation
Multilingual corpora

Introduction, terminological issues, corpus alignment, parallel corpora
Using available corpora

Introduction, general corpora, specialized corpora, written corpora, spoken corpora, synchronic corpora, learner corpora, monitor corpora

Corpora and computational linguistics

How to Develop a Corpus?

Corpus development methodology, Collocation Studies, Concordancing
Practical

XML language

Recommended Readings
· Tony McEnery, Richard Xiao and Yukio Tono. (2006). “Corpus-Based Language Studies: An advanced resource book”. Routledge Applied Linguistics.

· Tony McEnery and Andrew Wilson (2001). "Corpus Linguistics" Edinburgh University Press, 2nd Edition

CS813 Automatic Translation (3 Credit Hours)
Objectives

At the end of this course, the students will be able to know about:

· The translation of natural languages by a computer

· The difficulties involved in machine translation

· The applications of machine translation

Linguistic aspects: (mainly different types of ambiguities)
Computational problems of machine translation

Paradigms of machine translation 

1. Rule-Based:  (direct, transfer, interlingua, knowledge-based and text-based architectures)

2. Empirical: (statistical and example-based architectures)

Evaluation of Machine translation
Examples of state-of-the-art Machine Translation Systems 
Recommended Readings
· Yorick Wilks (2008)  “Machine translation : its scope and limits”, New York : Springer
· Philipp Koehn  (Spring 2009) “Statistical Machine Translation”, Cambridge University Press. 
CS820 Wireless Sensor Network (3 Credit Hours)

Objectives
· To introduce history of WSNs, application domains, platforms, and the limitations of current platforms.

· To discuss network layers, standards, time synchronization, localization, and routing for WSNs.

· To explore software engineering, implementation, deployment, and testing issues for WSNs.

· To provide students with an in-depth understanding of systems and algorithmic issues in wireless sensor networks and networked embedded systems.

· To read a large number of research papers, writing critiques, class presentations.

Course Description

Wireless Sensor Networks have received tremendous attention over past few years. These networks seek to extend the long-arm of the internet by connecting it to the rich tapestry of the physical world using sensors. Recent technology advancements (low-power radios, MEMS sensors) have opened up the potential for dense and potentially large-scale deployments, where many sensors co-ordinate to accomplish a sensing task. The vast potential for this research area has been demonstrated by numerous scientific and commercial applications that have emerged in recent years, as well as by the number of industrial and research institutions working in this area. Recent research directions include environmental sensing and prediction (CENS, CASA), seismic and structural monitoring (CENS). Commercial interests include factory automation, power monitoring and energy conservation through distributed climate control, and others. Many exciting applications will be emerging in the near future.

 

This course is intended to provide students with an in-depth understanding of systems and algorithmic issues in wireless sensor networks and networked embedded systems. Reading a large number of research papers, writing critiques, class presentations.

 

Topics Covered

Overview of WSN - motivation, applications, sensors, platforms.

Sensor network applications - habitat monitoring, tracking,     event localization, etc.

Programming the sensor nodes - TinyOS, NesC.

Wireless Networking - wireless transmissions, data dissemination, routing, MAC, coverage.

Middleware - time synchronization, localization, power management.

 Pre-requisites

 Proficiency in C, familiarity with networking and operating system concepts (undergraduate networking and OS courses)
Recommended Readings 

Richard Zurawski, “Embedded systems handbook‎”, 2006.

F. Zhao and L. Guibas "Wireless Sensor Networks: An Information Processing Approach", 2004.
Handouts will be distributed when necessary.

CS830 Computer Networking II (3 Credit Hours)

Objectives

This course has two objectives: one is to equip students with good knowledge on the selected advanced research topics in networking, and the other is to help students significantly improve research skills in terms of writing and presentation. Good knowledge will be obtained by attending and participating lectures. Readings will be provided. Students will experience a full cycle of typical research activities including literature survey, problem formulation, giving assumptions, providing a solution, providing a plan of evaluation of the solution, and finally presenting of the project results. After taking this course, students should be able to conduct research with a minimum level of guidance from their advisers. If desired, students will be able to extend the project toward their theses. Quality projects will be helped for a submission to conferences.

This PhD-level course is focused on understanding technical details in a number of areas of networking through reading and discussion of important research papers in the field. The topics which will be covered may include but are not limited to: 

Internet Architecture, Transport Layer Protocols (IPv6)
Network Layer Protocols, Wireless Networking 

Quality of Service, Network Security, Network Performance 

Network Management, Network Applications 

Design, specify implement and demonstrate a novel protocol. Perhaps the most exciting part of this course will be the research project. You will design, specify, implement, and demonstrate a protocol of your choice. It may be a performance-driven routing protocol that selects network paths based on measured delays or throughput. 

Recommended readings:
Network Algorithmic

by George Varghese, Morgan Kaufmann, 2005. 

In the second half of the semester we will mostly use research papers. We will also cover parts of the following books (you don't need to purchase them, but I highly recommend them if you are serious about networking): 

· M. Crovella and B. Krishnamurthy, Internet Measurement: Infrastructure, Traffic and Applications, 2006 

· Kumar, D. Manjunath and J. Kuri, Communication Networking, An Analytical Approach , 2004 

Additional good references: 

· W. R. Stevens, TCP/IP Illustrated, Volume 1: The Protocols, 1994. 

· G. R. Wright and W. R. Stevens, TCP/IP Illustrated, Volume 2: The Implementation, 1995. 

· B. Krishnamurthy and J. Rexford, Web Protocols and Practice: HTTP/1.1, Networking Protocols, Caching, and Traffic Measurement, 2001 

The following books are excellent references for UNIX network programming, you may need them for the course project, and you will find them useful for years to come. 

· M. Donahoo and K. Calvert, TCP/IP Sockets in C (or Java): Practical Guide for Programmers, 2000 

· W. R. Stevens, UNIX Network Programming, Volume 1 (2nd edition): Networking APIs - Sockets and XTI, 2/e , 1998 

· W. R. Stevens, UNIX Network Programming, Volume 2 (2nd edition): Interprocess Communications, 1999 

CS831 Advanced Network Security (3 Credit Hours)
Objectives

· Understand the design and implementation of advanced cryptographic algorithms for wired and wireless computing environments including the design and implementation of RSA and ECC 

· Achieve sound knowledge of network security components including the design, implementation, and configuration of Firewalls, Intrusion Detection Systems (static and dynamic checking of programs, anomaly detection, large-scale (Internet-wide) distributed intrusion detection, early sensing, complex attack scenario analysis, and automated response), Prevention Systems, Firewalls, IDSs, VPNs and prevention systems together 

· Develop knowledge of advanced network security architectures to allow better network protection, load balancing and recovery from attacks 

· Achieve sound knowledge of wireless network security 

Students will be expected to read all of the papers assigned during the class or may be added based on class interest. Students will have to write at least two reviews of papers assigned. These will be submitted at the beginning of class. Students submitting reviews for a paper will be expected to be active in the discussion of that paper. 

Major Topics 

Security Concepts and Terminology, TCP/IP and OSI Network Security 

Access Control Issues (Packet Filters, Firewalls), Communication Security (OSI Layer Security Protocols), Security Tools, Cryptography 

System Security - Intruders and Viruses, E-mail and Web Security 

Recommended Readings:

· Network Security Essentials, Prentice-Hall by William Stallings, 2000, ISBN: 0-13-016093-8. 
· Supplementary Materials 

· Maximum Security, 2nd Edition, SAMS Books by Anonymous, 1998, ISBN: 0-672-31341-3.
Maximum Linux Security, SAMS Books by Anonymous, 2000, ISBN: 0-672-31670-6. 

· The Cuckoo's Egg : Tracking a Spy Through the Maze of Computer Espionage; by Clifford Stoll; Pocket Books; ISBN 0671726889 

· Material from the Internet 

· Software and manuals found in the lab and on the Internet. 

CS840 Web Semantics (3 Credit Hours)
Course Description:

The Semantic Web is concerned with how to characterize web content, web services and web agents to enable greater automation, integration and reuse across applications. This course introduces core topics of the Semantic Web, goes into depth on the technologies underlying it, and considers how the Semantic Web stands to affect everyday life. This course is aimed to give students a detailed understanding of the principles and practices underlying the Semantic Web and to equip them with knowledge engineering skills.
Course Objectives:

· Understand the limitations of the current web in different scenarios

· Know about the enabling technologies of the Semantic Web

· In-depth knowledge of the application of these technologies

· Understand and use the tools developed in the field of web semantics

· Understand how more automation is achieved by adding semantics to web services

Course Contents:

Introduction to Semantic Web

The Syntactic Web, The Semantic Web, Working of the Semantic Web, Scope and Boundaries of the Semantic Web, Effects of the Semantic Web on Person, Business, Education and Government

Semantic Web Concepts

Ontologies, Taxonomy, Thesauri and Ontologies, Ontology Classification, Ontology Evolution, Merging, Alignment, Ontology Description Languages, Knowledge Representation in Description Logic, RDF and RDF Schema, OWL, Rule Languages, Semantic Web Services

Semantic Web Technologies

Methods for Ontology Development, Ontology Sources: Dublin Core, vCard, FOAF, Wordnet, CYC, SUMO, Other Ontologies, Ontology Libraries, Semantic Web Software Tools: Ontology Editors, Triple Storage Systems, Reasoners, SW Development Toolkits, Other Tools, SW Projects

Semantic Web Applications

Semantic Desktop: Metadata, Ontologies, Related Applications

Software Agents: Forms, Architecture, Communication in Semantic Web

Other Applications: Art, Geospatial Semantic Web etc

Recommended Readings:

· Karin K. Breitman, Morco A. Casanova, and Walter Truszkowski, Semantic Web: Concepts, Technologies, and Applications, Springer-Verlag, 2007.

· Grigoris Antoniou and Frank van Harmelen, A Semantic Web Primer, MIT Press, 2004.

· John Davies, Rudi Studer and Paul Warren, Semantic Web Technologies: Trends and Research in Ontology-based Systems, John Wiley & Sons, 2006.

· Raj Sharman, Rajiv Kishore and Ram Ramesh, ONTOLOGIES: A Handbook of Principles, Concepts and Applications in Information Systems, Springer, 2007.

CS841 Advanced Ontology Engineering (3 Credit Hours)

Course Description:

In the Computer Science perspective, ontology refers to the specification of knowledge about entities, and their relationships and interactions in a bounded universe of discourse only. As a result, a number of such ontologies have been created in several different areas. This course focuses on Foundations of Ontology-Driven Information Systems (ODIS), Ontology Engineering, ODIS Architectures, and ODIS Applications. 

Course Objectives:

· The ability to think about ontologies and information systems in conjunction with each other

· To cover both the structural and temporal dimensions of Information systems

· Know about the principles and techniques of ontology engineering

· Understand ODIS architectures in a variety of contexts including knowledge intensive business process, object models, ontology metaphors,

· Understanding the need of ontologies in Service Oriented Architecture (SOA)
Course Contents:

Foundations of Ontology-Driven Information Systems:
The road towards ontologies, Use of ontologies in Knowledge Management Systems, Ontologies in Buisness Model reengineering, Using Ontologies in Semantic Web

Ontological Engineering:
Ontological approach to develop knowledge intensive systems, Standards for ontology development, Ontology Specification and Integration, Ontology Revision, Ontology Population

Ontology-Driven Information Systems Architectures:
Ontology of Hypermedia Systems, Ontology-enables DBMSs, Ontology-based User Modeling, Ontology-based Personalized Search, Ontology in automating knowledge intensive business processes

Ontology-Driven Information Systems Applications:
ODIS for Supply chain management, Ontology in News domain, Ontology in Mobile Domain, Ontology in Manufacturing Domain, Ontology in Medical domain, Ontology based smart card system


Recommended Readings:

· Raj Sharman, Rajiv Kishore and Ram Ramesh, Ontologies: A Handbook of Principles, Concepts and Applications in Information Systems, Integrated Series in Information Systems, Springer Science, 2007.

· Asuncion Gomez-Perez, Oscar Corcho and Mariano Fernandez-Lopez, Ontology Engineering: with examples from the areas of Knowledge Management, e-Commerce and the Semantic Web, Advanced Information and Knowledge Processing Series, Springer 2004.
· LG Dietz, Enterprise Ontology: Theory and Methodology, Springer 2006.
CS842 Information Security (3 Credit Hours)

Course Description:

The protection of information assets underpins the commercial viability and profitability of all enterprises and the effectiveness of public sector organizations. It should not be left to chance. If you work in an organization concerned (directly or indirectly) with valuable information assets, this practical course will enable you to understand and manage strategic and operational aspects of information security, including IT governance and risk analysis and management. It will also provide the knowledge and skills needed to plan the implementation of an information security management system that provides efficient, effective safeguards and responds to your organization’s needs.
Course Objectives:

· Understand contemporary issues in information security management

· Analyze and prioritize information security risks

· Identify countermeasures and review techniques appropriate to the management of information security risks

· Understand the policy and technology trade-offs involved in developing information security systems of adequate quality

· Locate, read, comprehend and evaluate developments in the field as they appear in contemporary professional and research publications.

Course Contents:

Security management: need, aims and objectives of security management, various approaches to solve security problems 

Cryptography and security mechanisms: main types of cryptographic mechanism, security services, key management, cryptographic algorithms.

Network security:  Networking security technologies, user identification techniques, authentication protocols and key distribution mechanisms, security solutions for a variety of types of practical networks, including LANs, WANs, proprietary computer networks, mobile networks and electronic mail. 

Computer security: security requirements/policy, security models, security features and mechanisms in operating systems, security-related issues of computer architecture, security of middleware, software protection and web security.

Secure electronic commerce and other applications 

Standards and evaluation criteria 
Database security: concurrency control in distributed databases, methods for concurrency control and failure recovery in distributed databases and the interaction between those methods and security requirements, adapting access control policies to relational and object-oriented databases. 

Information crime: history, causes, development and repression through studies of surveys, types of crime, legal measures, and system and human vulnerabilities, effects of computer crime, motives and attitudes of hackers and other computer criminals.

Recommended Readings:

· Mark Stamp, Information Security – Principles and Practice, Wiley-Interscience Publishers 2003.
· Ross J. Anderson, Security Engineering: A Guide to Building Dependable Distributed Systems, Wily Publishers, 2008.

· Timothy P. Layton, Information Security: Design, Implementation, Measurement, and Compliance, Auerbach Publications, 2006.
· Harold F. Tipton, Micki Krause, Information Security Management Handbook, Auerbach Publications, 2008.

CS843 Information Visualization (3 Credit Hours)
Course Description:
The goal of information visualization is the unveiling of the underlying structure of large or abstract data sets using visual representations that utilize the powerful processing capabilities of the human visual perceptual system. This course will take a critical stance towards the field of information visualization. It surveys the existing approaches to information visualization and also analyzes the factors that contribute to success or lack thereof, as a means to determine how to devise future successful visualizations. Criteria for success in this analysis are either positive results from usability studies or wide adoption by the target user population. This course will also have a focus on how to present information clearly and effectively.
Course Objectives:
· Provide a sound foundation in human visual perception and how it relates to creating effective information visualizations

· Understand the key design principles for creating information visualizations

· Study the major existing techniques and systems in information visualization

· Evaluate information visualizations tools

· Design new, innovative visualizations

Course Contents:
Introduction and overview, Multivariate Data & Table/Graph Design, Case Studies, Visual Perception, Cognitive Issues, Multivariate Visual Representations, Parallel Coordinates and more, Visualizing Big Data, InfoVis Systems & Toolkits, Commercial Systems Demos, Learning Tableau, Tufte's Visual Design Principles, Time Series Data, Interaction, Overview and Detail (Focus & Context), Zooming and Panning, Visual Analytics, Hierarchies and Trees - Node-link and Space-filling, Graphs and Networks, Text and Documents, Evaluation, Animation, Geovisualization, Social and Casual Information Visualization

Recommended Readings:

· Stuart K. Card, Jock D. Mackinlay, and Ben Shneiderman, Readings in Information Visualization: Using Vision to Think, Morgan Kaufmann Publishers, 1999.

· S. K. Card, Information Visualization. In The Human-Computer Interaction Handbook, Lawrence Erlbaum Associates; 2003.

· S. Few, Effectively Communicating Numbers - Selecting the Best Means and Manner of Display, ProClarity Corporation, 2006.
CS844 Web Information Retrieval and Mining (3 Credit Hours)
Course Description:

The explosive growth of the Web has dramatically changed the way in which information is managed and accessed. Information Retrieval (IR) is finding unstructured information, usually documents, that satisfy an information need from within large collections, usually on servers or on the internet. As the World Wide Web is considered to be the most common and huge collection of such documents, the primary focus of our course will be the Web. This course aims to provide an in-depth coverage of the pre- and post-web IR techniques and tools. Web mining and knowledge discovery techniques on the web are also discussed.

Course Objectives:
· Understand the difference in data retrieval and information retrieval

· Knowing how to make an efficient index of a huge dataset

· Utilizing more effective ranking techniques

· Extract useful patterns from the web

· Personalize the web experience
Course Contents:

Information Retrieval and Information Extraction (IR & IE)
Traditional Vs. Web IR, Text Retrieval, Multimedia IR: Image Retrieval, Video Retrieval, Audio Retrieval, Page ranking algorithms, Search engine architecture, Crawling Techniques, Crawler algorithms

Modeling
Retrieval Evaluation: Models, Languages, Indexing, Searching, Query Languages and Operations, Indexing and Searching, Parallel and Distributed IR, User Interface Visualization, Libraries and Bibliographical Systems, Digital Libraries

Web Mining
Web Usage Mining, Web Content Mining, Web Structure Mining, Web Personalization, Recommender Systems
Recommended Readings:
· Zdravko Markov and Daniel T. Larose, Data Mining the Web: Uncovering Patterns in Web Content, Structure, and Usage, Wiley-Interscience, 2007.

· Bing Liu, Web Data Mining: Exploring Hyperlinks, Contents, and Usage Data, Data-Centric Systems and Applications Series, Springer, 2009.

· Mark Levene, An Introduction to Search Engines and Web Navigation, Pearson Education, 2005.

· Anthony Scime, Web Mining:Applications and Techniques, Idea Group Publishing, 2004.

· Christopher D. Manning, Prabhakar Raghavan and Hinrich Schütze, Introduction to Information Retrieval, Cambridge University Press. 2008.
· G. G. Chowdhury, Introduction to Modern Information Retrieval, Neal-Schuman Publishers, 2003.

CS845 State-of-the-art in Software Technology (3 Credit Hours)

Description:

The objective of this course is to introduce students to the broad range of web-based services, computer languages, APIs, and other software tools that are developed in both commercial and open-source domains. This course specifically explores collaborative, project oriented and open source tools and services that prove useful in software projects and research. After completion of this course a student will be able to select/recommend the most appropriate tool for a service/application. This will also enable a student to monitor developments in the field of software technology.

Objectives:

· Understand trends, tools and techniques used in open source software development

· Application of these tools for locally setting up a prototypical research project

· Know about web-based services and their suitability for different applications

· Knowledge of APIs and tools used in different research areas of Computer Science

Course Contents:

Programming Languages and Software Development Tools
Introduction, Evolution, Procedural, OO, Declarative, State-of-the-art, APIs, Compilers, Cross-Compilers, Build Tools, IDEs, Version Control, Object Oriented, CASE Tools, UML, Application Servers, Testing, Virtual Machines

Commercial and Open Source Software Development
Licensing, Desktop Vs. Web-based OS development, Development Tools and Services, Open Source API

Communication
Chat, Conferencing, Email, Email clients (MUA), Filters, File Sharing, Internet Phone, VoIP, RSS Feed Readers, Streaming

Databases
Database Engines/servers, DB Frontends, ETL Tools, Database Design Tools, Distributed and OO DBMSs, Data Mining Tools, Encrption Technology in Databases, Data Quality Tools
OS and Desktop Environments
Windows family of OS, Unixes, Gnome, KDE, Window Managers

Data Formats and Data Ptotocols
DocBook, HTML/XHTML, JSON, SGML,TeX/LaTeX, XML, XML-RPC, AJAX, SOAP, RSS, NNTP, Web Services

Internet
FTP, Log Analysis, DNS, WWW/HTTP: Browsers, Http Servers, Indexing, Search, Site Management, Dynamic Content: Blogging, Message Boards, Wiki, Ticketing Systems, CMS Systems, CGI Tools/Libraries

Security
Antivirus, Anti-Spyware, Firewalls, Encryption Software, Privacy Software

Browsers
Web Browsers, RSS and News Readers, Plug-ins and extensions for browsers

Educational Software
E-book software, Reference Software, Teaching Tools, E-learning Software tools

Business Software
Accounting, Billing, Auction Software, Collaboration Software, Database Management Software, Document Management, Ecommerce, Office Suits, Project Management, Presentation Software

Plagiarism Software Tools and Services

Other Tools
Mobile Tools/APIs/OS, Cluster and Grid Computing Software, Multimedia Codecs and APIs

Recommended Readings:

· Karl Fogel, Producing Open Source Software: How to Run a Successful Free Software Project, O'Reilly Media, Inc., 2005.
· Heather J. Meeker, The Open Source Alternative: Understanding Risks and Leveraging Opportunities, Wiley Illustrated Edition, 2008.
· Open Source Initiative, http://www.opensource.org
· Open Source Software, http://sourceforge.net
· Eclipse IDE, http://www.eclipse.org
· Free Software Downloads, http://www.download.com
· World Wide Web Consortium, http://www.w3.org
· Wikipedia, http://www.wikipedia.org/
CS850 Topics in Databases (3 Credit Hours)

Objectives

The main objective of this course includes an overview of the selected advanced topics in databases. A student should have studied databases at master’s level that provides foundation for this course. A student should study recent research work going on in the area of databases.

Contents

Data Warehousing: Warehouse Architecture, Dimensional data model, STAR and Snow Flake Schemas, Aggregations, ETL Process, Data Marts, ROLAP vs MOLAP, Data cleaning, Materialized views,

Data Mining: A View of the KDD Process; Problems and Techniques; Data Mining Applications; Prospects for the Technology, Data Mining Inputs and Outputs, Data Mining Algorithms, Evaluating Data Mining Results

Database Security: Data protection: basic concepts, Access control policies, Administration policies, Advanced access control models, Fine Grained Security Techniques, Data Encryption

Distributed and Object Oriented Databases: Distributed DBMS Architecture, Design, Semantic Data Control, Distributed Query Processing and Concurrency Control

Recommended Readings:

· Witten and E. Frank, Data Mining: Practical Machine Learning Tools and Techniques with Java Implementations, Morgan Kaufman, 1999.

· J. Han and M. Kamber, Data Mining: Concepts and Techniques, Morgan Kaufman, 2000. 

· D. Hand, H. Mannila and P. Smyth. Principles of Data Mining, MIT Press, 2001.

· M. H. Dunham. Data Mining: Introductory and Advanced Topic. Prentice Hall, 2003.

· M. Jarke, M. Lenzerini, Y. Vassiliou, P. Vassiliadis (ed.), Fundamentals of Data Warehouses, Springer-Verlag, 1999. 

· Ralph Kimball, The Data Warehouse Toolkit, Wiley 1996.

· Database Security By Silvana Castano Published 1995 Addison - Wesley 

CS851 Advanced Object-oriented Methods (3 Credit Hours)

Objectives

· Each student should know the basis for object-oriented analysis and design. 

· Each student either prepares a research paper on some aspect of object orientation or builds and analyzes a non-trivial object oriented model.

· Each student reviews one other student’s research paper as for a refereed journal or conference.

Description

The course investigates the object-oriented approach to system analysis and design. 

Contents 

UML: Introduction, UML Views, Use cases, Class, State, Sequence, Collaboration, Activity, Component, Deployment diagrams, Relationship, Generation / Specialization, UML and extensions, Design Patterns, Object-oriented languages Smalltalk, Ada, Eiffel, Java, C++, Python, Concurrency in Java, Concurrent object oriented languages, Concurrent Smalltalk, Eiffel, Inheritance anomaly

Recommended Readings

· M. Fowler, UML distilled, 2nd Ed., Addison-Wesley 2000

· S. W. Ambler, What's missing from the UML? Object Magazine 7:8, October 1997, 28-36

· S. Caddel, Software architecture and the use of patterns: How Christopher Alexander's The timeless way of building can be applied to software design, Tech. Report CTU-CS-2001-06.
http://iis-web.coloradotech.edu/Computer_Science/Tech_Reports/CaddelTR.pdf
· D. Caromel. Toward a method for object-oriented concurrent programming. CACM Sept. 1993, 90 - 102

1. Cockburn, The interaction of social issues and software architecture, CACM 39:10 (October 1997) 40-46

2. Henderson-Sellers and F. Barbier, Black and white diamonds, Proc. <<UML>>'99. LNCS 1723, Springer 1999, 550-565

· N. L. Kerth and W. Cunningham. Using patterns to improve our architectural vision, IEEE Software, January 1997, 53-59

1. Kristensen, Complex Associations: Abstractions in object-oriented modeling, Proc. OOPSLA '94, 272-286

· P. Löhr. Concurrency annotations for reusable software, CACM 36:9 (Sept 1993) 81-89

programming languages. In G. Agha, P. Wegner, and A. Yonezawa, editors, Research directions in concurrent object-oriented programming, pages 107 - 150. MIT Press, 1993. http://web.yl.is.s.u-tokyo.ac.jp/papers/
· B. Meyer. Systematic concurrent object-oriented programming. CACM 36:9 (Sept 1993) 56 - 80.

· J. J. Odell, Six different kinds of aggregation, JOOP January 1994, 10-15.

· J. J. Odell, Power types, JOOP May 1994, 8-12

CS852 Advanced Software Engineering and Design (3 Credit Hours)
Objectives
This course describes the software development process in detail, including the software life cycle and models of software development; requirements analysis and software design techniques, such as SADT and Jackson Design Methodology; techniques for software quality assurance, including design reviews, testing, metrics, and an introduction to program verification; and software project planning, organization, and management. A student should study recent research work in the area of software engineering during this course.
Learning Outcomes

By the end of the course, students will be able to:
· Collect software requirements and develop use cases 

· Develop analysis and design models 

· Critique analysis and design models to suggest possible improvements 

· Use analysis/design models to guide implementation 

· Assess and ensure software quality using unit tests, system tests, metrics, and static analysis 

· Understand the software lifecycle 

· Understand the issues involved in planning and estimation for a software project 

Course Contents:

Introduction, Development Process, Requirements Gathering Handling Changing Requirements, Object-Oriented Analysis, Object-Oriented Design, Software Architecture, Team project implementation, Version control, Design principles, Iterating and Testing, Software Lifecycle, Extreme Programming (XP), Users Stories, Pair Programming, Refactoring, Unit Testing, Extreme Programming Project Management

Recommended Readings
· Kent Beck and Cynthia Andres, Extreme Programming Explained, 2nd ed. Aug 2006
· Martin Fowler, UML Distilled, 3rd ed. 2003
· The Unified Modeling Language User Guide, Grady Booch, et. al., Addison Wesley, 1999, ISBN: 0201571684 

· Refactoring:  Improving the Design of Existing Code, Martin Fowler, et. al., Addison Wesley, 1999, ISBN: 0201485672 

· Design Patterns, Gamma, et. al., Addison Wesley, 1995, ISBN: 0201633612 

· AntiPatterns:  Refactoring Software, Architectures, and Projects in Crisis, Brown, et. al., Wiley, 1998, ISBN: 0471197130 

· Object-Oriented Software Construction, Second Edition, Bertrand Meyer, Prentice Hall, 1997, ISBN: 0136291554 
  
CS860 Advanced Computer Graphics (3 Credit Hours)
Objectives

· To learn the state of the art computer graphics techniques
· Development and implementation of graphics algorithms
· Graphics programming skills for 2D and 3D
· Learning at least one standard graphics library and its use (OpenGL)

Introduction
Computer graphics is the first course in this area , and assumes no prior background of students in this area. This course will emphasize on principles needed to design, use and understand computer graphics systems. This course covers fundamental topics from two dimensional computer graphics such as scan conversion , filling , 2D-Viewing , Clipping , 2D Projections , 3D concepts , Graphical User Interfaces(GUI) and Modeling Concepts. The course will also put emphasis on practical aspect with use of OpenGL to illustrate various concepts.

Introduction to Computer Graphics
Overview of Computer Graphics(Ch1,Hill), Elements of Pictures(Polylines, Text, Filled Regions, Raster Images etc), Graphics Display devices, Graphics Input Primitives, Image Representation (Ch1, Schaum Series), RGB Color Model, Direct Coding, Lookup Tables, Image Files

Drawing Figures (Ch2,Hill)
Device Independent Programming and OpenGL, Window based programming, Drawing basic primitives, Line Drawing, Simple Interaction with the Mouse and Keyboard

Scan Conversion (Ch3, Hearn, Baker)
Scan Conversion, Scan Converting a Point, Scan Converting a Line, DDA Algorithm, Bresenham’s Line Algorithm, Scan Converting a Circle, Properties of Circles, Midpoint Circle Algorithm, Scan Converting an Ellipse, Properties of Ellipses, Midpoint Ellipse Algorithm

Filling Algorithms (Ch3,Hearn,Baker)
Filling Areas, ScanLine Polygon Fill Algorithm, Boundary Fill Algorithm, Flood Fill Algorithm

Two Dimensional Geometric Transformations (Ch5,Hearn,Baker)
Basic Transformations, Translation, Rotation, Scaling, Matrix Representations and Homogeneous Coordinates, Composite Transformations

 
2D Viewing(Ch6,Hearn,Baker)
World windows and Viewports, Clipping Points, Clipping Lines, Cohen Sutherland Line Clipping, Liang-Barsky Line Clipping, Clipping Polygons, Sutherland-Hodgeman, Polygon Clipping, Weiler-Atherton Polygon Clipping, Text Clipping, Exterior Clipping

3D Concepts(Ch9,Hearn,Baker)
Three Dimensional Display Methods, Parallel Projection, Perspective Projection, Depth Cueing, Visible Line and Surface Identification, Surface rendering, Exploded and, Cutaway Views, Three Dimensional and Stereoscopic Views

Illumination and Shading (Ch14, Hearn, Baker)
Illumination Models, Light Sources(Point Light, Directional Light, Spot light), Reflections, Ambient Light, Diffuse Reflection, Specular Reflection and Phong Model, Flat, Gouraud and Phong Shading methods, Texture Mapping

Image Manipulation and Storage (Ch17, Foley et al)
What is an Image, Filtering, Image Processing, Geometric Transformations of Images, Multipass Transformations, Image Compositing, Mechanism for Image Storage, Special effects with images

Recommended Readings: 

· Computer Graphics, 2nd Edition , Hearn, Baker, Addison Wesley, 1994
· Computer Graphics using Open GL, 2nd Edition, F.S Hill, Jr. Prentice-Hall, 2001
· Computer Graphics principles and practice,2nd Edition, Foley, Van Dam,Feiner Hughes, Addison-Wesley 1996.
· Computer Graphics(Schaum’s outlines series),2nd Edition,Zhigang Xiang, Roy Plastock , McGraw-Hill, 2000.
CS861 Pattern Recognition (3 Credit Hours)
Objectives:

The objective of this course is to provide an introduction to a variety of techniques used in the statistical, neural and machine learning domains. These methods are applicable to a vast array of problems in the speech recognition, image analysis/computer vision, signal processing, biometrics and document image analysis. The students will be introduced to research through case studies and discussion of research papers.  The students will develop research skills by doing research project involving literature review, EEE style semester research paper and practical implementation with relevant results.

Course Outline

Introduction to Pattern Recognition, Machine Perception, Pattern Recognition Systems, Design Cycle, Learning and Adaptation, Pre-Processing, Feature Extraction, Image Compression, Edge Detection, Skeletonization, Segmentation, Geometric features, (Loops, Intersections and Endpoints), Bayes Decision Theory, Dimensionality Reduction:

Principal Component Analysis, Linear Discriminant Analysis, Problems of Dimensionality, Neural Networks: Kn-Nearest Neighbor Estimation, Unsupervised learning, clustering, vector quantization, K-means, Multilayer Neural Networks 

Support Vector Machines, Hidden Markov Model, Comparing Classifiers using Cross-Validation 

Relevant Research Papers: 

· Mathew A. Turk, and Alex P. Pentland, ”Face Recognition Using Eigenfaces”, IEEE ,1991.

· Michael J. Lyons, Julien Budynek, and Shigeru Akamatsu, “Automatic Classification of Single Facial Images”, in IEE Transactions on Pattern Analysis and Machine Intelligence, Vol. 21, No. 12, December 1999.

· Zhao,W., Chellappa, R., and Krishnaswamy, A, “Discriminant analysis of principal components for face recognition”, In Proceedings, International Conference on Automatic Face and Gesture Recognition. Page 336–341, 1998.

· Daniel L. Swets and John (Juyang) Weng, “Using Discriminant Eigenfeatures for Image Retrieval”, IEEE Transactions on Pattern Analysis and Machine Intelligence, Vol. 18, No. 8, August 1996.

· Anil K. Jain, Robert P.W. Duin, Jianchang Mao, "Statistical Pattern Recognition: A Review," IEEE Transactions on Pattern Analysis and Machine Intelligence, vol. 22, no. 1, pp. 4-37, January, 2000.

Recommended Readings:

· Richard O. Duda, Peter E. Hart and David G. Stork, “Pattern Classification”, 2nd Edition. John Willey and Sons Inc. 2001
· Abhijit S. Pandya, Robert B. Macy, “Pattern Recognition with Neural Networks in C++” CRC-Press, 1995
· Andrew Webb, “Statistical Pattern Recognition”, 2nd Ed, Wiley 2002 

· Laurene V. Fausett, “Fundamentals of Neural Networks: Architectures, Algorithms And Applications” Prentice-Hall, Inc., 1994
CS862 Computer Vision (3 Credit Hours)
Objectives

At the end of this course, the students will be able:

· To understand how images are processed by a computer?

· To differentiate between just recording images and understanding them just like human beings

· To grasp the concept of the capability of a computer or a robot to see things with understanding and making appropriate decisions

Course Description

Introduction to the basic concepts in computer vision. 

An introduction to low-level image analysis methods, image formation, edge detection,

feature detection, image segmentation. Image transformations (e.g., warping, morphing, and mosaics) for image synthesis. Methods for reconstructing three-dimensional scene information using techniques such as depth from stereo, structure from motion, and shape from shading.  Motion and video analysis. Two-dimensional object recognition.

Recommended Readings
Computer Vision: A Modern Approach by D. A. Forsyth and J. Ponce, Prentice Hall, Upper Saddle River, N.J., 2003
CS863 Special Topics in Computer Science (3 Credit Hours)
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