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A HYBRID MODEL FOR THE CROSS SELLING PROBLEM

1. Objective. A consumer finance company has identified a potential business that can be targeted by leveraging its existing customer base. It has a pool of credit card customers as well as home loan (mortgage) customers. While both these products have been on the market for many years, the overlap is low and the company has sniffed an opportunity here. The company feels there is scope to cross sell its home loan product to credit card customers. However, as it would be imprudent to expend marketing resources on all credit card customers with a view to cross sell them home loan product, it wants a model to focus its resources better. The challenge is to design a model, which can identify existing credit card customers of the company with a potential for availing home loan products.

2. Data Description: The Company has provided a modelling dataset of 40,700 customers. This is a sample of customers who opened a new credit card account with the company within a specific 2 years period and who did not have an existing home loan with the company. A target categorical variable named ‘target_flag’ has also been provided for each of the 40,700 customers. This variable has a value of 1 if the customer has opened a home loan account within 12 months after opening the credit card account. (700 customers out of 40,700) and has the value 0 otherwise (40,000 customers). To assist model building, collateral information on demographic, economic and business data totalling 40 variables has also been provided on each of these 40,700 customers. In all, individual data on these 40 variables together with the corresponding target_flag and customer_id for each of the 40,700 customers constitute the modelling dataset. 

A prediction dataset (8,000 sampled cases) has also been provided by the company with similar variables but withholding the target_flag . The data mining task is to produce a score (called target_score) for each customer in the prediction dataset, indicating a credit card customer’s propensity to take up a home loan with the company (higher the score, higher the propensity to avail home loan product). 

It is not difficult to see that the modelling challenge has been made complex by the very low proportion of customers who availed home loan (700 out of 40,700). Additionally, the proportion of target_flag =1  in the modelling dataset need not equal the same proportion in the prediction dataset. Any modelling exercise has to take into account these constraints. 

3. Data Preparation: We commenced this task with an examination of the 40 variables with regard to presence of noise, outliers and missing values. The first pass yielded the following results:

Table 1. Data Issues

	Type
	Column Names

	Noise
	ANNUAL_INCOME_RANGE

	Outlier
	NBR_OF_DEPENDANTS, TOTAL_NBR_CREDIT_CARDS, CURR_EMPL_MTHS

	Missing Data
	CUSTOMER_SEGMENT, ANNUAL_INCOME_RANGE, CHQ_ACCT_IND, SAV_ACCT_IND, AMEX_CARD, DINERS_CARD, VISA_CARD, MASTERCARD, RETAIL_CARDS, DISP_INCOME_CODE


The second pass revealed some codes, which are equivalent to blank or unknown (e.g. ‘X’ for RENT_BUY_CODE, ‘H’ for MARITAL_STATUS, ‘X’ for CHQ_ACCT_IND, SAV_ACCT_IND, AMEX_CARD, DINERS_CARD, VISA_CARD, MASTERCARD, RETAIL_CARDS). It was our endeavour not to loose information by leaving out these records especially the ones with target_flag = 1. The cleansing steps included (a) replacement with most logical values (e.g. ‘00K-30K’ for ANNUAL_INCOME_RANGE was replaced by ‘0K-30K’), (b) replacement with estimated value from similar groups of individuals (e.g. 12 and 15 values of NBR_OF_DEPENDANTS were cleansed based on age, salary and marital status).

In the second step, the set of 40 variables were examined one at a time vis-à-vis the target_flag to examine existence of possible relationship between them. Two new variables were also constructed. These are ‘total_residence’ and ‘total employment’ created by adding up variable CURR_EMPL_MTHS to PREV_EMPL_MTHS and CURR_RES_MTHS to PREV_RES_MTHS respectively. This was done as we felt that total employment and total residence would have a higher bearing on target_flag than current and previous employment and residence variables treated separately. The dependent variable target_flag being of nominal type and the 40 independent variables being of various types viz nominal, ordinal and scale, different measures were used to examine existence of relationship. For independent variables which were nominal, Crammer’s V statistics was used. For ordinal independent variables, the Chi Square statistics was used. For scale independent variables, eta statistics was used. Correlation between variables was also studied to do away with the ill effects of multicollinearity. For example, the correlation co efficient between variables B_ENQ_L6M_GR2 and B_ENQ_L12M_GR2 was found to be 0.781 and hence only one to them could be used. While the second step did provide us with a list of variables, which influenced target_flag, we endeavoured to increase this list in order to build an efficient model. 

Consequently in the third step, many of the scale independent variables, which as it is did not appear to have any influence on target_flag were categorised. Some of the nominal and ordinal independent variables were also recategorized. The category boundaries were determined manually based upon our experience of data handling consistent with the overall aim of improving target_flag discrimination between categories. We used the z test for testing significance in difference of proportions for this exercise. Based upon this, the following set of 11 new regressor variables were created and used in our model building exercise.

1. CUSTOMER_SEGMENT_NEW = 2/1 for CUSTOMER_SEGMENT = 2/others

2. Marital_status_new = 1/2 for MARITAL_STATUS = (A,D) / others

3. Rent_buy_code_new = 0/1/2 for RENT_BUY_CODE = M / B,R / O,P

4. Annual_income_NEW = 0/1/2 for ANNUAL_INCOME_RANGE in (30-90, 90-150) / (150-240, 240-360) / (0-30,  360+)  

5. A_DISTRICT_APPLICANT_NEW = 0/1/2 for A_DISTRICT_APPLICANT =  0,1,7 / 2,3,4,5 / others

6. B_ENQ_L12M_GR3_NEW = 0/1/2/3 for B_ENQ_L12M_GR3 = 0/1/2/others

7. B_ENQ_L12M_GR2_NEW2 = 0/1/2 for B_ENQ_L12M_GR2 = 0/2/others

8. B_ENQ_L3M_NEW2 = 0/1/2/3 for B_ENQ_L3M = 0/1/2,5/ others

9. age_gp_new2 = 0/1/2 for AGE_AT_APPLICATION in [22-34] / [35-49] / others

10. total_residence = 0/1/2/3 for CURR_RES_MTHS + PREV_RES_MTHS in [0,39]/ [40,100]/ [101,250]/ otherwise

11. total_employment = 0/1/2 for CURR_EMPL_MTHS + PREV_EMPL_MTHS in [0,30]/ [31,200]/ otherwise

4. Modelling Methodology: We used a three stage modelling procedure. 

(a) Model Options: The dependent variable target_flag being dichotomous, we used binary logistic regression technique in the first stage of model building. Since the modelling dataset was unbalanced with regard to target_flag, the cutoff was fixed at 0.017199 (=700/40700) in line with recommendation by Crammer(1999). With this cutoff, the % correct prediction was found to be 73.1%. While this is not bad, we desired to explore other options to improve this success rate.

In the second stage of model building, records of the prediction dataset were profile matched with records of the modelling dataset. The matching was carried out on the same set of 11 variables used in first stage. This was done based on the assumptions that although the proportion of target_flag=1 is not representative but (a) the cases are representative in nature and a group of similar records can be treated as templates for learning and (b) the prediction dataset of 8,000 and modelling dataset of 40,700 cases actually came from the same population. There are three possibilities:

· single type match (i.e. records in the prediction dataset which matched with records in modelling dataset with regard to all the 11 regressors and had target_flag = 1 or 0 exclusively)

· double type match (i.e. records in the prediction dataset which matched with records in modelling dataset with regard to all the 11 regressors and had target_flag = 1 and 0 both)

· No match

Out of 8,000 records in the prediction dataset, 4827 and 1972 records were of first two types respectively.

In the third stage, the predictive probabilities obtained through binary logistic regression were updated by introducing a ‘boost factor’ derived from the output of profile matching in stage 2. The philosophy behind devising the boost factor is to make our predictive model more discriminatory in nature by increasing the distance (and consequently reducing the overlap) between the distribution of 1’s and 0’s with respect to target_flag. For above three cases, the following strategies were adopted:

(i) For single type match: In such records, the number of matches (either with 0’s or 1’s ) provided information on strength of the match. Clearly higher the number of matches, stronger the information. More support from target_flag = 0/1 would mean more chance for not taking/taking loan. Accordingly, we designed two formulas. We obtained unadjusted target scores (uts) through these formulas and then obtained the target_score from it. In the first formula, we defined

uts1=
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Here pp means predictive probability as given by the binary logistic regression model.

The second formula stemmed from the fact the modelling dataset is unbalanced as the ratio of values 1 and 0 of variable target_flag is 700:40000. (It is more likely that number of 0 matches will be more than number of 1 matches).  In the second formula, we thus defined uts as

uts2=
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(ii) For double type match: Records of the prediction dataset which matched with records of the modelling dataset with target_flag = 0 as well as 1 were included here. For each such record in prediction dataset, we determined the number of records with target_flag = 1 and target_flag = 0 in the modelling dataset. We then devised following formulas keeping similar reasoning in place except uts7 which is aimed at minimising N1*(1-p)2 +  N0*(0-p)2 (p is the estimated propensity) with respect to N1 and N0: 

Uts3
 = pp * (1+ (N1)2)/ (N0 + N1)

Uts4 
= pp * (400/7* N1- N0); if  400/7* N1> N0

= pp / (N0 - 400/7* N1); if  400/7* N1< N0

= pp; otherwise

Uts5 
= pp * (1+ (N1*400/7)2)/ (N0 + N1*400/7)

Uts6 
= pp * 400/7 * (N1/ N0)

Uts7 
=  N1/ (N0+N1)

where  N0 = Number of match with 0 and N1 = Number of match with 1

(iii) No match: Here unadjusted target score = predictive probability as given by the binary logistic regression.

(b) These unadjusted target score were then scaled to the interval [0,1] to obtain target_score. The scaling was done separately for the three different types of match, as the maximum and minimum were different .
(c) Evaluation of uts’s: Since in the third stage we had a choice of formulas to choose from, we had to design a criterion to choose the best performing formula. In order to do this we applied the reverse matching technique by which modelling dataset were awarded the same propensity score as that of a matching record in the prediction dataset. This was repeated twice on the modelling dataset i.e. for a) the single matched and b) the double matched datasets of the whole prediction dataset. The criterion we used for the purpose was SSE (Sum of Squares) where

SSE = ((matching propensity score-target_score)2; where ( is summation taken over all records of the modelling dataset which matched with single match and double match datasets of the prediction dataset separately. 

Clearly, lower the SSE, better are the matching target scores. The models were evaluated by comparing the SSE’s along with the SSE calculated on the basis of propensity figures given the binary logistic regression on a self learning mode. The ratios are tabulated in Table 2.

                 Table 2: SSE ratio of different formulas

	Type of match
	Formula option
	SSE  ratio


	Single type match 
	Self-learned
	20.42 


	
	Uts1
	5.22


	
	Uts2
	1


	Double type match
	Self-learned
	1.305223


	
	Uts3
	1.050809


	
	Uts4
	1.379766


	
	Uts5
	1.633405


	
	Uts6
	1


	
	Uts7
	1.054991



Based on the above table, we used uts2 and uts6 for single type and double type matches respectively for obtaining our final target_scores.

5. The Final Scoring Model: The final target_scores were provided for each record in the prediction dataset by using the following four step procedure.

(i) Step 1: Obtained predictive probability using the binary logistic regression with the parameters given below.

Table 3: Categorical Variables Codings

	
	Frequency
	Parameter coding

	 
	 
	(1)
	(2)
	(3)

	B_ENQ_L3M_NEW2
	.00
	25948
	1.000
	.000
	.000

	 
	1.00
	9120
	.000
	1.000
	.000

	 
	2.00
	3342
	.000
	.000
	1.000

	 
	3.00
	2148
	.000
	.000
	.000

	B_ENQ_L12M_GR3_NEW
	.00
	27976
	1.000
	.000
	.000

	 
	1.00
	6722
	.000
	1.000
	.000

	 
	2.00
	3073
	.000
	.000
	1.000

	 
	3.00
	2787
	.000
	.000
	.000

	age_gp_new2
	.00
	14760
	1.000
	.000
	 

	 
	1.00
	16633
	.000
	1.000
	 

	 
	2.00
	9165
	.000
	.000
	 

	Rent_buy_code_new
	.00
	16167
	1.000
	.000
	 

	 
	1.00
	12762
	.000
	1.000
	 

	 
	2.00
	11629
	.000
	.000
	 

	Annual_income
	.00
	6329
	1.000
	.000
	 

	 
	1.00
	29638
	.000
	1.000
	 

	 
	2.00
	4591
	.000
	.000
	 

	A_DISTRICT_APPLICANT_NEW
	.00
	3382
	1.000
	.000
	 

	 
	1.00
	35190
	.000
	1.000
	 

	 
	2.00
	1986
	.000
	.000
	 

	B_ENQ_L12M_GR2_NEW2
	.00
	24549
	1.000
	.000
	 

	 
	1.00
	3668
	.000
	1.000
	 

	 
	2.00
	12341
	.000
	.000
	 

	Marital_status_new
	1.00
	9237
	1.000
	 
	 

	 
	2.00
	31321
	.000
	 
	 

	CUSTOMER_SEGMENT_NEW
	1.00
	39417
	1.000
	 
	 

	 
	2.00
	1141
	.000
	 
	 


Note: Details of category codes of each variable is as given in section 3. 

Table 4: Variables in the model

	
	B
	Sig.
	Exp(B)

 (odds ratio)

	
	CUSTOMER_SEGMENT_NEW(1)
	-.626
	.000
	.535

	 
	Marital_status_new(1)
	.288
	.001
	1.334

	 
	Rent_buy_code_new
	 
	.031
	 

	 
	Rent_buy_code_new(1)
	.279
	.008
	1.322

	 
	Rent_buy_code_new(2)
	.185
	.113
	1.203

	 
	Annual_income
	 
	.017
	 

	 
	Annual_income(1)
	-.406
	.014
	.666

	 
	Annual_income(2)
	-.034
	.763
	.966

	 
	A_DISTRICT_APPLICANT_NEW
	 
	.002
	 

	 
	A_DISTRICT_APPLICANT_NEW(1)
	-.801
	.001
	.449

	 
	A_DISTRICT_APPLICANT_NEW(2)
	-.166
	.284
	.847

	 
	B_ENQ_L12M_GR3_NEW
	 
	.000
	 

	 
	B_ENQ_L12M_GR3_NEW(1)
	-.905
	.000
	.404

	 
	B_ENQ_L12M_GR3_NEW(2)
	-.620
	.000
	.538

	 
	B_ENQ_L12M_GR3_NEW(3)
	-.174
	.230
	.841

	 
	B_ENQ_L12M_GR2_NEW2
	 
	.000
	 

	 
	B_ENQ_L12M_GR2_NEW2(1)
	.873
	.000
	2.393

	 
	B_ENQ_L12M_GR2_NEW2(2)
	.150
	.368
	1.161

	 
	B_ENQ_L3M_NEW2
	 
	.000
	 

	 
	B_ENQ_L3M_NEW2(1)
	-.884
	.000
	.413

	 
	B_ENQ_L3M_NEW2(2)
	-.663
	.000
	.515

	 
	B_ENQ_L3M_NEW2(3)
	-.450
	.007
	.638

	 
	age_gp_new2
	 
	.000
	 

	 
	age_gp_new2(1)
	.856
	.000
	2.354

	 
	age_gp_new2(2)
	.466
	.001
	1.594

	 
	total_employment
	-.200
	.004
	.819

	 
	total_residence
	-.183
	.000
	.832

	 
	Constant
	-2.832
	.000
	.059


(ii) Step 2: Profile was matched for records in the prediction dataset with those of modelling dataset. Obtained the number of single, double and no match for each record of the prediction dataset. 

(iii) Step 3: Obtained unadjusted target score (uts) using the following formulas for single, double and no match respectively:

Uts2=
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Uts6 
= pp * 400/7 * (N1/ N0) and



uts= predictive probability obtained through binary logistic regression. 
(iv) Step 4: Obtained target_score from unadjusted target score(uts) by scaling the unadjusted target score to [0,1]. Scaling was done separately for the three types of matches.
6. Business Insight: The modelling dataset had forty variables. Out of these, we feel 13 (=11+2) variables have a strong to good influence on target_flag. The odds ratio provided in table 4 gives insight into these variables and the extent of their influence on the variable of interest viz target_flag. These variables are clearly important to the consumer finance company not only for the cross selling problem at hand but also for designing future customer database. In the same breadth, the fact that the remaining 27 variables are not of much use so far as cross selling is concerned, the company can opt to reduce the database size by dropping some of them provided they are not worthy elsewhere. 

Additionally, a closer look at the prediction dataset with plugged-in target_scores reveals the following. Propensity for taking housing loans is
1. more for Married and Defacto customers

2. more for people staying in mortgaged house and then in Board or Rent. This is least for Owners/ leaving with Parents

3. more for annual income between 150K-360K. Then comes the slabs (0-30 and 360+)

4. more if total number of bureau enquiries about mortgage in last 12 months is ( 2

5. more if total number of enquiries made in last 3 months is (2

6. more if age is between 22 and 34. People in age groups 18-21 and 50+ are least probable.

7. more if sum of current and previous residency is in between 0-100 months. People who are settled in a place for more than 100 months are less likely to go for a new house and hence housing loan.

8. more if total employment is in between 31-200 months.
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