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Abstract. This document describes an approach to cross-selling problem of PAKDD Competition 2007.

Problem. There exist modeling dataset of 40700 customers of finance company with 40 modeling variables (features) plus a target variable. Target variable has a value of 1 iff the customer opened a home loan with the company within 12 months after opening the credit card (700 samples). A prediction dataset (without target variable) has 8000 samples. The problem is to produce a score for each customer in the prediction dataset (the higher the score, the higher the propensity to take up a home loan with the company).

Walk-through of data preparation steps.

Datasets were translated to Matlab format. Modeling dataset was translated to matrix M1 (40700x40), vector Y was target variable (40700x1), prediction dataset was translated to matrix M1 (8000x40, see appendix). The coding was very simple. For examlpe, for MARITAL_STATUS-feature we present this table.
	old value
	meaning
	new value

	A
	Married
	0

	B
	Separated
	1

	C
	Single
	2

	D
	Defacto
	3

	E
	Divorced
	4

	F
	Widowed
	5

	H
	Not Supplied
	-1

	empty place
	
	NaN


Explanation of modeling technique used.

Initial experiments with standard learning algorithms like k-NN or support vector machines looked not very promising in cross-validation estimation. Then we tried logical combinatorial pattern recornition methods [1-4].This approach was originally introduced in the middle of the sixties in the former Soviet Union by Y.I.Zhuravlev. The main idea is to find subsets of features and their valuaes specific for the class. First classificator was build in “AVO” (estimate calculaton algorithm)-style [1-2]. The score to the class K for sample S is determined by the formula
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The first sum is taken over all support sets [1] of the algorithm and the second sum over all samples from class K and modeling dataset. System 
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) is a complex parameter of the algorithm. 
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 - is the proximity function for measuring proximity of two objects on support set. For optimization we used different algorithms: gradient, genetic, random walks. For example, we revealed from finding good one-feature-subset that if customer was widowed then he did not open a home loan with the company within 12 months after opening the credit card.

The best results were for system 
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, however we excluded pairs of features with large number of different values.


The final scores were built as a sum 
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 - scores of AVO-classificator, 
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 - is value of j-th feature of sample S, 
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 - parameters of the model.
Summary of scoring model results (e.g. final model parameters and model assessment).

The best algorithm built scores in the form 
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 (see appendix).

Discussion on what business insights can be interpreted from the scoring model results.

Unfortunately, we built lazy-algorithm, so it is not model. However, the structure of the formula for calculating scores says that some features very important. For example, MARITAL_STATUS (see above), or CURR_RES_MTHS (feature #6): the more the total number of months at current residence – the more probability that customer will not open a home loan.
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APPENDIX (MATLAB program).

M1(isnan(M1)) = -11111;

M2(isnan(M2)) = -11111;

z8 = zeros(size(M2(:,1)));

z12 = zeros(size(M2(:,1)));

for i = 1:39

for j = i+1:40

f = M1(:,i) + 24*M1(:,j);

g = M2(:,i) + 24*M2(:,j);

t = unique(f);

if (length(t)<400) % important!

for q = t'

if (sum(f==q)>=150) % important!

e = sum(f(Y1>0)==q)/sum(f==q);

if (e<0.008)

    z8(g==q) = z8(g==q) + 1;

end;

if (e==0)

    z12(g==q) = z12(g==q) + 1;

end;

end; %if

end; %for

end; %if

end; %for

end; &for

t = 10*(z8+z12)+M2(:,6);

t = t/max(t);

t(M2(:,4)==5) = 1; %widowed
Y2 = 1-t; % final scores
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