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Abstract


This paper presents an efficient solution for the cross-selling problem of the PAKDD_2007 Competition. The solution consists of a principled approach with the creation of new input variables, the appropriate data preparation and transformation, the adequate sampling strategy and the most robust modelling techniques. Due to the complexity imposed by the very small amount of examples in the target class, our approach for model robustness was to produce the median score of the k models developed by an k-fold cross-validation process and the use of a combination of two robust techniques via stacking – the MLP neural network and the n-tuple classifier. Despite the problem complexity, the performance on the labelled samples was as good as those obtained in other related business applications.

1. Introduction


The main challenge of this cross-selling business problem is the small amount of data of the positive class. The sampling strategy and the robustness of the modeling technique(s) appear as the most efficient approaches for solving this type of problem.


Independent of the amount of data available the appropriate knowledge representation can boost the solution performance but that depends on the application domain professionals expertise supported by data analysis.


Considering the problem features above, we carried out the solution development as follows:

1. Creation of new input variables

2. Data preparation

3. Set division for k-fold cross-validation

4. Training of k systems combined via stacking RAM-based nets and Multilayer perceptrons

5. Production of k sets of scores for the competition data and choice of the median score among them for each unlabelled example.


In spite of this straightforward description, the solution development involved several analyses and attempts to create other variables, use other data sampling strategies and new modeling techniques.

2.
Creation of New Input Variables


The creation of new input variables is an important way to embed experts’ knowledge into the solution by systematic data transformation for each sample taken from the business operation. In this direction, we have created the following new variables from the original ones:

· Flag for having major credit cards

· Quantity of major credit cards

· Flag for neither being a house owner nor having a mortgage 

· Flag for neither being married nor de facto
· Flag for combining the two previous flags

· Flag for having applied for mortgage

· Available income / Annual income ratio

· Total balance / Available income ratio


As all the above variables were among the 20 most significant, they were kept as inputs for the modeling stage.

3.
Data Preparation


The data was prepared according to the usual recommendations of data mining textbooks [1,2].


Missing data were completed with appropriate values, encoded as missing values or made the variable be eliminated from the modeling process or converted into a binary one.


Data were normalized at given lower and upper percentiles, according to their distributions.


Categorical variables were encoded binary. Any encoding according their information content related to the target would be very noisy in such a small amount of target class data.

4.
Stratified k-Fold Cross-Validation


We have applied the k-fold cross-validation method [3] for dividing the labeled sample for producing k solutions evaluated on k statistically independent test sets (a partition). Class stratification in each of the k sets was particularly important here due to the very small amount of data for the target class.


Our previous experience, particularly on the KDD_Cup-2006 Competition, supports the idea of using several samples for reducing variability in the final solution for such a small sample of the target class. The final score can be obtained either by averaging or by taking the median of the k models’ scores. The main drawback of this approach is the computational cost, if the modeling techniques are expensive. For this reason we have chosen the parameter k=10.

5.
Modeling System


Considering the complexity of modeling imposed by such a small quantity of examples of the target class and the goal of the competition, robustness and performance were the main features the system should have. We made the choice of stacking [4] two techniques of very different nature and high performance.


The well-known MultiLayer Perceptron (MLP) trained with the back propagation algorithm [5] was one of the techniques used. The MLP has been one of the neural network models most frequently used in pattern classification for its attractive features of possessing excellent generalization capacity, simplicity of operation and ability to perform universal function approximation [6]. It also presents robustness [7] and has been successfully applied for credit scoring [8]. However, one drawback of this technique is the need of a validation data set for preventing over fitting, which is critical here.


The MLP had a single hidden layer with 3 neurons and trained with the standard error back propagation algorithm at a learning rate of 0.005, having the minimum squared error on the validation set as the training stopping criterion.


The other technique chosen was the n-tuple classifier [9,10] for its complementary features in relation to the MLP and good performance [11]. This technique has two main complementary aspects in relation to the MLP: 1) it is composed of set of universal function approximators [12,13] working on input subspace samples combined by a simple sum of their outputs and 2) it uses all the data available for training without the need of holding out a validation set, a feature particularly relevant in the case of having a small amount of target class data such as here.


The n-tuple classifier had 1000 ten-input neurons randomly connected to the input space whose outputs were summed and normalized per discriminator and then transformed into a score.


The combination of the scores of the MLP and the n-tuple classifier was the weighed sum of their scores according to their performance for each fold.

6.
Performance Evaluation and Methodology


Despite the final evaluation of the competition being on the Area Under the Receiver Operating Characteristic Curve (AUC) criterion [14], we monitored the modeling process performance with the maximum value of the KS2 curve [15] and the Gini coefficient as well.

7.
Final Scores


The production of the scores for the 8000 examples of the competition data set was defined as the median score obtained for each unlabelled example among the k systems (trained with the k‑folds).

8.
Concluding Remarks


The solution proposed for this cross-selling business problem is very robust and achieves good standard even with the small target data set constraint.


Our team prefers not to discuss the business insights gained from the scoring model results. As our solution development process is based on a variation of the CRISP-DM process (CRoss-Industry Standard Process for Data Mining [16]) and we have not had the opportunity do the “Business Understading” stage, interpretations could be inadequate to the actual problem. Nevertheless, the team has gained insights in solving binary decision problems with the constraints imposed here, as described above.
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