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Abstract

Purpose: In this paper, we discuss a privacy enhancing model, which is designed to help Web users protect their private information. Our model employs a collection of software agents. Privacy-related decisions are made based on Platform for Privacy Preferences Project (P3P) information collected by the agents.
Approach: Based on collected P3P information and user preferences, our software agents play a role in the decision-making process. In this paper, we present the design of our agent-based privacy enhancing model and we consider the benefits and utility of such an approach.
Findings: We argue that our approach is feasible and it provides an effective solution to the usability limitations associated with P3P.
Limitations: We have focused primarily on usability issues related to P3P. Consequently some of the ancillary security-related issues that arise are not covered in detail. We also do not cover the development of an appropriate ontology in significant detail.

Practical Implications: Based on our analysis and extensive testing of our prototype, we believe that the privacy enhancing model presented in this paper provides a sound basis for privacy protection on the Web. While our emphasis here is on resolving the usability problems associated with P3P, a few straightforward enhancements to our implementation would make it a genuinely practical tool.

Originality: The usability of the P3P framework is generally considered its weak point. In this paper, we provide a practical solution to this usability problem. The authors are not aware of any comparable work.

.

1. Introduction

In this paper, we present and analyze a Privacy Enhancing Agent (PEA), which is based on software agents. The purpose of our PEA is to address privacy protection issues related to the growing marketplace on the Web. Specifically, PEA is designed to enhance personal privacy information protection by learning from user behavior, gathering company privacy policies and examining the track record of privacy policy practices histories obtained from other PEA agents. A prototype of our PEA system has been developed using JADE (Java Agent DEvelopment Framework).

To aid users in Web privacy information transactions, PEA is deployed on the client machine. It analyzes Web site Platform for Privacy Preferences Project (P3P) (W3C, 2007) policies and gathers any relevant privacy practice information from other agents within the global agent community. The conceptual framework is illustrated in Figure 1.
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Figure 1: Agent Environment

PEA takes into account the following factors when analyzing P3P privacy policies:

· The user’s predefined personal privacy policy preferences.

· A user’s Web transaction history in relation to P3P privacy policies.

· Relevant privacy policy information and decisions from other PEA agents. 

· PEA agent suggestions and recommendations on Web site privacy policy practices.

The purpose of PEA is to aid both users and in managing online personal identifiable information (PII) in a reasonably secure and transparent manner. At a high level, PEA performs the following functions: 

1. PEA automatically retrieves P3P privacy policies from visited Web sites.

2. PEA automatically checks privacy policies against predefined user privacy preferences. 

3. PEA assists users in the decision making process by analyzing privacy polices, user preferences, past transaction history and “knowledge” gained from the experience of other users. 

PEA is able to take appropriate action to assist users and to enhance the user experience in a transparent way. An effective PEA system should increase user confidence that PII is being handled properly, without placing an undue burden on users. The ultimate goal of PEA is to increase consumer confidence in online transactions, at least with respect to PII-related issues (Cranor, 2007).

Next, we briefly discuss privacy issues on the Web in general, and PII in particular. This discussion is followed by a brief outline of P3P and JADE. Then we provide an overview of the remaining sections of this paper before moving on to describe our privacy enhancing model, PEA, in more detail.

1.1 Privacy and Security on the Web
The Web has become a major marketplace where people buy and sell goods and information. According to a recent report, “More than one billion people in the world have access to the Internet, with a quarter of them with broadband or high-speed connections” (Yahoo News, 2006). However, despite the continued rapid growth of the Internet, e-commerce growth actually appears to be leveling off. From a recent report on U.S. retail e-commerce sales growth, “eMarketer estimates that retail e-commerce sales will increase an average 18.6% per year between 2005 and 2009—that's strong growth, but still a downturn from the 26% annual rate seen between 2001 and 2005” (eMarketer, 2006). Many factors might contribute to this reduction in the sales growth rate. Concerns over the collection and use of personal identity information, and security and privacy on the Web in general are likely contributing factors.

1.2. PII and Privacy
In the context of information security and privacy, personal identifiable information (PII) refers to any information that identifies or can be used to identify, contact or locate the person to whom such information pertains, or from which other personal identifiable information can be easily derived. Examples of PII include names, addresses, phone numbers, fax numbers, e-mail addresses, financial information, social security numbers and credit card information. The P3P definition of PII includes the following: 1) Physical contact or location information, 2) Online contact or location information, 3) Government issued identifier (e.g., social security number), and 4) Information related to individual finances.

In the early 1990’s, the information exchange on the Web was generally unidirectional. The information received from the Web was often anonymous and so posed no obvious threat to privacy. With the emergence of online services and e-commerce, many Web sites began to track visitors and collect information. The Web information flow was therefore transformed from unidirectional to a bidirectional process. This transformation has raised many concerns regarding how to safeguard personal information being accessed and redistributed via the Web (Ackerman and Cranor, 1999).

Most Web merchants today provide some degree of privacy protection, particularly when transactions involve sending personal information over the Internet. However, there are still many outstanding issues with regard to privacy information protection, including, but not limited to,

· Privacy information policies are generally created by lawyers and are therefore written in a language that is often unintelligible and intimidating for consumers. At a minimum, this discourages people from reading such policies.

· Web sites can abuse user trust and disregard their stated policy by, for example, selling personal information.

· Once a user provides his or her PII to a Web site, there is no way for the user to know how the information is stored or distributed.

· There are no generally agreed upon standards for privacy policies on the Web—although efforts are currently underway to address this issue.

Issues such as these might deter users from online shopping and from accessing other online service in which privacy concerns arise. To address these issues, many standards have been developed. In this paper, we consider an implementation based on one of these standards—the Platform for Privacy Preferences (P3P).
1.3. Platform for Privacy Preferences (P3P)
The World-Wide-Web Consortium initiated the P3P project in an effort to standardize access to Web privacy policies (Cranor, 2002). P3P is a standard that Web sites can employ to express their privacy practices. The P3P format is designed so that privacy policies can be retrieved automatically and interpreted by software agents (W3C, 2007). Software agents can then inform users of Web site privacy practices. The purpose of P3P is to standardize access to Web privacy policies and to thereby enable Web users to make informed decision regarding the release of their personal information.

Several P3P-related implementations are listed at (P3P, 2007). Most of the implementations are little more than utilities designed to aid developers with some narrow aspects of P3P (e.g., a utility to generate P3P polices, a utility that parses P3P-compliant policies, etc.). The only general-purpose P3P tool listed is the Tivoli Privacy Manager from IBM. Tivoli is a server-side application that appears to be primarily aimed at helping e-business web sites achieve P3P compliance. In contrast, the work presented here is a client-side application that enables users to take full advantage of the P3P standard.

Note that Internet Explorer (IE) includes a P3P implementation. However, the IE implementation simply parses the P3P policy file, if one is provided by the visited Web site. This is comparable to some of the tools mentioned in the previous paragraph, and it not at all comparable to PEA, which does much more than simply parse the P3P files.

1.4. Java Agent Development Framework
JADE (JADE, 2007) is a software framework implemented in Java which provides the development environment for distributed multi-agent applications based on a peer-to-peer (P2P) communication architecture. In JADE, the environment can evolve by using agents. Also, the communication between agents is completely symmetric which means that any agent can be both a communication initiator and responder. As described in (Bellifemine, Caire, Poggi, and Rimassa, 2003), JADE was developed based on the following principles:

· Interoperability — JADE is compliant with the Foundation of Intelligent Physical Agent (FIPA) specifications (FIPA, 2007). Consequently, JADE agents can interoperate with any other agents that comply with the FIPA standard.

· Uniformity and portability — JADE provides a homogeneous set of APIs that are independent of the underlying network and Java version. More precisely, the JADE run-time environment provides the same APIs as the J2EE, J2SE and J2ME environments. In theory, application developers could decide on the Java run-time environment at deploy-time.

· Ease of use — The complexity of the middleware is hidden behind a simple and intuitive set of APIs.

· Pay-as-you-go philosophy — Programmers do not need to use all of the features provided by the middleware. Consequently, a programmer does not need to know anything about features that are not used. In addition, these unused features do not add any computational overhead.

These features of JADE greatly eased the development of a prototype implementation of our Privacy Enhancing Agent (PEA) discussed in this paper. For example, we can easily enable PEA agents to migrate from one client to another, which allows agents to share knowledge regarding Web site privacy policies and practices. As another example, we can easily control information sharing by setting different sharing rules depending on the profile of the requestor.
JADE also provides application-defined content language and ontology support. Our PEA agent system takes advantage of the predefined generic content languages and ontology classes by using these to describe Web privacy policies and preferences. These policies and preferences are extended from the P3P policy schema using JADE ontology classes.

1.5. Scope of this Paper
In this paper we discuss the design of our PEA agent system in relation to P3P and JADE. We also discuss how and why our system enhances privacy on the Web. Other aspects of PEA, including the architectural design, transaction management, information negotiation, policy XML schema and ontologies, and implementation are also discussed in some detail throughout the paper.
In Section 2, we briefly describe PEA concepts and the general architecture—the responsibility of each PEA module is also briefly considered. Section 3 illustrates how PEA manages P3P transactions based on a generic example. A functional model is presented to illustrate the transaction flow. Section 4, discusses the algorithm that PEA uses to verify and validate a P3P policy. Definitions related to the negotiation process are also introduced in this section. In Section 5 we provide detailed XML schema and the corresponding ontology concepts for P3P policies and PEA privacy preferences. Using these XML and ontology concepts, PEA agents communicate and exchange knowledge. 

Section 6 describes the implementation of PEA in more detail. Snapshots of UML class diagrams are used to demonstrate the fundamental class hierarchy of PEA. We also use UML sequence diagrams to explain how PEA agents interact with one another to complete various tasks. The process of converting XML schemas to ontology concepts is covered using the details of ontological elements. Section 7 contains a summary and conclusions for the paper.

2. Design Overview

PEA has access to a user's personal privacy preferences. Armed with this information and the user’s transaction history, PEA monitors the user’s Web transactions and responds according to the user’s preferences in online transactions involving privacy. Based on a user’s privacy preferences and the P3P policy of a given Web site, PEA performs the following functions:

· PEA informs the user when it detects potential privacy violations or if it is unable to understand a privacy policy. Under such circumstances, PEA will suspend the transaction and request user intervention. 

· If the user has a positive transaction history with the Web site, and the privacy policies of the Web site comply with the user’s privacy preferences, PEA will authorize the transaction on the user’s behalf. In this case, PEA automatically negotiates the policies, transfers the information and logs the transaction activity to a database for future reference. All of these actions are transparent to the user. Note that the transaction history is stored in a database together with company info (as a compound ID). The necessary data is retrieved from the database and an XML document is formed for parsing and transportation.

· In cases where PEA cannot complete a transaction on the user’s behalf, it can still assist the user by suggesting possible decisions base on user preferences, past transaction history and knowledge from other PEA agents, if available. Of course, the user can choose to either follow the agent’s suggestion or not. In any case, PEA will attempt to complete as much of the transaction as possible by negotiating policies based on the user’s decision. The user can ultimately decide whether to complete the transaction or abort, based on these negotiated results. PEA logs the resulting information for future reference.

2.1. Basic Architecture
PEA consists of the following major components: the JADE framework, the PEA agent, a P3P knowledge module, a negotiation module, a database module, a GUI module and a mobile module. The PEA agent monitors Web traffic between a user’s Web browser and the Web as illustrated in Figure 2. The monitor agent sniffs all HTTP traffic. When P3P preference information is detected in the HTTP header, the monitor agent captures the information and passes it down to other P3P agents, which then analyze the data.

Once the PEA agent detects a privacy information transaction, the agent notifies the P3P agent. The P3P agent then retrieves the P3P privacy policy file from the requesting Web site and interprets the policy with its P3P ontologies and vocabularies. After the P3P module has done its job, the negotiation module will begin the negotiating process by analyzing the P3P information, based on knowledge of the user’s privacy preferences. 

[image: image2.png]'\>

InformiAssist Hegotiate Transfer

.im





Figure 2 Basic Architecture

During the decision-making process, the policy agent can request additional information from other PEA agents via a mobile agent. A mobile agent’s responsibility is to migrate to another machine on the network and retrieve relevant information. In this way, the PEA agent can discover information known to other agents on other systems (within the same JADE framework) pertaining to a specific Web site. Before accepting such information, the PEA agent checks that the mobile agent passes a security profile check, as discussed below. Whenever user intervention or notification is required, a GUI agent will gather the information and pop up the appropriate type of GUI component (Xu,, Sekar, Ramakrishnan, and Venkatakrishnan, 2005). The role of the database module is to maintain a record of transaction activities for future reference. The recorded information includes P3P policy files and user decisions. 

The following sections discuss the PEA modules in detail.

2.1.1. P3P Module. Along with the negotiation module, the P3P module is one of the two main components in the PEA system. Its responsibility is to translate a P3P policy XML file into a form that is understandable to an agent. In PEA, all agents communicate based on the P3P “language”. 

After translating the policy, the P3P agent will update the database P3P file and tables, and wake up the negotiation agent for the negotiation phase of the process. If there are any obvious problems (e.g., the P3P file has expired or an XML schema error), the P3P agent will inform the GUI agent to notify the user and the process will abort. 

2.1.2. Negotiation Module. The negotiation module is another major component in our PEA system. The negotiation module takes over after the P3P module has successfully retrieved the P3P policy file and translated it into a policy. The negotiation agent matches the P3P policy with the user’s privacy preferences. If the policy is compatible with the user’s preferences, the negotiation module informs the P3P agent to allow the transaction and complete the process. In this scenario, the whole process is completed automatically and it is transparent to the user. On the other hand, if the policy does not comply with the user’s preferences, the negotiation agent will first attempt to analyze the policy based on the user’s transaction history (with respect to the specific Web site under consideration). If this analysis is inconclusive, the negotiation agent will check with the JADE directory facilitator agent (which is analogous to a telephone operator) on available agents and services. If there is any agent available and capable of performing the requested services, the negotiation module will send a request to a mobile agent to retrieve the relevant information. After the information is gathered and consolidated, the negotiation agent will send the data to the GUI agent to present to the user. The user can then make a decision to either abort or complete the transaction, based on the available information. Of course, the information, activity logs and final results will be stored in the database for future reference.

2.1.3. Database Module. The database module is the archive, which stores the P3P policy file and the URL of visited Web sites. The database module also archives the user’s privacy preferences and transaction history. Since both P3P policy files and PEA privacy preference files are in XML format, a native XML database is a good candidates for this module. Currently, there are two popular open-source XML databases, Apache Xindice (Apache, 2007), and eXist (eXist, 2007). For individual use, an XML database might not be necessary since the data could be stored in plaintext files. The type of database—or whether to have a database at all—depends on the specific use and performance requirements. In PEA, a database agent is responsible for data storage and retrieval. Depending on the type of database, different database agents can be implemented and deployed at run time.

The transaction history is stored in a database together with company-specific information (as a compound ID). When the necessary data is retrieved from the database, an XML document is created for parsing and transportation.

2.1.4. Mobile Module. The mobile agent acts as a liaison for PEA agents. Its sole purpose is to migrate to another container within the same JADE framework to gather information relevant to a specific Web site. Before the mobile agent can access the knowledge base of another PEA agent, it must have adequate permission. This is somewhat analogous to entering a foreign country, where a valid passport and visa are required. Once the mobile agent has completed its task of gathering information, it clones itself and the clone reports the information. As the name implies, the clone is an exact copy of the agent—cloning is the simplest way to create an agent with exactly the same capabilities as the original agent. Finally, the mobile agent self-destructs after completing its job.

Note that the mobile architecture is one of the packages within the JADE library. There is a security module in JADE for securing agent communication, but this is not used in our implementation due to the fact that, as a practical matter, we have no reliable way to authenticate clients in the environment where PEA would be used. Of course, this problem is not unique to PEA. 

2.1.5. GUI Module. The GUI agent is, in effect, the presentation layer of the PEA system. Any agent in the system can send requests to the GUI agent. The GIU agent acts as the bridge between the user and PEA.

3. Privacy Management and Transaction

3.1. Information Management
PEA manages a user's online privacy information. It accomplishes this feat by supporting the HTTP and P3P protocols. In the next few sections we describe how PEA handles P3P-related Web transactions and how it manages a user's personal privacy information.

3.2 P3P Transaction
In this section, we describe the P3P transaction flow in the case where a user requests a Web page and the PEA agent transparently handles the P3P information. First, the client request is intercept by the PEA agent. Then the Web server sends a P3P policy along with the response from the client request. The PEA agent checks the policy against the user’s privacy preferences and the user’s transaction history. If PEA is able to validate and verify the policy without user intervention, it does so. Otherwise the evaluation engine must evaluate the proposal and attempt to resolve any conflicts (Cranor, 2007).

The functional model in Figure 3 describes the flow of information between the stages of the transaction described in the previous paragraph. Before going into the details of these events and tasks, we explain the overall flow using a simple transaction example.
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Figure 3: Functional Model

3.2.1 A Simple Example. The following steps occur in a transaction involving the PEA agent (each task mentioned here is described in more detail in Section 3.2.2):

1. The transaction begins with the user requesting a Web page. The PEA agent intercepts the initial HTTP request. The result is forwarded to the designated Web server, requesting P3P information. This is task 1, below.

2. The Web server responds to the initial request with P3P preference information embedded within the HTTP response header.

3. Task 1 intercepts the HTTP response containing the P3P information and invokes task 2.

4. Task 2 locates the P3P preference in the response. 

5. Task 3 then extracts the P3P policy and delivers this information to the P3P agent for validation and parsing.

6. The P3P agent sends the successfully parsed P3P policy data to the PEA negotiation agent.

7. The negotiation agent compares the policy to the user’s privacy preference rules. It references P3P transaction histories and consults with other agent via a mobile agent, if necessary.

8. If the negotiation agent successfully matches the Web site’s P3P policy with the user’s preference rules, then it invokes task 4 to forward the response to the Web browser.

The transaction occurs transparently between the user (via the initial Web page request) and the Web server response. The trust engine, which is illustrated in Figure 3, acts on the user’s behalf and grants access rights to privacy information. This decision is based on the user’s privacy preference rules, privacy information transaction histories, and, possibly, input from other agents.

3.2.2. Generic Functional Model. The outline in the previous section shows how the PEA agent handles Web transactions on a user's behalf under “normal” circumstances, that is, assuming no errors occur and no user intervention is required. During such a transaction, the user is only involved in sending the initial Web page request. From the user’s perspective, this is the same as any other Web interaction.

We now describe the functional model (see Figure 3) in more detail. This description covers all possible scenarios for a P3P transaction under PEA.

In Figure 3, a solid arrow denotes the flow of data from one unit (such as a task, Web server, Web browser, etc.) to another. A dotted arrow denotes a boolean control flow between units. The blue ovals represent PEA tasks. 

Next, we describe the major tasks in the PEA functional model.

Task 1 — Intercept HTTP Stream: If an HTTP stream is detected, PEA must first determine if the HTTP stream is a request or a response stream. Only response streams from a Web server are of interest to PEA, since P3P information comes from a Web merchant in the form of a response to a user’s request. If a server response stream is found, contact task 2 to search for P3P information.

Task 2 — P3P Preference:  Check the response stream obtained from task 1 for P3P information Specifically, check the HTTP message for a P3P preference file or P3P policy. If P3P information is found, task 3 is invoked; otherwise, task 2 simply forwards the response stream to the Web browser and no further processing by PEA is required.

Task 3 — Extract P3P Policy Information: If task 2 finds P3P information, task 3 will try to locate the appropriate P3P policy files. Once a policy file is located, it is passed to the P3P agent, which validates and parses the information.

Task 4 — Forward Server Response: If no P3P information can be retrieved, or the trust engine cannot resolve the P3P policy, or the user has explicitly accepted the policy, the original server response stream is forward to the Web browser unmodified.

Task 5 — Notify User: If the PEA trust engine failed to validate the P3P information or the negotiation is not conclusive, the user is notified via a warning regarding the P3P policy. For reference, the user is provided the negotiation result and the user then chooses to either accept or reject the P3P policy.

Note that no agent is authorized to modify any rule. The purpose of negotiation is to allow two agents to negotiate the type and level of data sharing. For example, suppose the requesting agent asks for trusted information of specific transaction type (as opposed to a general transaction), but the requestee agent refuses to disclose the information. The requestor agent can start a negotiation process and it may, under some circumstances, be granted. The point here is that more can be involved in a negotiation than a straightforward comparison. The negotiation process is described in a more formal manner in the next section.

4. Privacy Information Negotiation

An important function of PEA is its ability to negotiate based on a P3P privacy policy and the user’s specified privacy rules. PEA extracts a privacy policy from a P3P preference file and automatically negotiates based on the user’s privacy rules. The goal is to reach an agreement that is satisfactory to the user, without user intervention, if possible. In this section, we will cover the ideas behind this negotiating process.

4.1. The Concept of Information Negotiation 
In PEA, negotiations are based on the idea of defining constraints on information sets. The constraints are used to specify the conditions under which personal information can be accessed. A P3P privacy preference policy contains a request to gain access to a particular set of information. PEA checks the request and verifies whether the request satisfies all of the user-defined constraints. If the constraints are satisfied, access to the information is granted. Otherwise, the request is rejected or a negotiation process can be invoked. This negotiation process will try to find an acceptable solution based on additional historical information or user input. The goal is to reach an agreement that is satisfactory to the user without jeopardizing his or her privacy information and, in the process, to be as transparent as possible (Kaushik, Wijesekera, and Ammann, 2005).

4.1.1. Information, Rules and Facts. Now we introduce the basic terminology, along with the rules and facts, used by PEA in the negotiating process. This information will then be used to define algorithms and additional concepts related to negotiating sets of information. First, we need to define personal information more precisely.

Definition 1: Personal information consists of a set


I = {d1,d2,d3,...,dn}

where I is a finite set of personal information and each di, for 1 ≤ i ≤ n, is a data element. All data elements of a user’s personal information are contained in I.

Definition 2: A rule r is used to define the specific circumstances under which a set of information can be accessed. A rule is of the form

r = (Dr, Cr) where Dr 
[image: image4.wmf] I and Cr = {c1,c2,.....,cn}.

That is, r consists of the pair (Dr,Cr), where Dr denotes a set of personal information from I, and Cr denotes a set of constraints on Dr. All constraint ci, for 1 ≤ i ≤ n, must be satisfied before rule r is satisfied.

Definition 3: A facts f is used to describe a request for a set of data and the conditions under which the request is made. We have

f = (Df, Vf) where Df ≠ 
[image: image5.wmf] and Vf = {p1,p2,.....,pn}

where a fact f is defined by a pair (Df, Vf) where Df denotes the requested data and Vf denotes the conditions under which the data Df is requested. The conditions specified by Vf contain name-value pairs of the form pi = (ni,vi), for 1 ≤ i ≤n, where ni denotes the name of an item and vi denotes the value of the item.  

Definition 4: The collection of facts relevant to a particular request is denoted


F = {f1,f2,...,fn}

where each fi, for 1 ≤ i ≤ n, is a fact, as defined in Definition 3.

Definition 5: A rule set is denoted


R = {r1,r2,...,rn}

where each ri, for 1 ≤ i ≤ n, is a rule.

4.2.1. Tree Representation of a Ruleset. According to Definition 2, a rule is a pair that defines constraints on a set of data. To represent a rule set, as per Definition 5, we will use a tree structure, which is useful when we evaluate rules and match facts with rules.

We begin with a simple rule set, say, Rx. Suppose the access to three different sets of information is controlled by three rules of the form



r1 = (Dr1,{c1,c2})



r2 = (Dr2,{c1,c3})  



r3 = (Dr3,{c4,c5})


      
Rx = { r1 , r2 , r3 }
Note that both r1 and r2 contain the same constraint c1. The rule set tree corresponding to Rx appears in Figure 4.
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Figure 4: Ruleset Tree

In Figure 4, each rule is represented by a path from the root node Rx to the leaf node which represents the data element Dri, for i = 1,2,3. With this tree representation, we can easily see the constraints that lie between the root node of the rule set and the data elements, which are the leaf nodes. 

4.1.3. Rule Evaluation. Rule evaluation consists of matching facts extracted from requested information against rules. Access will not be granted to requested information unless the facts appropriately match the rules. Of course, the rules have been formulated to guard the user’s PII data. For a fact to match a rule, the fact must satisfy all of the constraints (see Definition 6, below) and the requested information in the corresponding fact must be a subset of the information specified in the rule (see Definition 7, below). In other words, facts match a rule when all the constraints of the rule are satisfied and the requested data specified in the facts are covered by the rule.

Definition 6: Let 
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                   true  if p satisfy c
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       false  otherwise


Definition 7: The given facts f = (Df, Vf) match the rule r = (Dr, Cr), if

(i) 
[image: image11.wmf](ci,pj) = true if and only if for all ci 
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(ii) Df 
[image: image14.wmf] Dr if and only if for all dk 
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4.1.4. Sample Rule Evaluation. Now we describe the rule evaluation process in a simple scenario. Suppose John and Mary have two bank accounts, denoted as saving and checking, and the following rules apply to access of these accounts:

r1 = ({Saving Account},{(Owner=Mary), (Action=Deposit), (Action=Transfer)})

r2 = ({Checking Account}, {(Owner=John), (Owner=Mary),(Action=Withdraw)})

Note that rule r1 states that Mary is the owner of the savings account, and she can make deposits to this account, or make transfers. Rule r2 states that John and Mary are both owners of the checking account, and either of them can withdraw money from the account.

The following privacy preference rule file corresponds to the rules r1 and r1 above (see Section 5.3 for more detailed information on the privacy preference XML schema):


These rules specify that only Mary can access the saving account, since it is an individual account owned by Mary. As for the checking account, both John and Mary can access it since they both are the owners, i.e., it is a joint account. 

Now suppose that John wants to withdraw from the saving account. The facts of her request are

f1 = ({Saving Account}, {(Owner=John),(Action=Withdraw)})

The facts of her request do not match r1 or r2. Therefore, her request cannot be granted. Suppose John then issue another request with the facts

f2 = ({Checking Account}, {(Owner=John),(Action=Withdraw)})

This withdrawal request is granted, since the facts of the request match r2, as indicated by the shaded area in Figure 5.
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Figure 5: Fact f2 Matches Rule r2

5. Conclusion

With the rapid growth of the Internet, the use of personal information in online transaction is an area of increasing concern. With the obvious benefits of modern information technology comes the responsibility to protect privacy rights. The Platform for Privacy Preferences Project (P3P), a project maintained by the World Wide Web Consortium (W3C), is a protocol suite designed to provide a standardized Web privacy policy format. Then a P3P software agent can inform the user of the privacy practices of a Web site and automate much of the decision-making process.

In this paper, we have described a Privacy Enhancing Agent (PEA). The purpose of PEA is to reduce the burden on Web users with respect to privacy issues, within the P3P framework. In the vast majority of cases, PEA relieves the user of the burden of reading the privacy policies, since PEA will automatically retrieve, evaluate and respond to privacy policies while respecting the user’s privacy preferences. PEA maintains a privacy-related transaction history, which, over time, improves its decision-making ability. PEA agents can also share knowledge with each other across the network, which further strengthens a PEA agent’s analytical potential.

With PEA, users are made aware of possible privacy threats, without being overwhelmed by routine privacy interactions. Consequently, PEA reduces the potential for information overload on the Web. Although PEA cannot prevent a Web merchant from violating its own privacy policies, it can assist users by providing information with regard to the stated privacy practices of any P3P-compliant Web site. Also, due to its use of mobile agents and information sharing, PEA can respond appropriately to Web sites that routinely violate their stated policies.

We believe that PEA is a valuable asset to users. PEA enables users to easily manage, negotiate and analyze personal privacy information on the World Wide Web and, consequently, PEA makes the Web more secure with regard to personal private information.
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<PREFERENCESET ownerId="John Doe"> 


<PREFERENCE name="Bank_A_Saving">


<DATA ref="#user.bankaccount.saving_account"/>


<RULE mandatory="yes">	


   <ACCESS><Deposit/><Transfer/></ACCESS>


   <RECIPIENT><Mary/></RECIPIENT>


</RULE>


</PREFERENCE>


<PREFERENCE name="Bank_A_Checking">


<DATA ref="#user.bankaccount.checking_account"/>


<RULE mandatory="yes">	


  <ACCESS><Withdraw/></ACCESS>


  <RECIPIENT><Mary/><John/></RECIPIENT>


 </RULE>


</PREFERENCE>


</PREFERENCESET>
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