EGG 2004 (Cluj, Romania) /  Luisa Martí and Orin Percus, “Covert Variables at LF”
Orin’s lecture notes 



Orin Percus, Università “Vita-Salute” San Raffaele

EGG 2004 Advanced Semantics lecture notes (Cluj, Romania)

Context-dependence and quantifier domains.

percus.orin@hsr.it

These are my lecture notes (i.e. revised handouts) for the EGG 2004 class “Covert Variables at LF,” co-taught with Luisa Martí (see http://egg.auf.net/abstracts/Marti_Covert_Variables_at_LF.html).  Their general concern is with the phenomenon of context-dependence.  Frequently, when a speaker utters a sentence, the pronounced words and the way they are put together do not fully determine our intuitions of when what the speaker said would be true.  We see this clearly when, on different occasions when the same sentence is uttered, we have different intuitions about what it would mean for the speaker to have said something true.  The issue is how best to treat context-dependence within a theory of how sentences get interpreted.   These notes specifically address a kind of context-dependence that surfaces in sentences with quantifiers: the pronounced words do not fully determine what the domain of quantification is.  

The notes rely heavily on Jason Stanley and Zoltan Szabó’s 2000 Mind and Language article “On Quantifier Domain Restriction” and on Kai von Fintel’s 1998 web-accessible notes on the same topic, and to some degree (Section 1 particularly) on François Recanati’s 2003 book Literal Meaning.  They are NOTES, and not all examples are attributed to their proper sources, so please check with me before citing anything as mine.  Also, please let me know of any serious mistakes that you find.  I will try to revise the notes accordingly.
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1. (Background 1.) What kinds of facts would we like to account for?

Uncontroversial:

U1. Sentences
 get used to convey information about the world (over and above the purely “perceptual” information that the speaker has uttered that sentence).   

U2. Every “normal speaker” has a way of associating information with sentences of “his language.”   This process works in such a way that what information gets associated with a sentence depends at least in part on what the words in the sentence are and how they are put together.
  This ability can be seen as part of the speaker’s “linguistic competence.”

In what follows I will say things like: 

Speaker S associates sentence X with the information that (i.e. that certain kinds of facts obtain).   

Hearer H acquires the information that (i.e. he accepts that certain kinds of facts obtain).   

A successful case of  “information transmission”:

Speaker S says X.  Hearer H, on this basis, concludes that S wants to convey the information 

that This is what Speaker S intended to happen.

There are a variety of options for what might be happening in such a case.   Let us focus just on scenarios in which S, H imagine that they “speak the same language,” i.e. in which each of S, H assumes that the other associates with X what he himself does.
  Given this as background, two (of many) options are:  

O1. S and H both associate X with the information that 
O2. S and H both associate X with the information that ( ( ).

       S and H both take for granted the information that (,  ...) and each believes that 

the other takes it for granted too.

       and (,  ...) together entail (i.e. anytime the former kinds of facts all obtain, 

the latter kinds of facts obtain.)

Examples:

S: François is French.

       H concludes that S wanted to convey that François is French. 

(H had just asked “Is François French?”)

E2. S: François is French.

       H concludes that S wanted to convey that François can cook.

(H had just asked “Can François cook?”)

E3. S: Mary is dancing.

      H concludes that S wanted to convey that Mary is dancing somewhere.

E4. S: It’s raining.

      H concludes that S wanted to convey that it is raining in Paris.

E5. S: John has three children.

      H concludes that S wanted to convey that John has exactly three children.

E6. S: Some of John’s students failed the exam.

      H concludes that S wanted to convey that some but not all of the students failed.

E7. S: John went over to the edge of the cliff, but he didn’t jump.

      H concludes that S wanted to convey that John didn’t jump off the cliff.

E8. S: Mary’s not going to die.

      H concludes that S wanted to convey that Mary is not going to die from her paper cut.

How can we decide what is happening in these examples?

Consider E2.

Claim A. S and H associate François is French with the information that François has 

                French citizenship.

  S and H take for granted certain things that enable them to infer that, if 


     François has French citizenship, then François can cook.

Claim B. S and H associate François is French with the information that François can



     cook.

.

Is there anything that enables us to decide between possibilities like these?

Cautious answer: There is no surefire way.  However, there are factors that make some hypotheses more plausible than others.

For instance, in cases where we say that what is conveyed goes over and above the information associated with the sentence itself (O2), it should be plausible that one could infer this information from what we hypothesize is the information associated with the sentence.

e.g. E2’.  H asks “Can François cook?”  S points to François’ passport.

    H concludes that François can cook.

       E2’ gives us independent motivation for thinking that one could infer the relevant 

       information from information about François’ nationality.

Dogmatic answer A:  Semanticists make their living designing theories of how speakers associate sentences with information.   A hypothesis that X is associated with a certain piece of information  should be consistent with the current most successful semantic theory.

“My favorite semantic theory says that François is French is associated with the information that François has French citizenship.  Therefore in E2 François is French is associated with the information that François has French citizenship, and not that François can cook.”

Reaction: This is a sensible thing to say only if the theory can be motivated and tested on the basis of facts other than those of the kind we are now considering.  If we treat the theory as prior, and use it as a tool for analyzing facts like E2, it would be wrong to say that other such facts (E1, for example) provide evidence or counterevidence to the theory.

Dogmatic answer B: Speakers have intuitions about how the truth of what they have just been told depends on what the world is like: they can say whether in hypothetical situations what they were just told would be true or false. These intuitions reflect the information that their “linguistic competence” associates with the sentence.  

“Our intuition is that anyone who says François is French is saying something true if François has French citizenship and false otherwise, regardless of whether François can cook.  Therefore François is French is associated with the information that François has French citizenship, and not that François can cook.”

Reaction: Maybe the intuitions reflect something else.  At the same time, if our goal is to explain how speakers decide what sentences are being used to convey, it is to be hoped that some aspect of our theory will reflect naturally the intuitions that speakers have about truth conditions.  

Dogmatic answer C:  Speakers often feel that they are inferring something further on the basis of information to which they have been exposed.   Speakers have these intuitions in exactly those cases in which they really are inferring something further on the basis of the information their “linguistic competence” associates with the sentence.  That is, to some degree they are “aware of what is said, aware of what is implied, and aware of the inferential connection between them” (Recanati, Literal Meaning, Chapter 1).
  So we can rely on a speaker’s intuition of whether inference has taken place.

“Our intuition is that the conclusion that François can cook goes beyond the information that we initially extract from the speaker’s utterance of François is French.  Therefore,  François is French is not associated with the information that François can cook.”

Reaction: Maybe the intuitions reflect something else.  (E.g. Maybe we have these kinds of intuitions in some O2-type cases but not others, because some kinds of inferences are more consciously accessible than others.)  At the same time, if our goal is to explain how speakers decide what sentences are being used to convey, it is to be hoped that the cases where we have these intuitions come out as a natural class in our theory.

We will assume the claims of Answer B: 

The information our “linguistic competence” associates with a sentence, on a given occasion, is reflected by our intuitions of when what we are being told would be true.

In that case, we have facts like the following to explain:

F1. Me: What’s the weather like in Paris?

      You: It’s raining.

       My judgment: True if it’s raining in Paris, false otherwise (say if it’s raining in Cluj 

and not in Paris).

       I seem to associate with what you said the information that it is raining in Paris.

F2. Me: Can Luisa cook a paella?

       You: Luisa is Spanish.

       My judgment:  True if Luisa is Spanish, false otherwise (if she is Spanish but

can't cook a paella, you said something irrelevant but not false)

       I seem to associate with what you said the information that Luisa is Spanish, period.

F3. Me: John said he was going to commit suicide, and ran off towards the cliff.   I hope

              he did nothing drastic.

      You:  Don’t worry.  John went over to the edge of the cliff, but he didn’t jump.

       My judgment: True if he didn’t jump off the cliff, false otherwise (if he just did some

              jumping jacks over by the edge of the cliff, you said something true).

       I seem to associate with what you said the information that John didn’t jump off.

F4. Me: How many children does John have?

      You: John has three children.

       My judgment: True if he has exactly three, false otherwise (say if he has four).

       I seem to associate with what you said the information that John has exactly three

     
children.

An interesting thing about facts like F1, F3 is that, intuitively, part of the information in question (the part about Paris, the part about going off the cliff) is not being contributed by the pronounced words.  In this sense, we treat the sentences as though they contain “unarticulated constituents.”

This intuition can be made more concrete by noting that, on different occasions, we associate different information with these sentences.   Given that the words stay the same, assuming that the contribution of a word doesn’t change from one occasion to another, something other than the pronounced words must be responsible for aspects of the information that we associate.  

F1’. Me: What’s the weather like in Brasov?

      You: It’s raining.

F3’. Me: Did John do his jumping exercises on the cliffside as usual this morning?

      You: I think he has foot problems.  John went over to the edge of the cliff, but he 

               didn’t jump.

More on this in the next set of notes.

To think about.

T1. A: Where was Mary yesterday afternoon?

      B passes A a photograph.  (It shows Mary in the garden.)

      A concludes that Mary was in the garden yesterday afternoon.  

            This is what B intended to happen.

What do you think of the following discussion of this information exchange?

The information that B perceives on the basis of the photograph is just that Mary was in the garden at some time.   Therefore, what is happening is that B is inferring that Mary was in the garden yesterday afternoon from temporally unspecific information about Mary’s being in the garden.  Given the similar facts in T2, it is plausible then that the information we associate with Mary was in the garden is that Mary was in the garden at some time, nothing more specific.

T2. A: Where was Mary yesterday afternoon?

      B: Mary was in the garden.

      A concludes that Mary was in the garden yesterday afternoon.  As B intended.

2. (Background 2.) Context-dependence (or ambiguity) and some ways to view it. 

Starting point: When a speaker utters a “sentence” (i.e. a sequence of sounds), we have intuitions of the conditions under which what the speaker said would be true or false.

How do we recover truth conditions on the basis of the sounds?

The standard kind of answer:

We have a way of recovering truth conditions on the basis of what is in a syntactic structure.

So one part of the answer is that, on the basis of the sounds, we recover a syntactic structure.  Another part of the answer is that, in the basis of the syntactic structure, we recover the truth conditions.

The standard view of how we recover truth conditions on the basis of a syntactic structure is on the following page.

Question: Often, our intuitions regarding a particular “string of words” differ on different occasions on which the string of words is uttered.  Why could that be?


One possibility:  This string of words is associated with more than one syntactic structure.   

The different syntactic structures yield different interpretations – that is, we recover different truth conditions from the different structures. On one occasion we choose one structure, on another we choose another.

(Why would we choose different structures on different occasions?  On one occasion, we might believe that the speaker is trying to express the information that corresponds to one of these interpretations (or information that could be inferred from it), while on another occasion … another ….) 

Other possibilities: On the standard view (cf. the following page), recovering truth conditions on the basis of a syntactic structure involves: 

determining semantic values for the items at the terminal nodes; 

determining semantic values for complex constituents on the basis of the semantic 

values of their daughters;

determining a proposition on the basis of the semantic value of the entire structure. 

It could be that, starting out from the same syntactic structure, there is more than one way of doing any one of these things.   On one occasion, we choose one option.  On another we choose another.   Alternatively, it could be that we follow a rule that tells us what to do given aspects of the occasion of use.  (Cf. the last diagram on the next page.)

(Why would we choose different paths on different occasions? On one occasion, we might believe that the speaker is trying to express the information that we arrive at by following one of these paths (or…), while on another occasion … another ….)  




Possible “degrees of freedom”




Different syntactic structures could get associated with the string of words.

                                           Different semantic values could get assigned to the words.




Different semantic values could get assigned to complex constituents on the basis of 

these initial values.




Different propositions could get associated with the semantic value of the entire structure.
The standard view of how we recover truth conditions on the basis of a syntactic structure
.








    O(f, O(l,j))


                     François                                         O(l,j)

       

                               likes           Jason  

                       f           l                j


a. We determine “semantic values” for the “words” (minimal parts of the structure). 

            b. Given these values for the “words” and the details of the structure, we


    determine a semantic value for the entire structure. 

            c. Given the semantic value for the entire structure, we determine a proposition.


    We say “true” to say that this proposition characterizes the actual world.

Within this general picture, even on standard assumptions of what syntactic structures are possible and of how (b) works, one can imagine many different kinds of divisions of labor:







   w. w is a world in which Person A likes  







      Person B for the duration of time interval T


                     François                                        y.w. w is a world in which y likes Person B

       





         for the duration of time interval T

                               likes           Jason  









         The proposition is the semantic value

           person A                     person B         
         of the whole structure.

                 x.y.w. w is a world in which y likes x

                 for the duration of time interval T (say the

                 period that lasts the utterance of the sentence)







   t.w. w is a world in which Person A likes  







      Person B for the duration of time interval t

                     François                                        y.t.w. w is a world in which y likes Person B

       





         for the duration of time interval t
                               likes           Jason  








         The proposition is what we get when we







         apply the semantic value of the whole

           person A    

   person B
         structure to the time of utterance.

                 x.y.t.w. w is a world in which y likes

                 x for the duration of time interval t
Some examples

E1. John left the museum with the painting by Leonardo.

      John had it or the museum had it.

E2. John swallowed Mary’s story.

      John was gullible or got rid of the evidence. 

E3. It’s raining.

      In Paris if we’re talking about Paris, here if we’re talking about here,…

E4. John went over to the edge of the cliff, but he didn’t jump.

      For exercise if we’re talking about John’s exercise habits, off if we’re talking about

      his suicidal character.

E5. Mary’s not going to die.

      Ever if Mary’s mortality is in question, anytime soon if we are not taking her paper

      cut too seriously.

E6. He smokes.

      John, Bill…

Context-dependence: the view(s) from pronouns.

Sentences with pronouns have the potential to teach us something about context-dependence.

This is because sentences with a pronoun seem to divide up into two classes.  

On the one hand there are sentences whose effect we could paraphrase by using a name instead of the pronoun.  The truth conditions we associate with these sentences vary from one occasion to the next.  Systematically, we understand these sentences as telling us properties of an individual, but which individual varies from one occasion to the next.

E7. Mary likes his mother

                  
      Mircea’s mother, Constantin’s mother, Ion’s mother, etc

On the other hand there are sentences with which we can in addition associate different kinds of truth conditions.  These sentences typically contain quantifiers.  To describe these different kinds of truth conditions, it would not be appropriate to talk of sentences where we substitute a name for the pronoun.  

E8. Every man likes his mother

     

      Mircea’s mother, Constantin’s mother, Ion’s mother, etc

     

      But also: his own mother.

Suppose our goal is to understand how it is that sentences of the first type get understood as about different individuals on different occasions, and what role the pronoun plays in this (if any).  One strategy could be to first try to understand how the pronoun gives rise to the special additional kind of reading in sentences of the second type.  Our answer to this question might then limit the possible answers to the other question.

The most common analysis of the role of pronouns in sentences like E7 can be seen as resulting from just this strategy.

Pronouns as variables

Syntactic structures contain items that behave like variables and items that behave like -operators.  Pronouns and traces are among the items that behave like variables.

Probably the most familiar way of describing what is going on (cf. Heim and Kratzer 1998):


        Syntactic structures have “denotations with respect to assignments” ( [[  ]]g ).

          [[ xi ]]g = g(i)

          Denotations of complex constituents (wrt assignments) are computed by


 functional application: [[  ]]g = [[  ]]g ( [[  ]]g )


 predicate abstraction: [[ i ]]g = x. [[  ]]g[i/x] 

   The idea, with some simplifications
:

  


    [[every man 1 t1 likes his1 mother]]g 

= w. for every x s.t. x is a man in w, it is the case in w that x likes x’s mother





          [[ 1 t1 likes his1 mother]]g
            




= x. w. in w, x likes x’s mother
        every         man    1


   [[ t1 likes his1 mother]]g

       = w. in w, g(1) likes g(1)’s mother

                                                   t1


      [[likes his1 mother]]g








= x. w. in w, x likes g(1)’s mother
                                                             likes













  [[his1 mother]]g     


        = the unique y s.t.



 




      his1 mother           y is the mother of g(1)                                                             

             





         









In cases like this, the

        
         the

            [[ mother pro1 ]]g

proposition is what we





      =  x. x is the  
            get by taking the denotation




                     mother of g(1)

with respect to any assignment



mother                 pro1   

This can be seen as a shorthand for:


Syntactic structures have semantic values that are functions from assignments.  ( [[ ]] )

          [[ xi ]] = g. g(i)

          Semantic values of complex constituents are computed by variants of functional

          application and predicate abstraction that “pass up an assignment argument”


 modified functional application: [[  ]] =  g. [[]](g)( [[]](g) )


 predicate abstraction: [[ i ]] = gx. [[]]( g[i/x] )

          (That is, we can see [[]]g everywhere above as a shorthand for [[]](g) .  )

   The idea, with some simplifications:

 

g. w. for every x s.t. x is a man in w, in w   x likes x’s mother





                    g. x. w. in w, x likes x’s mother

            






        every         man    1


          g. w. in w, g(1) likes g(1)’s mother

                                                   t1


            g. x.w. in w, x likes g(1)’s mother

                                                             likes



   g. the mother of g(1)



 




      his1 mother                                                                        

             





         





g. x. x is the

In cases like this, the

        
         the

                  mother of g(1)

proposition is what we





    
 
  
            get by applying the top 




                     



semantic value (a constant



mother                 pro1   


function from assignments)









to any assignment

Consequences of this approach for sentences like E6, E7

On this view, semantic values for syntactic structures are functions from assignments to propositions.

Like E8, E6 and E7 will have structures whose semantic values are functions of this kind.  But unlike the structure we considered for E8, the structures for E6 and E7 will not yield constant functions.  Given an assignment, these functions will tell us that a property (the property of smoking, the property of being someone whose mother Mary likes) holds of a certain individual.  But which individual will depend on which assignment we consider.   

We wanted to account for why sentences like E6, E7 attribute the same property to different individuals on different occasions.  On this approach, we can connect this fact to the fact that their semantic values attribute the same property to different individuals given different assignments.








   g.w. w is a world in which g(1) smokes

                       he1          smokes                                   

                  g. g(1)     g.x.w. w is a world





       in which x smokes       

Options:

Given the semantic value for a syntactic structure – a function from assignments to propositions --  we determine a proposition by applying this function to an assignment.

      O1. We have different ways of choosing assignments.  We choose different assignments on

              different occasions depending on what we think the speaker is trying to convey.

      O2. We follow the rule: only choose an assignment whose range consists of salient objects.

Summary

This view suggests that the “context-dependence” of E6,E7 derives from the “context-dependence” of how we determine a proposition given the semantic value we assign to the sentence’s structure.  

The fact that we determine different propositions from one occasion to the next has to do with the fact that the pronoun is a free variable in the relevant structures.

(Other ideas about E8 could conceivably lead to different conclusions about E6, E7.)

”Hybrid approaches”







   g.t.w. w is a world in which g(1) likes g(2)







         for the duration of time interval t

                     he1                                                g.y.t.w. w is a world in which y likes g(2)

       





         for the duration of time interval t
                               likes           him2  








         The proposition is what we get when we







         apply the semantic value of the whole

           
      g. g(1)                 g. g(2)     
         structure to an assignment (see above 

           





         options) and to the time of utterance.

                 g.x.y.t.w. w is a world in 

     which y likes x for the duration of 

     time interval t
A reason for skepticism?

We need something additional to constrain possible values for the variable in E6, E7 (to male individuals).   However, if we want to account for the “extra reading” of Everyone likes his mother in the way we did for E8, we would not want this something to constrain possible values for the variable there.  In general, in accounting for readings of this kind, we would not want the constraint to apply.  (cf. Kratzer 1998, Stechow 2003) 

To think about.
Everyone hates the upstairs neighbors is naturally understood as saying that everyone hates the neighbors upstairs from him.  Does it fit with what we have said that the possible structures for the sentence are just like those for Everyone hates the neighbors upstairs from him, and contain a silent variable in the place of him?  If this were the case, what other “readings” would be expected for this sentence?

Everyone went home is naturally understood as saying that everyone went to his own home.  Does it fit with what we have said that the possible structures for the sentence are just like those for Everyone went to his home, and contain a silent variable in the place of his?  If this were the case, what other “readings” would be expected for this sentence?

Appendix: some variants.

Variant 1

For sentences like E8, the “assignment dependence” of the top semantic value plays no role in determining the proposition we obtain -- though the assignment dependence of semantic values is important in the calculation that arrives at this proposition.   Someone who finds this ugly could  posit an operation that strips this dependence away.   


The same idea, with cosmetic improvements :


assignment strip: [[ STRIP ]] = [[]]( Ø )

                                                           w. for every x s.t. x is a man in w, in w   x likes x’s mother


 

STRIPg. w. for every x s.t. x is a man in w, in w   x likes x’s mother





                    

            






        every         man    1




                                                   t1


            

                                                             likes






 




      his1 mother                                                                        

             





         
            










In cases like this, the

        
         


                  


proposition is the 




                     



semantic value of the









whole structure

Someone who finds assignments ugly everywhere except in the calculation of intermediate semantic values could then use this innovation to propose another analysis for E6, E7.  The top semantic value would be a property of individuals, rather than a function from assignments to propositions:








    x.w. w is a world in which x smokes

                                                                                    g.x.w. w is a world in which x smokes

                       STRIP                                                    







                      g.w. w is a world in which g(1) smokes

                                     1
                                            he1          smokes                                   

                                       g. g(1)     g.x.w. w is a world





                         in which x smokes       

On this view, semantic values will generally be “n-place functions” to propositions.  We determine a proposition by supplying the function with arguments until we arrive at a proposition.

This is the kind of view that a “Jacobsonian” approach, with additional semantic composition rules and/or ways of “shifting” semantic values, would lead to as well.  

Variant 2: pseudo- Jacobson

 

w. for every x s.t. x is a man in w, in w   x likes x’s mother




                               

            






        every         man    


             x.w. in w, x likes the mother of x
                                        t        

                                                                                    

f.x.w. in w,                                                   


            



      x likes f(x)                      



 

                                       Z                likes
             
 
   y. the mother of y









  (function composition)



 




      his1 mother                                                                        

             





         
        
         the

                  





F. the unique z    mother                 pro   




            s.t F(z) = 1

         no interpretation




y. x. x is the mother of y








   x.w. w is a world in which x smokes

                       he          smokes                                   

            no interpretation   x.w. w is a world





         in which x smokes       


p.w. y. w.  in w, Mary likes the mother of y   
p(Mary)(w)







(function composition)





                               

            














   RAISE            Mary                


y. x. w. in w, x likes the mother of y
                                        t        




(function composition)

                                                                                    

                       likes                         


            



                                      


             
 
   y. the mother of y









  (function composition,

                as above)


 




      his mother                                                                        

3. “Quantifier domain restriction.”

Background.

Quantificational statements are used to describe relations that hold between two sets.   Different quantificational expressions are associated with different relations.

“Determiner quantifiers” (DP material supplies the relation):

E1. Every person I like is Romanian.

      { x: x is a person I like} (   {x: x is Romanian} 

      { x: x is a person I like } ( {x: x is Romanian }   =    { x: x is a person I like }

      | { x: x is a person I like } ( {x: x is Romanian } |    =    | { x: x is a person I like } |

E2. I have read exactly half of the novels in my bookcase.

      | { x: x is a novel in my bookcase} ( {x: I have read x} | 

 =  ½  | { x: x is a novel in my bookcase} |

E3.  Most married women like children.

     | { x: x is a married woman} ( {x: x likes children} | 

 >  ½ * | { x: x is a married woman} |

E4. At least three Frenchmen are lousy cooks.

     | { x: x is a Frenchman} ( {x: x is a lousy cook} |  (  3   

“Adverbial quantifiers”

E5. Mary is usually depressed when she gets home from work.

      | { t: Mary gets home at t} ( {t: Mary is depressed at t} |    >  ½ *   | { t: Mary gets home at t} |

Other quantifiers

E6. If I had been born in Cluj, I would have Romanian citizenship.

      { w: I am born in Cluj in w } (  {w: I have Romanian citizenship in w}  

E7. John thinks the moon is made of green cheese.

     { w: w is a world compatible with John’s thoughts } (  {w: the moon in w is made of g.c.}  

The first of these sets is sometimes called the domain of quantification.
  

Facts

The domain of quantification differs on different occasions of utterance of the same “sentence.”

E8. a. I noticed an interesting generalization about John.  Every person John likes is Romanian.

      b. I heard John and Mary discuss their impressions of people in this class.   Surprisingly, every 

         person John likes is Romanian, while every person Mary likes is Hungarian.

        { x: x is a person John likes} vs. { x: x is a person in this class who John likes}

E9. a. This election is going to be different.  Most people will vote Democrat.     (cf. Bach)

     b. The vote in New York is not going to be representative.  Most people will vote Democrat.

       { x: x votes in the next election} vs. { x: x is a New Yorker who votes in the next election}

E10. a. Romania is a nice country to teach in.  Teachers are invariably treated well, and 

           most students are exceptionally polite.

       b. Hungary is a nice country to teach in.  Teachers are invariably treated well, and 

           most students are exceptionally polite.

         { x: x is a student in Romania} vs. { x: x is a student in Hungary}

E11. a. [John walks into the lecture room]  Everyone is frowning!    (cf Kratzer)

       b. [John walks into the internet cafe]  Everyone is frowning!  

         { x: x is a person
 in the lecture room } vs. { x: x is a person in the internet cafe}

E12. a. Leopards are pretty animals.  Most females are exceptionally beautiful. (cf Enc, vF
)

         b. Elephants are pretty animals.  Most females are exceptionally beautiful.

         { x: x is a female leopard} vs. { x: x is a female elephant } 

E13. a. What used to happen when Mary asked John about his family? – He usually got upset.

       b. What used to happen when Mary poked John in the eye? – He usually got upset.

          { t: Mary asks John about his family at t } vs. { t: Mary pokes John in the eye at t}

The domain of quantification seems to go beyond what is pronounced.

Cf. the italics above.  Also:

E14. Every bottle [that Mary just bought] is empty.            (Stanley-Szabó)

E15. My desk is a mess.  Many papers [on my table] are covered with cigar ash.  (van Deemter, vF)

E16.  I finished grading the exams yesterday.   To my horror, most students [who took the exam] 

        cheated.

E17. The dinner guests had rhubarb pie for dessert.  Everyone [among the guests]  developed a 

         rash.      (Roberts, vF)

E18. That archer usually misses [when he takes aim with an arrow].    (cf. Schubert –Pelletier)

How is “quantifier domain restriction” to be accounted for within a theory of sentence interpretation?

Accounts

What won’t work.





(g.) w. { x: x is a person in w and I like x in w} 
      (  { x: x is Romanian in w}

                                  DP


                      every                   NP                               








is Romanian




               person 1 I like t1







(g.) x. w. x is Romanian in w







The proposition is what we get by




(g.) x.w. x is a person in w
applying the top semantic value to




            and I like x in w

an assignment.

                (g.)P.Q. w. { x: P(x)(w) = 1 } (  { x: Q(x)(w) = 1 }





(g.) w. { x: x is a bottle in w} 
      (  { x: x is empty in w}

                                  DP


                      every                 bottle                               





 

                 is empty








(g.) x. w. x is empty (now) in w







The proposition is what we get by




(g.) x.w. x is a bottle in w
applying the top semantic value to




            



an assignment.

                (g.)P.Q. w. { x: P(x)(w) = 1 } (  { x: Q(x)(w) = 1 }

What we could modify.


Our decision about what syntactic structure(s) get assigned.


Our decision about what semantic values get assigned to the words.


Our decision about how the semantic values of complex constituents get computed.


Our decision about how the top semantic value gets used to determine a proposition.

Of course, different strategies might be appropriate for different examples.

The predominant view is that the changes specifically regard the DP and the semantic value that comes out of it.





       (g.)Q. w. { x: x is a bottle in w} (  { x: Q(x)(w) = 1 }

    every                 bottle

Some desiderata
1. Naturally, the analysis should extend to embedded instances of quantification.   Here, too, the 

    natural paraphrases often include further material…

E19. When John went to Prague, he studied some Czech beforehand.  It was quite possible that 

        nobody [at the conference] would speak Welsh.  (von Fintel)

E20. If there had been a few more bottles on the shelf, John would not have purchased every bottle 

       [on the shelf]  (Stanley-Szabó)

E21.  Somebody’s got to do something!

     …and in particular “bound variables.”  

E22. Only one classx x was so bad that no student [ in itx ] passed the exam.  (Heim, vF)

E23. The exams went well this year.  Every student x x answered every question [on hisx exam]  

(Stanley)

E24. The math classes are going well.  Nobody [who is teaching a math class] x x has failed 

        anybody [in a math class taught by himx] the entire year. (Lepore, cited in Stanley)

E25. Whenever we have a party, t everybody [coming to our party (at t)] brings something [to eat 

         or drink] .  (Cresswell, vF)

E26. Whenever I go to a dinner party, t everybody [I talk to at the party I go to (at t)] comments  

        on my haircut. (von Fintel)

E27. When John gets upset, he always t (he) yells at everyone [he interacts with (at t)].

2. Aspects of the sentence in question can constrain the possibilities for what the domain of 

    quantification is.    The analysis should lend itself to an explanation for why this is.

a. In the case of determiner quantifiers, the identity of the pronounced NP constrains the domain of quantification.   The domain of quantification can generally be seen as a subset

of a “basic” set determined by the NP.

{ x: x is a person in this class who John likes} (  { x: x is a person who John likes}

{ x: x is a bottle that Mary just bought } (  { x: x is a bottle}

      { x: x is a student in Romania} (  { x: x is a student}

{ x: x is a paper on my table} (  { x: x is a paper}

             # Most [relatives of] politicians are rich.

       But note: Most [apparent] sheiks were really American businessmen.  

b. Items outside the DP constrain the domain of quantification as well: “presupposition triggers”

     and focus have an effect.  

     Presupposition triggers.

     Rough description (generalization about “presupposition projection”
): 

     If  John/Mary/… VP  “carries the presupposition” that  John/Mary/… has property Z, 

     then QP VP   “carries the presupposition” that every individual in the domain of

     quantification has property Z.     

     “Generally it is proper to utter the sentence in (10a) only if it is established that all of the 

           people under discussion hid in the living room …. This is related to the fact that a simple   

           sentence like (11) presupposes that Vladimir hid in the living room.” (my 1998 SALT

           paper on indefinites
)  

(10) a. Exactly half of them regretted hiding in the living room.

(11) Vladimir regretted hiding in the living room.

           Focus.
     Frequently, in QP VP, focus on a piece of the VP suggests that every individual in

     the domain of quantification has some property of the kind you would get by taking

     the VP and substituting some expression for the focused piece.

e.g. Most students chose an ORAL exam  suggests that everyone in the domain of 

     

quantification had a property described by chose an X exam, hence that they all 

chose an exam of some kind.

   

My students could choose between a written exam, an oral exam, and



a term paper.  ?? Most students chose an ORAL exam.


            My students could choose between a written exam and an oral exam.



Most students chose an ORAL exam.



(A natural way of thinking about this contrast: In this context, we expect



the domain of quantification to be the set of all my students – a fact that 

itself needs to be explained, of course.  In the first case, our expectation 

conflicts with the constraint that focus introduces.)

3. When sentences with anaphors like they follow sentences with quantifiers, to talk about 

     their readings we typically have to talk about the domain of quantification in the previous

     sentence.  Hopefully, a good theory of how we interpret quantificational sentences will fit 

     together with a theory of anaphora and enable us to explain why the domain of quantification 

     plays a role in determining the antecedents for ensuing anaphors.  



e.g. 

    

Milan is expensive.  Most apartments [in Milan] that are furnished cost outrageous 

sums.   But at least they come with balconies.  

          

Once we take the domain of quantification in the second sentence to be the set of 

furnished apartments in Milan, this limits our choice for how to read they in the third sentence: either we take it to refer to the furnished apartments in Milan (the whole domain of quantification) or to those apartments among them that cost outrageous sums (a certain subset of the domain of quantification).   We can’t take it to refer to the apartments in Milan generally, say.

A family of proposals: Modifying the DP and (consequently) its semantic value

The basic idea.




 (g.) w. { x: x is a person in w

                and John likes x in w}

(  { x: x is Romanian in w}

                                  DP





                      every                   NP                           is Romanian





               person             1 John likes t1            (g.)Q. w. { x: x is a person in w 











     and John likes x in w}










          (  { x: Q(x)(w) = 1 }

                    (g.)P.Q. w. { x: P(x)(w) = 1 } 

        (  { x: Q(x)(w) = 1 }





 (g.) w. { x: x is a person in w

                and John likes x in w

  
    and… }

                                  DP                


          (  { x: x is Romanian in w}





                      every                   NP                           is Romanian





               person             1 John likes t1            (g.)Q. w. { x: x is a person in w 











     and John likes x in w










                 and…}



           

                                 (  { x: Q(x)(w) = 1 }

                    (g.)P.Q. w. { x: P(x)(w) = 1 } 

        (  { x: Q(x)(w) = 1 }

All proposals in this family posit unpronounced material in the DP.   Frequently the material is a variable.

Altering the NP.

P1. Brute force








(g.) w. { x: x is a person in w




 

        and x is in the EGG…class in w
                                                                                                       and John likes x in w}

     ( { x: x is Romanian in w}

                                  DP





                      every                   NP                           is Romanian













        person     in the           1 John likes t1




EGG







            2004

                                            semantics 




       topics class

P2.  Adding a modifier of the head noun

        (~Stanley and Szabó 2000
)

       







(g.) w. { x: x is a person in w




 

        and g(2)(x)(w) = 1
                                                                                                       and John likes x in w}

     ( { x: x is Romanian in w}

                                  DP








                      every                   NP                           is Romanian





      




             (P2 always comes in with









   the noun – either it is



        person            P2        1 John likes t1

   an affix or it is selected 










   for syntactically.  










   Semantically, it serves










   as a modifier, i.e. conjunct.) 

                  (Idea: A natural assignment choice is one that maps 2 to the property of being in

                   the EGG 2004 semantics topics class.)        
P3. Adding an NP modifier 








(g.) w. { x: x is a person in w




 

        and John likes x in w                                                                                                       




        and g(2)(x)(w) = 1}

     ( { x: x is Romanian in w}

                                  DP








                      every                   NP                           is Romanian





    NP   




    (P2 may be adjoined to









     NP.  Semantically, it



        person    1 John likes t1
       P2

   
     serves as a modifier.)

                  (Idea: A natural assignment choice is one that maps 2 to the property of being in

                   the EGG 2004 semantics topics class.)        
P4. Adding a “delimiting function” 

        (~von Fintel 1998 notes
)   





 (g.) w. { x: P(x)(w) = 1 }

                     (  { x: x is Romanian in w}






        
                  where P = g(8)(y.u. y is a person in 

                                  DP





         u and John likes y in u)



                                              NP


                    every         f8         NP                         is Romanian











(f8 may be adjoined to NP.










It is a function that, given a  



             person          1 John likes t1

 
property, yields a “subproperty”

-- a second property that, in any    world, holds of a subset of those   individuals the first property 










holds of.)

  (Idea: A natural assignment choice is one that maps 8 to a function that, given any property, yields 

   the property that holds of all individuals in the EGG 2004 … class with that first property.  I.e. 

   for any R, g(8)(R) = x.w. x is in the EGG2004 …class in w and R(x)(w) = 1.)

Adding outside the NP.

P5. The determiner also selects for the property to be conjoined.

             (~von Fintel 1994, Martí 2003)





 (g.) w. { x: x is a person in w

                and John likes x in w}






        


    and g(2)(x)(w) = 1}

                                  DP





(  { x: x is Romanian in w}






                    every         P2         NP                         is Romanian











(P2 is an argument of every.)










 



               person          1 John likes t1
                (g.)R. P.Q. w. { x: P(x)(w) = 1 and R(x)(w) = 1 } (  { x: Q(x)(w) = 1 }

How about the bound variable cases?

E28. In most classes, every person John likes is Romanian. (actually not perfect for me)

E29. In each of John’s classes, every boy is Romanian and every girl is Hungarian.

The idea:   [(In) each of John’s classes [1  (    ] ]


      In the places where above we posited a single silent element, we also admit a complex

      constituent that consists of two silent elements: (i) a variable over functions, and (ii) a

second variable that serves as the function’s argument and is bound by 1.  The function applies to its argument to yield the same kind of object that the single silent element above was.

      [(In) each of John’s classes [1  every P3 boy is Romanian  ] ]


[(In) each of John’s classes [1  every [f2 x1] boy is Romanian  ] ]

      [(In) each of John’s classes [1  every f8 boy is Romanian  ] ]

    

[(In) each of John’s classes [1  every [j2 x1] boy is Romanian  ] ]




               …







(g.) w. { x: x is a boy in w




 

        and g(2)(g(1))(x)(w) = 1}                                                                                                       




                ( { x: x is Romanian in w}

                                  DP








                      every                   NP                           is Romanian





    NP   




    



        boy    
f2
       x1

   
     

                  (Idea: A natural* assignment choice is one that maps 2 to y.z.w. z is “in” y in w.
)

In fact, the “official versions” of Stanley-Szabó, Martí, von Fintel 1998 assume there is always a complex constituent.

Cf.
Cooper’s analysis of E-type pronouns, and other “decompositions” into functions and 

bound variable arguments.

They say many people are proud of their thesis, but most people I know want to bury it.


[ Most people I know [1 t1 want to bury f2 x1 ] ]

“paycheck”


The one relative everyone likes, I like as well, of course.


[The one relative [2 everyone 1 t1 likes f2 x1] ] …             “functional reading”                       

To think about.

Von Fintel writes about Heim’s example E22: “Here we might be tempted to analyze student as having an implicit argument (you’re always a student of or in something) and have that argument be bound by the higher quantifier only one class.”  Can you think of arguments for or against this idea?

In what cases can the apparent additional domain restriction be traced to explicit elements in the sentence?  What is –one in everyone?   I find that contrast sometimes facilitates an additional domain restriction
 (cf.E8b, E10b) – is there any reason why this should be?

Are some kinds of domain restriction more frequent than others?  Are there any “values of P” that seem to be excluded?

4. Stanley and Szabó and others.

E14. Every bottle is empty. (SS)

E8b. b. I heard John and Mary discuss their impressions of people in this class.   Surprisingly, every 

         person John likes is Romanian, while every person Mary likes is Hungarian.

E29. In each of John’s classes, every boy is Romanian and every girl is Hungarian.

Different examples might require different approaches.

Point of departure: The “non-starter” from the last handout.


What needs to be accounted for is why, e.g., on certain occasions when Every bottle is


empty is uttered, we think that what the speaker said is true as long as every bottle that Mary 

bought is empty.
, 
  The non-starter wrongly predicts that our intuitions of the truth 

conditions for Every bottle is empty are always reflected by the proposition that every 

bottle in the universe is empty.

How should last handout’s non-starter be modified?

4.1. The “pragmatic” approach. 

What we could modify:


Our decision about what syntactic structure(s) get assigned.


Our decision about what semantic values get assigned to the words.


Our decision about how the semantic values of complex constituents get computed.


Our decision about how the top semantic value gets used to determine a proposition.

The idea: The non-starter is correct as far as the syntactic structures and semantic values it posits.  The top semantic values are such that, given an assignment, we would obtain “unrestricted propositions” about bottles, people John likes, and boys.   However, these “unrestricted propositions” are not the final output of the procedure for recovering truth conditions.  On different occasions, we determine propositions differently on the basis of the same semantic value at the top. 

Arguments that have been given against the pragmatic approach:
The unimaginative/ lazy argument (SS).  “I don’t see what process could take us from the unrestricted claim to the restricted claim.  I won’t accept this idea until I understand the details and can test to see if it’s plausible.”  (What about the photograph?)

Some questions for people who think an account can be worked out:

How will this approach handle the presupposition phenomena?  Presuppositions seem to be generated compositionally.   One would expect theories of how this happens to predict that the “unrestricted” Most people regretted attending the party carries the “unrestricted” presupposition that everyone in the world attended the party rather than the “restricted” presupposition that everyone under discussion attended the party.  Why then would we act as though the speaker takes it as accepted just that everyone under discussion attended the party?

Should structures with identical semantic values lead to identical propositions in the same circumstances?   Every bottle in the universe is empty does not seem to behave the way Every bottle is empty does.   Is there a way of predicting this?

4.2.The lexical approach. (my term)


What we could modify:


Our decision about what syntactic structure(s) get assigned.


Our decision about what semantic values get assigned to the words.


Our decision about how the semantic values of complex constituents get computed.


Our decision about how the top semantic value gets used to determine a proposition.

The basic idea: sometimes, the semantic value of bottle is not (g.) x. w. x is a bottle in w  but, e.g. (g.) x. w. x is a bottle in w and Mary purchased x in w.  

SS would say something like: in a context c, the semantic value of bottle is (g.) x. w. x is a bottle in w and x “is in the domain provided by c”
Arguments that have been given against the lexical approach:
1. The “binding argument.”  Stanley, SS seem to think that the cases that behave as though they contain bound variables provide an argument against this approach.  Is this correct, though?  Given that him(1)
 , say, can have the semantic value g. g(1), what could be wrong with a semantic value for person like the one below?  





 (g.) w. { x: x is a person in w

                and John likes x in w}






        


    and x is in g(1) in w}

                                  DP





(  { x: x is Romanian in w}





                    every                     NP                         is Romanian











 



               person          1 John likes t1
g.) x.w. x is a person in w and x is in g(1) in w
(Note that we could play with the semantic value of every instead.  And also that we could posit “lexical rules” that mimic the various syntactic possibilities that we considered, e.g.


bottle/person 

g. x. w. x is a bottle/person in w  





g. x. w. x is a bottle/person in w  and g(1)(x)(w) = 1
g. x. w. x is a bottle/person in w  and g(2)(g(1))(x)(w) = 1

         noun

F





g. x. w. F(g)(x)(w) = 1 and g(i)(x)(w) = 1             for some i
g. x. w. F(g)(x)(w) = 1 and g(j)(g(i))(x)(w) = 1    for some i, j    )

2. The argument everyone explicitly rejects.  We could not account for the natural readings of sentences like E30 by using the same semantic value for both instances of nobody.   (Who said semantic values can’t change in mid-course?)

E30. Nobody cared that nobody came.  (Stanley and Williamson)

3. Also. I suspect that, in most cases, modifying the semantic value of the noun will be subject to the same criticisms that “attaching a variable” to the noun is subject to, and … the determiner … the determiner.    We will get to those shortly.

Note with respect to this approach that, if there is no index in the syntax (cf. the diagram above), we expect insensitivity to syntactic constraints on what index can appear where.
  

4.3. The ellipsis approach.   (SS’s “grammatical approach”)


What we could modify:


Our decision about what syntactic structure(s) get assigned.


Our decision about what semantic values get assigned to the words.


Our decision about how the semantic values of complex constituents get computed.


Our decision about how the top semantic value gets used to determine a proposition.

This is the “brute force” proposal (P1) on the previous handout.

The idea here is that, in the structure of the sentence, there is a complex phrase that is sometimes pronounced but that in these cases is not.   “Standard” instances of ellipsis (e.g. VP ellipsis) are often viewed in this way.  The connection is made with destressing: non-pronunciation is an extreme case.  There might be something to be said for this approach for those examples of ours where contrast facilitates the additional restriction.  Contrast would also induce destressing.

E8’. I heard John and Mary discuss their impressions of people in this class.   Surprisingly, every 

         person JOHN likes (in the class) is Romanian, while every person MARY likes (in the class) 

         is Hungarian.

Arguments that have been given against the ellipsis approach
:

1. The ridicule argument (Neale).  Neale writes in his comment on SS: “I find it hard to believe anyone has ever proposed such a clumsy and bizarre view.”

2. The “This is not like the ellipsis I know” argument.  Von Fintel writes:
…grammatical ellipsis … is subject to strong conditions.  In essence, an 

element of the same meaning as the elided constituent has to be linguistically 

present in the appropriate configuration.  (See Ivan Sag’s dissertation and 

much subsequent work on this point.)  Now, these conditions are not obviously 

satisfied in the case of context-dependent quantifiers.  

vF is talking about NP and VP ellipsis here, I guess. (And the issue is tricky, cf. Don’t! or I wouldn’t. )  The argument is: the kind of ellipsis putatively at work here would have to be constrained in a way different from those kinds of ellipsis, therefore it is implausible to say that there is ellipsis here.  Response: The relevant category in our cases of “context dependence” seems generally to be the category of NP modifiers (AP, PP, CP).  Are the conditions obviously the same for these?   If not, could it be that we are discovering something about the range of ellipsis conditions?  Also, in some cases, e.g. E8b, there does seem to be a phrase with the same interpretation in the immediate context (in this class).    

3. The indeterminacy argument. (SS)  This argument rests on the idea that the speaker always assumes that the hearer can reconstruct the syntactic structure he had in mind.  The argument: The ellipsis approach is inconsistent with that idea.  On the ellipsis approach, in any given case there seem to be many possibilities available for what phrase has been elided.  But in that case, the speaker could not possibly expect the hearer to recover the right syntactic structure for the sentence -- the search space is huge.  One response: Why accept the premise?  If the speaker’s purpose is to convey a proposition, then what counts is that the hearer recovers some structure that yields the intended proposition, or a structure that yields a proposition from which the intended proposition can be inferred, not necessarily the structure the speaker used.  

4. Von Fintel’s variant (“the Wettstein argument”). 

Intuitively it doesn’t seem that there is any indeterminacy in the proposition 

expressed by a sentence like The table is covered with books… In context, they 

seem to be quite determinate.  [And similar phenomena obtain for sentences with 

quantifiers.]  The syntactic ellipsis analysis cannot account for this determinacy.   

To me, the point here is that just admitting the possibility of ellipsis is not enough to predict the facts.  Apparently, once one adopts the ellipsis approach, one is forced to the conclusion that there are constraints on what can be elided (even if these constraints are not familiar ones).  Whoever adopts the ellipsis approach ought to say something more about that.  Example: Suppose A and B are talking about a salient set of bottles, which they both think Mary bought.  A says Every bottle is empty.  On this view, we might expect B to be able to reconstruct the proposition that every bottle that Mary bought is empty.  But then suppose B learns that Mary bought a different set of bottles, all of which are full.  Would B think that A had expressed something false?  The intuition is no.  So in fact it seems impossible to entertain the structure that corresponds precisely to Every bottle that Mary bought is empty.  (To think about: Do the alternative proposals fare any better in limiting the propositions that the sentence could be used to express? )

5. The philosopher’s argument. (SS) A hearer who did not know any words of English other than those overtly pronounced in, e.g. E14, could still be expected to recover the right proposition.  Therefore, arriving at the right proposition is not a matter of supplementing the syntactic structure with other words.

A further argument is that sometimes no phrase seems a good candidate for the elided phrase.

E29’. In each of John’s classes, every boy (?*in the class) is Romanian and ….

4.4. The “silent variable approaches” (cf. P2-P5 on the previous handout)

Some questions that proponents of these approaches have to face:

Q1. Are there any languages in which these variables are pronounced?  And if not, is there a

       good reason for that?
(Kratzer)

Q2. Do these items “behave like other variables” ?  Are they sensitive to the syntactic indexing 

       constraints that have to be assumed in other cases where we posit variables ?
     

Q3. Can all of these variables be bound?  And, if not, is there a good reason for that?

      
Stanley (“Nominal Restriction”) goes to an effort to try to show that the function variable he posits 

in cases involving binding – the function that yields the restricting property -- can itself be bound.   


Background: An analysis of “functional relative clauses.” (cf Engdahl, Chierchia)

(1) a. There is only one woman that everyone likes. (His mother.)

 b. Analysis: There is only one (natural) woman-valued function f such that every     

     person x likes f(x).  (Namely, the function that for every x yields x’s mother.)

      c.Proposed syntax of relative clause: 

          1 [ everyone 2 t2 likes [f1 x2] ]

(2) a. There is only one class that we all consider important. (Our own.)

      b. Analysis: There is only one (natural) class-valued function f such that every x 

          among us considers f(x) important.  (Namely, the function that for every x 

          yields x’s own class.)

      c.  Proposed syntax of relative clause:


1 [ we all 2 t2 consider [f1 x2] important ]

              Stanley wants to propose a relative clause structure like (3c) for sentences like (3a)
:

                       (3) a. There is only one class that we all want everyone to attend regularly. (Our own).

                b. Analysis: There is only one (natural) class-valued function f such that every x 

       among us wants everyone in f(x) to attend f(x) regularly.


   c. Proposed syntax of relative clause:

1 [ we all 2 t2 want [ every -one [f1 x2] to attend [f1 x2] regularly ]


  But since f yields classes, not properties, it seems to me that we really want something more like



    c’. 1 [ we all 2 t2 want [ every -one [ F3 [f1 x2] ] to attend [f1 x2] regularly ]

here, where F3 gets “understood” as in.  F3, then, is the function that yields the restricting property,        

and it is free.

Reminder about the proposals we discussed

The proposals concern cases in which the quantifier is visibly made up of a determiner and another phrase, which can be seen as an argument of the determiner.
  

    [DP every [NP bottle] ]

The proposals can be seen as dividing up into two classes: those that say the “further restriction” is provided by silent material within this visible argument of the determiner (P2, P3, P4); and those that say the “further restriction” is given by an additional silent argument of the determiner (P5).

i.  [ every [ P2  bottle] ]

ii. [ [ every P2 ] [ bottle] ]

On the first kind of proposal, the silent material combines with a property-denoting element and yields a subproperty (a property that holds of all individuals that have both the original property and a second one).

        g. x. w. x is a bottle in w and ...


[ every [ P2  bottle] ]

On the second kind of proposal, the semantics of the quantifier is such that it ranges over those individuals that have both the property provided by the silent argument and the property provided by the pronounced argument.

g.P.Q. w. { x: P(x)(w) = 1 and ... }  ( { x: Q(x)(w) = 1 }


[ [ every P2 ] [ bottle] ]

Arguments against a mechanism for “converting properties to subproperties” 

1. We would expect NPs modified by non-intersective adjectives to yield the same range of

    “subproperties” that NPs modified by intersective adjectives do.  But they seem not to: NPs

    modified by non-intersective adjectives do not seem to admit restrictions at all. (Breheny)

E31. a. Most salted New York bagels taste good, while most unsalted [New York] bagels taste

horrible.

        b. Most real New York bagels taste good, while most fake [#New York] bagels taste horrible.



(b) cannot talk about items that were passed off as being bagels made in New York, 

even though (a) can quantify over those bagels made in New York that are unsalted.  

This is a surprise if to account for (a) we say that the NP pronounced bagels can 

“denote”
 the property of being a bagel made in New York.  

E32. a. Most elaborate paintings by Dalí are impressive, but most simple paintings [by Dalí] are 

            not.

        b. Most authentic paintings by Dalí are impressive, but most forged paintings [by Dalí] are not.



(b) cannot talk about items that were passed off as being paintings authored by Dalí.

These facts seem to argue against any approach that allows “restrictions” to be associated 

with NPs or Ns contained within the determiner’s sister.  (This means P2, P3, P4, the 

version of the lexical approach that modifies noun denotations.)

2. Maybe facts like the following can be used to make a similar argument.  These facts also

    suggest that not all NPs exhibit the same range of  “restrictions.”

E33. A: Do you still know anyone in Cluj?

        B: i. ?? My best friend is a waiter [in Cluj].

     cf.   ii. My best friend knows a waiter [in Cluj].

       In the context of A’s question, we naturally take (ii) to quantify over waiters in Cluj.  If to 

       explain this fact we say that the NP waiter can “denote” the property of being a waiter in Cluj, 

       we might expect that in the same context, the NP waiter in (i) could “denote” the property of 

       being a waiter in Cluj.  But it seems not to.

3?  If there is reason to think that quantifiers differ with respect to their ability to admit restrictions, 

      then this would be mysterious too. 

Arguments that have been given against the selection of a further property by the determiner (P5):

1. NP ellipsis preserves the domain restriction (SS):

 Consider the sentence [sic] Sue paid for most bottles.  Bill paid for most as well.  There is 

 no context in which this sentence has a true reading… if the domain variable were on the 

 determiner, then one should expect a true reading, since the domains for the two quantifier 

 expressions should then be allowed to vary.
    Response 1: Even if the reasoning is correct here (I am not sure), do the alternatives fare better?  

    Assuming that in cases of NP ellipsis the two NPs must be identical, shouldn’t we allow a true 

    reading even if the restriction is within the NP?


Sue 1 t1 paid for most [bottles [f2 x1] ].  Bill 1 t1 paid for most [bottles [f2 x1] ].

    Response 2: The claim that NP ellipsis always preserves the domain restriction seems wrong.

    This case looks pathological.   In cases where the two determiners contrast, the domains of

    quantification can differ.
   

    Sue paid for every bottle [that she bought].  Bill only paid for most [bottles that he bought].

Arguments that have been given for including the restriction within the NP.

1. We can conveniently explain why anaphoric they can be used to refer to all members of the 

     domain of quantification in cases like E34: the basic idea would be that they can stand for the 

     X, for some previously occurring constituent X. (SS)

E34. Milan is expensive.  Most apartments [in Milan] cost outrageous sums.   But at least they 

          [i.e. the apartments in Milan] come with balconies.  

      But is this generally the case? (cf. Pelletier)

E34’. Milan is expensive.  Most apartments [in Milan] that are furnished cost outrageous sums.   

         But at least they [#i.e. the apartments in Milan] come with balconies.  

     Also, as SS point out, the basic idea will need to be supplemented with something…

E34’’. Milan is expensive.  Most apartments [in Milan] that are furnished cost outrageous sums.   

        But at least they [i.e. the furnished apartments in Milan that cost outrageous sums] come with 

        balconies.  

2. We can conveniently explain why we take superlatives like the tallest person to talk about the 

     tallest person in a smaller group than the entire set of people.  The idea would be that tallest, 

     when it combines with an NP, yields the property of being the tallest of those individuals that 

     have the NP property.   (Stanley, “Nominal Restriction”)

E35.  You see the people standing by the door?  The tallest person is a good friend of mine.  

     But couldn’t we arrive at the same effect by leaving the NP untouched, giving tallest a silent   

     property argument, and saying that tallest yields the property of being the tallest of those  

     individuals with both the NP property and the silent property?

A last remark

Syntactic naïveté is a point against any proposal.  It should be asked what versions of the above proposals are workable within current theories of how sentences are structured.

5. An introduction to Kratzer’s Gargnano paper.

The picture we have been assuming thus far:




             g. w.  John is bald 


g. w.  John is bald





    at T in w



               at g(1) in w






        or


                  John is bald                                                     John is bald


    We determine a property of worlds by applying this semantic value to an 

    assignment.


    We say “true” to say that this property characterizes the actual world.

An alternative picture:




             g. s.  John is bald 








 in situation s



               
                  John is bald                                                     


    We determine a property of situations by applying this semantic value to an 

                assignment.  (Situations are parts of worlds.)

                We say “true” to say that this property characterizes the part of the actual 

                world that we think is being referred to.

An analysis of Every bottle is empty, on this alternative picture:





(g.) s. { x: x is a bottle ... in s} 

       (  { x: x is empty for.. s}

                                   DP




                               every     bottle      is empty                       


         (g.) x. s. x is empty for the temporal duration of s
                     (i.e. x is empty in ws for the temporal duration of s)




    (g.) x. s. x is a bottle in s

  (i.e. x is a bottle in ws  and x is in s)


      (g.)P.Q. s. { x: P(x)(s) = 1 } (  { x: Q(x)(s) = 1 }

Different parts of the world could have different bottles in them.  Some parts of the world will have fewer bottles than the whole world does.

Consequence for the treatment of context-dependence 

Suppose that on two different occasions on which the same sentence is uttered, we have different intuitions about what it would mean for the speaker to have said something true.

This could be because on the two occasions we determine different functions from situations to truth values.

But it could also be because we decide different things about what part of the world the speaker is talking about (what the “topic situation” is).

Some reasons to like the alternative picture

1. Simple sentences like John smokes can be treated as having exactly the same syntax and semantics as the sister of usually in sentences like Usually John smokes (by assuming that usually is a quantifier over situations).

2. The context-dependence of a variety of our original examples can potentially be explained by saying that on different occasions we focus on different situations. It’s raining. Mary’s not going to die. John has three children.  The idea in the last case (Kratzer 2003 Milano-Bicocca talk): the property of situations here is s. there are exactly three children of John’s in s.  In F4, I understand that reference is to the actual world in its entirety, while in cases where my intuition is “true if he has at least three,” I take reference to be to smaller parts of the world.

F4. Me: How many children does John have?

      You: John has three children.

       My judgment: True if he has exactly three, false otherwise (say if he has four).

       I seem to associate with what you said the information that John has exactly three

     
children.

An intuition, after Barwise and Etchemendy 1987, Recanati 1996: Claire is playing two card games simultaneously.  I look over at one and I say, “Claire has a good hand.”  If Claire has a good hand in the other game but not in the one I am looking at, I said something false. Recanati: “The utterance is not true because the situation referred to is not of the type described.”  Elaboration: Apparently we take the sentence to be true if Claire has a good hand in the game I am looking at.  On this view there is a straightforward account for that: we determine a function that characterizes situations in which Claire has a good hand: we assume that the situation I am talking about is the situation I am looking at.

Questions

How many of the “quantifier domain restriction” facts follow immediately from the alternative picture – without introducing further variables over properties, etc?

(Kratzer: All, hopefully.)

Are there cases where the predictions of the alternative picture are superior to those of the views we considered last time?

(Kratzer: Yes.)

An adjustment

In fact, Kratzer has in mind a variant of the alternative picture in which situation variables are present in the syntax.   So it would be wrong to consider this position one that posits no covert variables at all.   

Closer to what Kratzer advocates: 






(g.) s. { x: x is a bottle in s}





(  { x: x is empty for.. s}



 

                                                                                      

                     DP 

 




s2       empty




             every   bottle    s2                                                

 



         (g.) s. x. x is empty for the temporal duration of s


          (g.) s. x. x is a bottle in s

        (g.)F<e,t>.G<e,t>. { x: F(x) = 1 } (  { x: G(x) = 1 }

This structure yields exactly the same semantic value as the structure in A1.

The role of the s variables, loosely speaking, is to determine the situation in which the bottle property and the VP property are going to be “evaluated.” When these variables are bound at the top, as they are here, the truth conditions will concern individuals who have these properties in the topic situation: we will take this structure to express that every bottle in the topic situation is empty in the topic situation.

The reason for allowing structures of this general format: it opens up the possibility that there also structures in which the variables are not the same, and thus in which the two properties are not “evaluated in the same situation.”

E36. Nobody [in the class] was present.

        (- Why didn’t you start teaching at 9:00?  - Because nobody was present.)

        What won’t work:         g. s. no person in s is present in s

        What could work:         g. s. no person in g(1) is present in s



               We consider assignments that map 1 to a situation containing all




    the students in the class.

E37. Most politicians waved to everyone [in the crowd]. 

        What won’t work:         g. s. most politicians in s waved in s to everyone in s


         ( This would imply that the politicians are among the people waved to. ) 

         What could work:g. s. most politicians in s waved in s to everyone in g(1)

Perhaps we also can get a handle on:

E38. Most [apparent] sheiks were really American businessmen.  (from Handout 3)

g. s. most sheiks in g(1) were American businessmen in s

        Might we consider assignments that map 1 to a counterfactual situation in which the

        people pretending to be sheiks are sheiks? 

E39. Every bottle [# that Mary just bought] in the universe is empty.  (from Handout 4)

        Could it be that the in-phrase occupies the position of the situation variable?  In

        that case we will always have to talk about bottles in the situation the in-phrase

        tells us about.

Summary: Introducing situation variables gives us two ways of introducing domain restrictions for quantifiers -- via the topic situation and via the choice of assignment.

Kratzer suggests moreover that there are particles in South German dialects (and possibly Somali) that it is plausible to treat as pronounced versions of these situation variables.

Facts to think about

1. E31. a. Most salted New York bagels taste good.  However, most unsalted [New York] 

                bagels taste horrible.

            b. Most real New York bagels taste good.  However, most imitation [#New York] 

                bagels taste horrible.

    Attempt: Imitation selects for a “property,” so it combines with bagels before the

    situation variable gets to it.  ( [ [imitation bagels] si ] )   The semantic value that

    we will generate for (E31b) is thus something like g. s. most imitation bagels in 

    s
 taste horrible to the people in the world of s.  Even if the “evaluation

    situation” for imitation bagels contains only objects made in New York, what we will 

    get is a claim about those imitation bagels that were made in New York, not those 

    things that were passed off as bagels made in New York.

2. a. John walked into the morgue.  Everyone was smiling.    ((2a) is due to Tom Roeper)

    b. John walked into the morgue.  Everyone wondered why.

    Tom Roeper noted in class that in the absence of context (2a) sounds grotesque: 

    despite the prima facie implausibility of this scenario, we imagine that (2a) talks about

    everyone in the morgue.   We behave differently with (2b), however.  Attempt:  The 

    semantic values that we generate are something like  g. s. everyone in s smiles for 

    the duration of s and g. s. everyone in s wonders in s why John walked into the

    morgue.   We choose different kinds of topic situations in the two cases: we naturally 

    choose situations involving people in the morgue in the first case and people outside

    in the second case.  But why?

3. E33. A: Do you still know anyone in Cluj?

            B: i. ?? My best friend is a waiter [in Cluj].

         cf.   ii. My best friend knows a waiter [in Cluj].

     Attempt: Percus 2000 argues that the situation variable associated with the main 

     predicate must always be bound at the top.  In that case the semantic values that we 

     generate are g. s. my best friend in g(1)/s is among the waiters in s and g. s.  

     my best friend in g(1)/s knows in s a waiter in g(2)/s.    Maybe we do not naturally  

     imagine a topic situation containing everyone in Cluj, but the assignments we choose 

     can have such situations in their range.  

The remarks in (2) and (3) show that, without an independent theory of how we select topic situations and of how we choose assignments, it is very hard to see what the predictions of this view are.  How could we tell whether the sketched solutions are correct?

Kratzer’s handout contains some discussion of what these theories would have to say.  (For one thing: “Tense and aspect help pick suitable topic situations.”)
Advantages over the views we considered last time?

K1. a. Lisa is a phonologist.  I think that most linguists [#who are phonologists] would 

       agree with what she said.

       b. ...most such linguists would agree with what she said.  (attributed to Chris Potts)

Kratzer: Covert property variable approaches wrongly predict (K1a) to be able to mean most phonologists.  Situation variable approaches do not run into the same problems.  Argument: (i) The property of being a phonologist is salient, and so we should be able to choose an assignment with this property in its range. (ii) There is evidence that we can choose such an assignment from (K1b), which does mean most phonologists, and which we can assume contains an overt variable over properties.  

Do situation variable approaches fare better?  Again, it depends on our theories of topic situation selection and assignment selection.  The semantic value that we generate is g. s. most linguists in g(1)/s “would agree with her in s.”   We need to say: we do not consider situations containing only phonologists as a topic situation, and we also don’t consider assignments with such situations in their range.   

How about the bound variable cases?

E29. In each of John’s classes, every boy is Romanian and every girl is Hungarian.

Some options:

1. Classes are situations.


            (g.) s. { u: u is a class-situation in s } 



    (  { u: every boy in u is Rom. in the

          world of u }



    (in) each of John’s classes       every boy is Romanian


       (g.) s. { x: x is a boy in s} (  { x: x is Romanian in the world of s}





(cf. Every bottle is empty)

    (g.)p. s. { u: u is a class-situation in s } (  { u: p(u) = 1 }

2. In sets up a correspondence between classes (whatever they are) and situations.

(g.) s. { x: x is a class that John teaches in s }

         (  { x: there is some part s’of s, corresponding 

                 to x, s.t. every boy in s’ is Rom. in ... s’}

          

       (g.) s. there is some part s’ of s such that

                                         1


         s’ corresponds to g(1) and







      every boy in s’ is Rom. in the world of s’ 

                                         in         t1

       each of John’s classes            every boy is Romanian


                          (g.) s. every boy in s is Romanian in the world of s

       (g.)Q. s. { x: x is a class that John teaches in s } (  { x: Q(x)(s) = 1 }

3. Complex variables in the situation positions.  The function variable provides the

     correspondence between classes and situations.

             (g.) s. { x: x is a class John teaches in s }

                             ( { x: every boy in g(3)(x) is Romanian in the







            world of g(3)(x) }



    

    

   


               (g.) x. every boy in g(3)(x) is Romanian

 in the world of g(3)(x) 
2



                                             

        (in) each of John’s       every boy [f3 x2]         is [f3 x2] Romanian

                  classes      


   (g.)G<e,t>. s. { x: x is a class John teaches in s } (  { x: G(x) = 1 }

       Note: To make the right predictions here, it seems that we will have to impose constraints on

       what the function variable can have as its value.  One step might be to require that its value be

       a one-to-one correspondence.  If we could choose a function that mapped each of John’s classes

       to the same situation, the sentence would be predicted true if every boy in that single situation

       were Romanian, irrespective of whether the boys in each of John’s classes are.

Something like option 3 might be useful in cases like K2, where there is nothing like in to provide a correspondence between girls and task situations. 

K2. Every girl finished every task. 

What to do about adverbial quantifiers?

E13b.  -What used to happen when Mary poked John in the eye?  

           - John usually got upset.

What we don’t want:

                      usually [John got upset]


   (g.)p.s. most parts s’of s       (g.)s. John gets upset in s

               are such that p(s’) = 1       

   Only parts involving pokings should be considered.

A covert “property variable” (a predicate of situations) could do the trick:

                   [usually P2] [John got upset]


   (g.)p.s. most parts s’of s       (g.)s. John gets upset in s

               such that g(2)(s’) = 1 

               are such that p(s’) = 1       

    g(2) characterizes situations in which Mary poked John in the eye.

Can option 3 help here?

                      usually [John got upset]


   (g.)p.s. most parts s’of s       (g.)s: s ( dom(g(3)). John gets upset in g(3)(s)

       in the domain of p are such

       that p(s’) = 1

   The domain of g(3) consists only of situations of Mary poking John in the eye.

E40. a. – # John usually regretted having offended her.  And he usually regretted having done 

               nothing to offend her.





         (cf. Beaver 1995)

        b. – Most times when John had offended her, he regretted having offended her.  And most

               times when he had done nothing to offend her, he regretted having done nothing to 

               offend her.  

To think about.

Below I sketched a variant of the proposals in Handout 4.  The idea is that there are no property variables, but there are silent in situation si constituents.   How different are the predictions of that kind of proposal from those of the proposal I presented here?
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   (g.) w. { x: x is a person in w 




                                  and John likes x in w

         and x is in g(1) }

      ( { x: x is Romanian in w}




                      every                   NP                         is Romanian





    NP   















        person John likes
       

 

                                                                 in
                      s1

6. Some facts that came up in this class.
1. a. Romania is a nice country to teach in.  Most students [?in Romania] are exceptionally polite.

    b.  Romania is a nice country to teach in.  Teachers [in Romania] are invariably treated well, 

         and most students [in Romania] are exceptionally polite.

2. a. ? In each of John’s classes, every boy is Romanian.

    b. In each of John’s classes, every boy is Romanian and every girl is Hungarian.

    c. * In each of John’s classes, every boy in the class is Romanian and every girl in the class

         is Hungarian.

3. a. The dinner guests had rhubarb pie for dessert.  Everyone [among the guests] developed

        a rash.

    b. The dinner guests had rhubarb pie for dessert.  ?? Every person [among the guests] developed

        a rash.

    c. The dinner guests had rhubarb pie for dessert.   Every person over 30 [among the guests] 

        developed a rash.

4. a. Every bottle [ that Mary just bought] is empty.  

    b. Every bottle [# that Mary just bought] in the universe is empty. 

5. a.  My students could choose between a written exam, an oral exam, and a term paper.  ?? Most 

        students [of mine] chose an ORAL exam.

    b. My students could choose between a written exam and an oral exam. Most students [of mine] 

        chose an ORAL exam.

6. A: Do you still know anyone in Cluj?

    B: i. ?? My best friend is a waiter [in Cluj].

        ii. My best friend knows a waiter [in Cluj].

       iii. Most friends of mine [in Cluj] have left.

7. a. Most salted New York bagels taste good, while most unsalted [New York] bagels taste

        horrible.

    b. Most real New York bagels taste good, while most imitation [#New York] bagels taste 

        horrible.

7. Some references that came up in this class.

Bach, Kent (2000). Quantification, qualification and context: a reply to Stanley and Szabó. Mind and 

Language 15:2, 262-283.

Barwise, Jon and John Etchemendy (1987). The Liar. Oxford: Oxford University Press.

Beaver, David (1995). Presupposition and Assertion in Dynamic Semantics. University of Edinburgh 

PhD dissertation.

Breheny, Richard (2003). A lexical account of (implicit) bound contextual dependence. SALT XIII, 

University of Washington at Seattle.

Cooper, Robin (1996). The role of situations in generalized quantifiers. In S. Lappin (ed.), The Handbook 

of Contemporary Semantic Theory. Oxford: Blackwell, 65-86.

Cresswell, Max J. (1996). Semantic Indexicality. Dordrecht: Kluwer.

van Deemter, Kees (1992). Towards a generalization of anaphora. Journal of Semantics 9, 27-51.

Enç, Mürvet (1991). The semantics of specificity. Linguistic Inquiry 22:1, 1-25.

von Fintel, Kai (1994). Restrictions on Quantifier Domains. University of Massachusetts PhD dissertation.

von Fintel, Kai (1998). The semantics and pragmatics of quantifier domains. Web-accessible at 

http://web.mit.edu/fintel/www/qic.pdf.

Heim, Irene (1983).  On the projection problem for presuppositions.  In M. Barlow, D. Flickinger and M. 

Westcoat (eds.), Proceedings of WCCFL 2. Stanford, CA: Stanford Linguistics Association, 

114-125.

Kratzer, Angelika (1998). More structural analogies between pronouns and tenses. In D. Strolovitch and A. 


Lawson (eds.), Proceedings of SALT VIII. Ithaca: CLC Publications.

Kratzer, Angelika (2003). Scalar implicatures: are there any?  Milano-Bicocca implicatures workshop.

Kratzer, Angelika (2004). Covert quantifier domain restrictions.  Milan Meeting (Palazzo Feltrinelli, 

Gargnano).

Martí Martínez, Maria Luisa (2003). Contextual Variables. University of Connecticut PhD dissertation.

Matthewson, Lisa (2001). Quantification and the nature of cross-linguistic variation. Natural Language 

Semantics 9, 145-189.

Neale, Stephen (2000). On being explicit: comments on Stanley and Szabó, and on Bach. Mind and 

Language 15:2, 284-294.

Pelletier, Francis Jeffry (2003). Context dependence and compositionality.  Mind and Language 18:2, 148-

161.

Percus, Orin (1998).  A somewhat more definite article. In D. Strolovitch and A. Lawson (eds.), 

Proceedings of SALT VIII. Ithaca: CLC Publications. 

Percus, Orin (2000).  Constraints on some other variables in syntax. Natural Language Semantics 8:3, 173-

229.   

Recanati, François (1996). Domains of discourse.  Linguistics and Philosophy 19:5, 445-475.

Recanati, François (2003). Literal Meaning.  Cambridge: Cambridge University Press.

Schubert, L. and F.J. Pelletier (1987).  Problems in the interpretation of the logical form of generics, bare 

plurals, and mass terms.  In E. Lepore (ed.), New Directions in Semantics. London: Academic Press, 

387-453.  

Stanley, Jason (2002). Nominal restriction. In G. Preyer and G. Peter (eds.), Logical Form and Language. 

Oxford: Clarendon Press, 365-388.

Stanley, Jason and Zoltan Szabó (2000). On quantifier domain restriction. Mind and Language 15:2, 219-

261.

Stanley, Jason and Timothy Williamson (1995). Quantifiers and context-dependence. Analysis 55:4, 291-

295.

Stechow, Arnim von (2003). Binding by verbs.  In M. Kadowaki and S. Kawahara (eds.), Proceedings of 

NELS 33. Amherst, MA: GLSA.

Westerståhl, Dag (1984). Determiners and context sets.  In J. van Benthem and A. ter Meulen (eds.), 

Quantifiers in Natural Language. Dordrecht: Foris, 45-71.

� By a “sentence” I mean a sentence in the intuitive sense: a sequence of sounds that we can analyze as a string of words.  The kind of thing that we would say typically gets produced when a speaker “pronounces” a syntactic structure.   





� Sentences may be ambiguous: one may associate with a given sentence more than one kind of information.   We will talk about this more later.





� I am abstracting away from sentences with indexicals like “I” or “you.”  Or with words like “Mommy” and “Daddy.”  In these cases, one might argue that speakers do not assume that their interlocutors associate the same information with the sentences (one might argue that I associate “I am tired” with the information that Orin is tired, but assume that Luisa associates it with the information that Luisa is tired).


� Recanati also thinks that a speaker’s conscious awareness of  “what is said” is reflected by the intuitions a speaker has of the conditions under which what he has been told is true.   So Recanati endorses both this answer and the previous answer.


� In what follows I basically use the notational conventions from Heim and Kratzer 1998.  I typically use w to stand for a possible world, so w. w is a world in which... is sloppy for w: w is a possible world. w is a world in which...  Etc.


� For instance, I assume here that we have the same mother in every world, which is certainly not the case.  All this is for expository purposes: one way of getting over the shortcomings would be with a more serious diagram containing variables over possible worlds.


� Not everyone uses this term the way I have here, however.  How is it to be defined (given my use of it)?  In most cases above, the quantifier is associated with a relation that holds between two sets A and B when A(B makes up a certain proportion of A.  In these cases, the domain of quantification could be defined as the set whose proportion is at issue.   In other cases, like (4), it could not be defined this way.   





� Other than John, on the most immediate way of understanding this sentence.  





� I borrowed this example and many others to come from Kai von Fintel’s notes on quantifier domain restriction, available at � HYPERLINK "http://web.mit.edu/fintel/www/qic.pdf" �http://web.mit.edu/fintel/www/qic.pdf�.  The relevant examples are marked with vF to give due credit.


� Cf. Heim 1983.  Not all quantificational sentences conform to this generalization (see Beaver 1995), but the exceptions seem to fall into well-defined categories.





� The quote continues: “Here is evidence for my claim.  Imagine that we are talking about a game of hide-and-seek in which 20 boys were playing, and I know that 16 of the 20 hid in the living room, that 10 of those 16 regretted hiding there, and also that 10 of those 16 hid behind the grand piano.  I could then truthfully report (i a) -- indicating that I can in principle use them to refer to the entire group of boys that most ranges over.  But I could not truthfully report (i b) -- indicating that in (i b) I cannot use them to refer to this group.  Why can’t I?  Because the second clause of (i b) presupposes that every individual in the domain of exactly half hid in the living room.”





(i)	a.	Most of the boys hid in the living room, and exactly half of them hid 


		behind the grand piano.


    	b.	Most of the boys hid in the living room, and exactly half of them


		regretted hiding there.





� The “~” signifies that this presentation is not faithful to the letter of their proposal.


� Matthewson 2001 can be seen as presenting a more sophisticated version of this idea.  I don’t discuss Matthewson’s proposals here, but think they could serve as a good starting point for further work on this topic.


�  One can of course imagine variants where the extra argument of every is not its first argument, and    


  appears outside DP.


� I will assume for the moment that classes are certain special kinds of individuals, and leave it open how to spell out what it means to be “in,” or to “attend,” such an individual.





�  See Matthewson 2001 for some similar observations.


� This description of the truth conditions may not be 100 percent accurate (see the discussion in 4.3), but I will accept it for now.





� The fact that in SS’s scenario Every bottle is empty is used to convey that every bottle that Mary bought is empty is thus not like the fact that in the Handout 1 scenario François is French is used to convey that François can cook.   The first fact directly reflects our intuitions about truth conditions, while the second fact does not.  In SS’s scenario, when Every bottle is empty is uttered, we think that what the speaker said is true as long as every bottle that Mary bought is empty.  A theory of how we recover truth conditions has to account for this fact.  In the Handout 1 scenario, we do not think that what the speaker is said is true as long as François can cook (we think that it is true if François is French and false otherwise, irrespective of whether François can cook).  So a theory of how we recover truth conditions should not determine the proposition that François can cook.  


�Note that we don’t need to assume that the index is there in the syntax in order to get the semantics to work out: we could say that him is semantically ambiguous between g. g(1), g. g(2), etc. without also being syntactically ambiguous between him1, him2 etc.  Motivation for including the index in the syntax is that this way we can capture “binding constraints” as limitations on syntactic structures.   (And in a sense, on the implementation we are assuming, it is an accident that the same index that appears in the form of a pronoun plays a role in determining its semantic value.  Nothing really principled – just a stipulation – rules out a semantic value for him1 like g. g(2).   One might see this as a defect in the design of the theory.)





� Stanley (“Nominal Restriction”) contains examples that look as though they would incur WCO violations if the index were in the syntax.   Remarks in Martí 2003 suggest that she thinks such cases are exceptional: according to her, WCO effects do sometimes surface.  





(i) a. There is one branch of the army that everyone is proud to belong to: the Marines.   (modeled on Stanley’s ex.)


     b. relative clause on one “syntactic” analysis: 1 [ every [-one [F2 x1]] is proud to belong to t1 ]


     c. cf. …# that everyone in it …





(ii) a. There is one class that everyone appreciates: the Covert Variables class.  (not from Stanley)


     b. relative clause on one “syntactic” analysis: 1 [ every  [-one [F2 x1]] appreciates t1 ]


     c. cf. …?# that everyone in it … (though …that everyone who is taking it… isn’t bad)





� In class, people started to think of further predictions of this approach.  It was pointed out that processes sensitive to the presence of relative clauses or PPs (such as Heavy NP Shift, on some accounts) could be used as detectors for elided material of the kind being posited.


� Since the variables always occur within DP and are bound from outside DP, as far as the binding theory is concerned it looks consistent with the facts to say that they are subject to Condition B.   Can this be tested in any way?





� His actual example is different.  I have tried to clean up some aspects that I found problematic.





� A representation like (3c’) is what we expect, given that for another reading of (3a) (We want everyone in Luisa’s and Orin’s class to attend it regularly) we would generate representations like 4 [ we all 2 t2 want [ every -one [ F3 x4 ] to attend x4 regularly ].  Typically, where an individual variable xi can appear, a “composite variable” [ fj xk ] can as well.





� Some quantifiers, like everyone in Everyone is happy (or adverbial quantifiers, cf. Martí 2003), are not obviously like this.  However, similar choices arise for the treatment of sentences with these items. 


Suppose that for cases like everyone the quantifier is actually decomposed into a determiner and an NP,


[every [NP –one] ].  Then it is clear that the same kinds of alternatives arise.  This is in fact what I have been assuming up to now.  On this view, when it comes to phrases like everyone from Cluj, one could treat from Cluj as semantically modifying the NP.   


Suppose that there is no support for the “decomposition” view.  Then one way to account for everyone from Cluj would be to say that everyone selects for a property argument in the same way that every does, and from Cluj satisfies this requirement in the same way that native of Cluj does in every native of Cluj.   This would suggest that in cases where we just see everyone, there is silent material satisfying the selectional requirements of everyone, just the way P5 proposes for cases involving every.    But now one would like to know how domain restriction happens in everyone from Cluj – is there silent material within the from Cluj argument (P2-P4) or does everyone actually select for a further property (P5) ?





� This is shorthand.  More precisely, it is a surprise if we say that we evaluate the sentence with respect to an assignment of the following kind: when we apply to it the NP pronounced bagels, we get the property of being a bagel made in New York.   There is no reason to assume that we cannot evaluate (b) with respect to the same kind of assignment.  Therefore, if we account for (a) in this way, we expect the NP pronounced bagels in (b) to be able to “denote” the property of being a bagel made in New York, in just the same sense.  





� E33 is inspired by Bach’s response to Stanley and Szabó.  Bach suggests that “predicative uses” of NPs do not seem to admit restrictions in the way that NPs within quantifiers do.  In this suggestion one might see support for the view that determiners are responsible for introducing the restriction -- if one assumes that the determiners in predicate nominals are not interpreted (this position is common enough for a).  However, discussion in class convinced me that the facts are more complicated than Bach’s remark suggests -- Tom Leu pointed out that  ?? My best friend is getting married to a waiter [in Cluj] is just as bad as (i).  The use of a waiter in (ii) might have something in common with cases of contrastive focus, and we have seen that contrast sometimes facilitates restriction.   


Another example that we discussed in class was Most friends of mine [ (who were) in Cluj] have left, again in response to A. It was pointed out that this sentence carries a presupposition -- that everyone in the domain of quantification was at some point in the location that got left – and that this might in some manner facilitate the restriction.











� Tom Roeper observed that the contrast between  the ...every...most... sequence and the ...most...most... sequence reminds him of his famous contrast in (i): one way of thinking about (ib) is that repetition of the verb prevents the elided material from containing a bound variable.  





(i) a. Mary pushed her car.  John did [push his car] too.    (T. Roeper)


     b. Mary pushed her car.  John pushed [#his car] too.





For the record, I think I find something a little odd at the outset with NP ellipsis sequences where the determiner stays the same: sequences like the one given or like (ii) get a question mark for me.





(ii) Sue spoke to most of the candidates.  Bill spoke to most as well.





� To simplify the exposition here, I have changed the order in which bottle and empty take their arguments.


� If this idea turns out to be wrong, is it then an option to adopt a Handout 4-style “lexical approach” ? – i.e. to say that there are no slots in the syntax for situation variables, and that the semantic values of words like bottle and empty are “assignment-dependent” ( g. x. x is a bottle in g(2), g. x. x is empty for the temporal duration of g(2) ).  Not if Percus 2000 is on the right track.  There I argued that there are constraints on meaning that can be captured once we say that situation variables occupy positions in the syntax.   There is a kind of “binding theory” that bars certain variables from occupying certain positions.





� Or, e.g., g(1).  I will sometimes ignore this possibility in what follows.


� An exercise for people who like this option: explain why (ii) can’t express what (i) does. 





(i) Each of John’s classes is more difficult than it seems.


(ii) # In each of John’s classes, it is more difficult than it seems.





� This is close (but not identical) to the solution that Kratzer actually advocates.
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