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Management Summary

This manual describes the tasks of a system administrator which have to carried out on a regular basis. Besides other tasks not explicitly described here as they have to be carried out either by the user of the system (e.g. delete old runs) or which were completed during the installation process (configuration of data bases), this manual concentrates on the four topics:

· Basic operation of the RODOS system

· Program Database

· Real-time data base

· B-user

· C-user

· RODOSLite

· Web-HYPRE
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1 Introduction

This manual describes the tasks of a system administrator which have to carried out on a regular basis. Besides other tasks not explicitly described here as they have to be carried out either by the user of the system (e.g. delete old runs) or which were completed during the installation process (configuration of data bases), this manual concentrates on the four topics:

· Basic operation of the RODOS system

· Maintenance of the PostgreSQL Database

· Real-time data base

· Installation of the RodosWebServer

· Integration of B-type user

· Integration of C-type user

2 Basic Configuration and Maintenance  of the RODOS system 

The configuration and maintenance of the RODOS system needs knowledge of the operating system Linux and/or UNIX.  Knowledge in SQL – Database language and the user interfaces psql (PostgreSQL)  is useful.
Note:

It is recommended to use not SUSE 11.2 (the virtuel frame buffer Xvfb is not stable).

2.1 Installation of a new RODOS version

· Before the administrator starts to install a new RODOS version it is recommended to save all data from the existing version which should be used also in the new RODOS version. Such data are directories and files which are prepared for the national conditions. 

· $RODOS_DIR/rogis
· $RODOS_DIR/romet
· $RODOS_DIR/ronet
· $ROODS_DIR/roextern/data
               Please save the directories romet, ronet, rogis and data into a directory 
               outsite of the RODOS environment.

If you are sure that all important data are saved remove all directories starting with    ro and .ro in the rodos  home directory.  The command is
      
             rm –rf  ro*

                   rm –rf  .ro*
            The administrator can now start to install the new RODOS package.
· If no previous RODOS version exist  please follow the steps in the README-file: e.g.

· how to install the user rodos

· checking the kernel parameter

· Download the new version and the README-file from the RODOS website

· Copy the packed file to the rodos home directory

· Unpack the file as described in the README–file.
· Change to the unpacked directory and follow the steps in the README-file how to make the installation.
2.2 Installation of a new patch

· Download of the software package (patch) and the README-file from the RODOS website.
· Move the  software package (patch) to the rodos home directory

· Unpack the software package with the command  (see also in the README-file)

                  tar zxf   ‘software package’ 
· Change to the unpacked directory and follow the steps in the README-file how to make the installation.

2.3 Insert a new RODOS user 

· Login as user ‘root’ and add the new user with the tool Yast to the Linux system.

      YAST: System > Configuration > Administration Settings > YAST : Security and Users
       Create user's account on your machine as follows:

           user full name:  RodosUser

           user_name:       user01
           group_name:     rogrp

           user_shell:        /bin/ksh

           user_home:      /home/rodos
       After adding is completed exit from YAST.
            Insert the following instruction into the users $HOME/.profile
             .~/.kshrc

             Copy the file ~rodos/roconfig/.kshrc to the users $HOME
             Change the permissions of .kshrc to the users conditions.
             Logout from this session.

· 
· 



· After completing the installation of the RODOS system, new users that intend to start the RODOS-System must have database access authorisation to the following databases: ( chap. 2.5 gives information about the PostgreSQL databases )
             Program-database:  ResyDBE in $RODOS_DIR/rodb/
             Fix-database:           FixDBE  in $RODOS_DIR/rodb/
             Realtime-database:  RealtimeDB in $RODOS_DIR/rodb/
             The user rodos (DB-Administrator) must add the new users to the authorization

              group "rogrp". To do this the user rodos have to change to the directory

              cd  $RODOS_DIR/rodb and invoke the command:

              "./AddDBUser <user_name>"  

              After that the user has access permission to the Program-database and to the Fix- 

              database.
               Remark: Granting access permission to the Realtime-database will be done

                              separately, because creating of the Realtime-database will be done in a

                              separate step. To do this the user rodos have to change to the directory
                              cd $RODOS_DIR/rodb/rdbalb and running the command:

                              "./AddDBUser <user_name>"                    

              You can also remove the user from the databases with the following command:

                "./RemDBUser <user_name>"

· 



· Starting the RODOS System
            The user start the RODOS-System from the home directory by invoking

            the following command:

            "runrodos"      starts the RODOS–standard 
              (chapter 11 gives an overview about the start commands)   




            
              Starting the RODOS system at the very first time as a new user the following files 

              are created in the home directory of the user:

  .gsWindowrc      ( contains configurations for the gWindow )

              .RoGIS_DBMrc ( contains configurations for RoGIS-DBM )

              .rometcfg           ( contains configurations for delivering meteorology. Data )

              .rosetup              ( contains the system software which should be scheduled direct  

                                            from the message server when the RODOS-system starts )
              .rotaskinit           ( contains invocation definitions for the RODOS-software )
The following failure can occur after invoke the command runrodos and the passwd:

                                  Can not schedule task: …….

                                         Terminating the session
Possible reason:   1. the password is not correct inserted

                             2. the hostname(s) in the file .rotaskinit is not correct
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2.5 Maintenance of the PostgreSQL Databases
2.5.1 Add / Remove a user to/from the authorization group “rogrp”
The user rodos (DB-Administrator) have to change to the directory 
cd  $RODOS_DIR/rodb/  and running the command: 

  "./AddDBUser <user_name>" grant the permissions for the Program-and Fix-Database
    "RemDBUser <user_name>"  remove the database permissions of the user
The PostgreSQL daemon

In case of error conditions it could be necessary to stop the PostgreSQL daemon.
The following commands are provided in the RODOS environment to handle the execution of the PostgreSQL daemon:

Hpg     stops the PostgreSQL daemon

Spg     starts the PostgreSQL daemon
Remark: make sure that all processes which uses database connections does not run!!

2.5.2 Optimisation  of the Database performance
The execution of the simulation models / database accesses is to slow.
The following reasons are possible:

· The local network is temporary slow ( contact your network administrator )
· Users should remove archived runs which will be never used in the future

· The access of the RODOS database is slow
Change to the directory ~rodos/rodb /pgaddon/shscrpg and invoke the commands

./analyzeresydbe        // wait a while

./fastvacresydbe        // wait a while
2.6 Logfiles and error-messages in the RODOS-Environment 
2.6.1 Logfiles in the directory  “$RODOS_DIR/rolog”
A number of system software generates logfiles in the directory $RODOS_DIR/rolog. These files protocol the status and special actions of the software during a RODOS session  which give the specialist (developer of the software) informations about the status of the program in case an error occurs. All logfiles have the user-name as a suffix
(example: DM_LogFile.rodos).

The FZK-system team can give support in case of error conditions of the system software when logfiles are available.

How to make the logfiles available for the FZK-system team:

Pack  all logfiles with the suffix .username and send us the packed file by mail.  After changing to the directory $RODOS_DIR/rolog you should pack the files with the following command:  tar cf -  *.username | gzip>rolog_username.tar.gz
Example ( username = “rodos”): tar cf - *.rodos | gzip>rolog_rodos.tar.gz

The following list gives an overview of available logfiles grouped into categories. A user or administrator with higher experience in using the RODOS system  possibly can use informations in the logfiles to identify the error and correct the problem self.
List of logfiles: ( the logfiles belong to the user “rodos” )
DataManager:     handles the data exchange between the database and the other software in 

                            the RODOS system 
               DM _LogFile.rodos
               DM _valLog.rodos
               roprotocol_dmg.rodos              appended file; contains a history about RODOS sessions
Dialog:                  user interface

                Dialog.rodos

                DialogAI.rodos

SystemController:  control the running of the simulation models
                 scLogg.rodos

                 roprotocol_sc.rodos             appended file; contains a history about RODOS sessions
ronetservice: delivers meteorological and measurement data
                 ronetservice.rodos                for measurement and meteorological data
                 rt_dispatchmesdf.rodos        for measurement data
                    nrt_dispatchmeto.rodos        for meteorological data
                    rt_listmet.rodos                    for meteorological data
GManager, GWindow:  display  the results of the simulation software
                  gManager.rodos

                  gsWin.rodos

                  RoGIS.rodos

2.6.2 Error-Messages

The RODOS system reports errors and warnings in error-windows and in the terminal output. This informations should give first hints to the user and the administrator about the error situation.

2.6.3 Logfiles of the simulation programs

The logfiles of  simulation software are located in the directory 

$RODOS_DIR/roexern/outall/’username’/’runID’

For more informations see the documentation of the simulation programs
2.7 The file .rotaskinit
The file .rotaskinit contains invocation definitions for the RODOS-Software (system software and simulation programs). The entries are read by the Message Server at start up time. The entries contain information to schedule the RODOS-Software with its start options. If a new RODOS user is added to the RODOS machine then the first runrodos command creates automatically a new file .rotaskinit into the home directory of the user. 
The invocation definition is line oriented and consists of:
program name used in the RODOS System

hostname

location of the executable

option –e RODOS_DIR ( RODOS home directory)

keyword HOST ( parallel scheduling of the executable during one RODOS session)

or

keyword NET   ( only one executable can run, no parallel scheduling ) 

The system software has additional options in the invocation line:

option -display display name
option –b location of the program database 

option –l language  ( ‘english’, ‘german’ )

option –log yes / no ( for additional log informations in the logfile

                                    only used for the SystemController, DataManager, Dialog )

option –f  lcd  ( this option is necessary in the line of the Dialog in case of the screen
                          is smaller than 10280o x 1024 pixel )
options for the system software ronetservice:

option –r depot  ( select depot data for diagnostic/prognostic  calculations )

option –r realt    ( select realtime data for diagnostic/prognostic calculations )

Example: System software

SystemController ‘hostname’  /home/robin/SystemController -e /home/rodos -site FZK -block FZK -log yes NET
Dialog
              ‘hostname’  /home/rodos/robin/Dialog  -display displayname -e /home/rodos -l german -log yes NET
GManager           ‘hostname’ /home/rodos//robin/GManager -display displayname -e /home/rodos 
                              -L /home/rolog/gManager.USER -l english NET
GWindow            ‘hostname’
/home/rodos//robin/gsWin -display displayname -e /home/rodos 
                              -L /home/rodos/rolog/gsWin.USER -D2 /home/rodos/roextern/outall -l english NET
Example: Simulation software

ALSMCprgn       ‘hostname’  /home/rodos/roextern/bin/alsmc_rprogn -e /home/rodos HOST

2.8 The Load List
The Load List is part of the integration of a simulation program in the RODOS system and is located in the program-database. The load list defines the data transfer between the database and the memory ( shared memory ) of the simulation program. The smallest operational part of a load list is the load statement which defines the transfer of a value 
( integer, float, string ) from the database to the memory.
The tool to integrate a load list into the database is the Load Editor.  This editor
is available in the Tool Manager window. 
( A detailed description of how to use this editor is given in the document
  Integration of External Programs RODOS-Tn (1)9601 )
·  This point is only related to the user rodos
             Situation can occur that a load list is corrupt or doesn’t exist. Then it is necessary
             to insert the load list into the database using the Load Editor. The original 
             content of a load list is available in a file which is located in the directory 

             $RODOS_DIR/rodecfiles/input/ProgramName_load
              example: $RODOS_DIR/rodecfiles/input/QuickProgno_load

·  This point is related to user rodos and other users
             Some hints in case of error situations:
1. Try to indentify the load error

(1) archived data are missing

(2) the user forgot the configuration

(3) the simulation software stops always with the same error information
(4) load error occurs which can not be identified

(5) automatic creation of a load list is not possible ( not user rodos )
2. Solution

(1) Check the list of archived runs. Does the archive run exist?
(2) Repeat the configuration of the load list with an archived run

(3) Remove the load list;  if you are user rodos then you have to use the Load Editor to insert the load list into the database.
(4) see (2)

(5) User rodos should check is the default load list exist; if the load list doesn’t exist insert the load list with the Load Editor.

       If you have less experience in handling the Load Editor / load lists

       you  should contact the FZK team. Send us as much informations as possible so that 
       we can give you support to solve the problem.

       Informations about errors can be find in different logfiles; please send a complete list       
       of logfiles as described in chapter 2.5.1 .
3 Integration and Maintenance of the real-time data

      (see also documents of the aministration training course)
The RODOS system works in the two operation modes interactive and automatic.
For both modes the delivering of measurement data and meteorological data can be from a depot 
or 

real-time data.

The specification which kind of data are needed must be done in the file .rotaskinit which is loctated in the users home directory.

The following line must be modified:

ronetservice     hostname  /rodos_home/robin/ronetservice  -e /home/rodos -r dep NET

for using depot data

and

ronetservice     hostname  /rodos_home/robin/ronetservice -e /home/rodos -r realtime NET

for using realtime data
In case of the option –r realtime is specified in the file .rotaskinit the user must be sure that real-time data will be delivered for the selected site and the specified provider.

The steps how to integrate the measurement real-time data are described in the document

Customisation of  real-time data

3.1 Integration procedure for the measurement realtime data

      ( see Appendix for a detailed description of the measurement data )

Example provider: prvx

(1)  Prepare the definition of the provider and the data of the provider

· change into the directory: ./roenvdir/rtconfig/rtprovider.conf

· create the file ‘messlistenv.prvx‘ and insert the provider entry line

· create the file ‘rtdf.prvx‘ and insert the measuring attributes entry lines

(2) Generate a description file for database converter (db-converter)

· change into the directory: ./ronet/rordb/fmtdesc/

· create the file ‘prvx.dl‘ and insert the descriptive statements

      the database converter ‘rtdfca‘ will read this file and insert the incoming     

  
measuring data into the database by interpreting those statements.

(3) Generate a description file for rttf-bypass-converter 

· change into the directory: ./ronet/rordb/fmtdesc/

· create the file ‘prvxg.dl‘ and insert the descriptive statements

(4) Provide a template file 

· change into the directory: ./roenvdir/rtconfig/rtprovider.conf/templates/

· copy an instance of the source measuring data file in this directory

cp –p $RODOS_DIR/ronet/rordb/rtdb.prvx/prvx20010309000000 ./

mv prvx20010309000000 prvx20010309000000prvx

(5) Invoke the real-time installation utility 

· change into the directory: ./roconfig  and type the command: ./.defrtdb

a menu will appears on the screen

Real-time data operations:

---------------------------------

            0:  starting database converter (rtdfca)

            1:  Check, if the converter is active

            2:  Stopping database converter

            3:  Restarting database converter

            4:  Adding the Provider into the database

            5:  Importing templates of the measuring data into database

            6:  Dumping database catalogs and tables and into file structure

            7:  Deleting the online data in database 

            8:  Removing the Provider from database

            9:  Importing monitoring stations into database

          10:  Creating the realtime database

          11:  Removing the realtime database

          12:  Terminating the session

          -----------------------------------------------

           Select one of the items above_

(6)    Create the real-time database by entering the number 10    if it was not already created.

(7)    Start the database converter by entering the number 0

(8)     Create subdirectories

    change into the directory ./ronet/rordb and create the directories

    -
‘prvx‘   and ‘prvxo‘ 
    - ‘prvxg‘ and ‘prvxgo‘
(9)      Define the provider by entering the number 4

(10) Restart the database converter by entering the number 3

(11) Import the template data file into the database by entering the number 5

(12) Restart the database converter by entering the number 3

(13) Terminate the installation utility.

(14) Provide the source measuring data files to be handled by the db-converter

     It should be done either through a online delivery services provider (watchdog)

      or by yourself.

        - change into the directory: ./ronet/rordb/rtdb.prvx/

        - copy the measuring data files into: cp –p * ../prvx/

(15) Provide the source measuring data files to be handled by the rttf-converter

     It should be done either through a online delivery services provider (watchdog)

     or by yourself.

          - change into the directory: ./ronet/rordb/rtdb.prvx/

          - copy the measuring data files into: cp –p * ../prvxg/

(16) Provide the destination directory for storage of the converted rttf-files

· change into the directory: ./ronet/rorttf/ 

· create the directories ‘prvx‘ and ‘prvxa‘  (mkdir prvx prvxa)

3.1.1 The file tgapreplace
By default it is assumed that measurement data are transferred every 10 minutes into the directory ~rodos/ronet/; otherwise ronetservice returns an error message. If the time interval of the data transfer is different ( e.g. 30 minutes ) the configuration file ~rodos/roenvdir/tgapreplace  must contain an integer value which specifies how much seconds ronetservice should go back to get the measurement data.
Example: data are transferred every 30 min. to the RODOS system; the tgapreplace should contain at least the value 1800 ( better  3600 ).
3.1.2 Directories in the ~rodos/ronet  environment
            The provider prvx is used as an example.

The directory ~rodos/ronet/rordb/  is designed as a working directory and contain the following subdirectories:
prvx   :  incoming directory for the measurement data
prvxg :  bypass directory: the measurement data are transferred to this directory instead of   
              the realtime database
              the realtime data converter (rtdfcp) read the incoming file and create together 

              with the real-time definition file (rtdf)  the real-time target format file (rttf).              
prvxa :   archive directory: this directory keep measurement data for testing and debugging
The directory ~rodos/ronet/rorttf/  is designed as the operational  directory and contain the following subdirectories:
prvx   : this directory contain the real-time target format files ( rttf )
             the diagnosis model read the file from this location if the timestamp of the file

             matches with the requested timestamp.
3.1.3 Maintenance and Error Handling

The RODOS-system runtime environment generate a number of logfiles which could be analysed in case of runtime errors. They are collected in the directory: "$RODOS_DIR/rolog/".

If the real-time installation utility returns an error message or doesn’t complete the used command 

· check the file rtdfca.userID   

is any error detected in the file ?

If the execution of the RODOS system in the realtime mode returns error messages 

· check the files ronetservices.userID and rt_dispatchmesof.userID  

is there any error detected in delivering the measurement files at the requested time?

is the configuration of the requested provider correct?

If error message are detected in the configuration of the site and/or provider and the delivering of the measurement data ( see also logfiles above ) 

· check the file  ~rodos/roenvdir/siteconfig/site_measureprv

· check the file  ~rodos/roenvdir/rtconfig/messlistenv
If error message are detected  in the configuration of the site and/or provider and the delivering of the meteorological data 

· check the file  ~rodos/rolog/nrt_dispatchmeteo.userID
· check the following configuration files:

               ~rodos/roenvdir/siteconfig/site_measureprv

         ~rodos/roenvdir/rtconfig/messlistenv

3.2 Integration of numerical weather prediction data
            (see Chap 3  Guidance on adaptation of RODOS to national conditions RODOS(RA1)-TN(01)-03)
Numerical weather prediction data are delivered by the national weather services.

The interval of delivery time can be  6h, 12h or 24h.

The RODOS administrator must arrange the configuration files which describe the delivering of the meteorological data and   the delivering of the meteorological data.
The following configuration files exist:

~rodos/roenvdir/siteconfig/sitemeteoprv   

      contains the site + coordinates, provider 
~rodos/roenvdir/rtconfig/metlistenv   

      contains the provider + description about the delivered data and location of the files 

Example:

sitemeteoprv:  BIBLIS : 8.414 , 49.71 : dwd
metlistenv    :  dwd : 12 : 1 : 48 : UTC : [0-9][0-9]* : {prefix}[0-9][0-9]*.* : romet/dwd/lm/ : link|no : no|prefix
Each line in metlistenv contains the following entries ( see example above):
· provider:                   dwd 
· sample interval:         12h
· prognosis interval:     1h 
· prognosis time     :    48h
· timezone:                  UTC       (please use always UTC) 
· character set for the directory <dir pattern>  [0-9][0-9]*  :  
      must be a timestamp   e.g. 20010929000000
· character set for the data files <dir pattern> {prefix}[0-9][0-9]*.*   :  
      must be a timestamp  and optional with a prefix and optional with different characters ( .*) 
            (directories / data files contain the meteorolog. data  delivered by the provider) 

· location of the source files in the RODOS-system:  romet/dwd/lm/
· The keyword link specifies that the delivered data are linked from the destination directory.
             If instead of link the keyword no is set, the complete dataset (all files of a  
           selected date/time) will be copied to the destination directory.
 the ronetservice delivers the data files to the destination directory 
          /romess/userID/Sitename.runID)      
      
 source path      : romet/prov/lm/                           

       
destination path: romess/userID/sitename.runID/    

· The keyword no specifies that the datafiles have no prefix in the filename.
If  a prefix exist then replace the keyword  no to the prefix .
e.g. dmieu : 6 : 3 : 48 : UTC : [0-9][0-9]* : DMI[0-9][0-9]* : romet/dmi/eu : link : DMI 
            The prefix DMI must appear also in the specification of the filenames!!
Explanation of the example above: 
It is assumed that meteorological data are delivered at 2008-03-12 03h
The provider dmieu delivers meteorological data every 6 hours to the RODOS source directory ~rodos/romet/dmi/eu/.
The prognosis interval is 3 hours .
The new created source directory could be 20080312000000.

The delivered filenames  look like  DMI0803121800, DMI0803121803, DMI0803121806, …
Example2:      
dwd : 12 : 1 : 48 : UTC : [0-9][0-9]* : [0-9][0-9]* : romet/dwd/lm/ : link : no
It is assumed that meteorological data are delivered at 2008-03-12 03h
The provider dwd delivers meteorological data every 12 hours to the RODOS source directory ~rodos/romet/dwd/lm/.
The prognosis interval is 1 hour .
The new created source directory could be 20080312000000.

The delivered filenames  look like  0803121800, 0803121801, 0803121802, …
3.2.1 Maintenance and Error Handling

The RODOS-system runtime environment generate a number of logfiles which could be analysed in case of runtime errors. They are collected in the directory: "$RODOS_DIR/rolog/".

The most possible error message is:    error delivering requested prognostic met - data 
The following files could be helpful in case of error messages:
· ronetservice.userID
· nrt_dispatchmeto.userID
3.3 The RealtimeData Configuration Tool ( RDC-Editor)

            (see also chap. 10 User Guide System Interface RODOS(RA1)-TN(xx)-xx)
This tool supports the RODOS administrator to display and/or to change the provider for a selected site. This tools modifies the entries of the following files:
            ~roenvdir/siteconfig/site_measureprv
            ~roenvdir/siteconfig/site_measureprv
Remark: Only the user rodos has the permission to use the tool!

4 Installation of the RodosWebServer
4.1 


· 

· 
· 











· 

· 



· 


· 




· 




4.2    Linux operating system
· It is not possible to run the redesigned RODOSWebServer on 10.3 without some 

      additional configurations. 
      The KIT – team cannot support  the SUSE 10.3 installation.    

· The redesigned RODOSWebServer is tested for SUSE 11.0 / 11.1 / 11.3
· It is recommended to use not SUSE 11.2 (the virtuel frame buffer Xvfb is not stable)
4.3    RodosWebServer

The following steps are also described in the file README.RodosWebServer_PV7.0  
 Login as user root:
         Note:   
               If the old RODOS-WebServer is already running: Stop it

         change to /opt/lampp and invoke the command ./lampp stop
· check if older versions of tomcat are running (e.g. tomcat5)

             invoke the command: ps –ef | grep tomcat5

             if tomcat5 is running then kill it with the command

             kill -9 pid   (pid: process-id of the check process)
· check the directory /srv/tomcat6

· tomcat6 does not exist !
                  start yast2 and select Software > Software Management

                  Search: tomcat6

                   activate the toggles (if not already activated):

· tomcat6

· tomcat6-admin-wepapps

· tomcat6-jsp-2_1-api

· tomcat6-lib

· tomcat-servlet-2_5-api

· tomcat6-wepapps

                     press the button 'Accept'

· check the directory/file /usr/share/doc/packages/apache2-mod_jk/jk.conf

· the directory/file apache2-mod_jk/jk.conf does not exist:

                  start yast2 and select Software > Software Management

                  Search: apache2

                  activate the toggles (if not already activated):
· apache2
· apache2-mod_jk

· apache2-mod_php5

                    press the button 'Accept'
· Read the file /usr/share/doc/packages/apache2-mod_jk/README.SUSE.
· Copy the example config file workers.properties and jk.conf

                      cp /usr/share/doc/packages/apache2-mod_jk/workers.properties  /etc/tomcat6

               cp /usr/share/doc/packages/apache2-mod_jk/jk.conf /etc/apache2/conf.d/
             if necessary replace the file /etc/apache2/conf.d/jk.conf

                with

               RODOSLX_PV7.0/winst/conf.d/jk.conf
· Load the module apache2-mod_jk into Apache:

      invoke the command 'a2enmod jk'

· Check the following lines in file /etc/apache2/default-server.conf

            DocumentRoot "/srv/www/htdocs"      #line 7

            <Directory "/srv/www/htdocs">         #line 11

                 must be changed to

            DocumentRoot "/home/rodos/roweb"

            <Directory "/home/rodos/roweb">
                    Note:   /home/rodos    is the standard rodos-home
                                if another rodos-home is used, please insert the correct directory-name
· copy the packed file RODOSWebApps.tgz from RODOSLX_PV7.0 to

       /srv/tomcat6/webapps/

             cd  ~rodos/RODOSLX_PV7.0
               cp RODOSWebApps.tgz /srv/tomcat6/webapps/

· unpack the file RODOSWebApps.tgz: tar zxf RODOSWebApps.tgz

            user:group of the unpacke files must be tomcat:tomcat
· invoke the commands

               rctomcat6 start

                      rcapache2 start

           check if tomcat6 and apache2 is running
                   ps –ef | grep apache2

                       ps –ef | grep tomcat6

             apache2 and tomcat6 should now run
4.4    Add web-users  (user: rodos)
The commands addBuser, addCuser, rmBuser, rmCuser are available in the directory 
~rodos/roweb/wtools.
You can define this as alias commands in the .kshrc  (see ~rodos/roconfig/.kshrc)

· Add a new Buser/Cuser         
            addBuser -Ubuser1 -Pbuser1   #buser1 is the username and the password for Buser permission

            addCuser -Ucuser1 -Pcuser1   #cuser1 is the username and the password for Cuser permission

· Remove Buser/Cuser

           rmBuser buser1

             rmCuser cuser1
· Insert the web users into the segments catgB and catgAC of the file .typeofusers

           (see 5.1 and 6.1)
4.5 The X window virtual frame buffer (Xvfb)
4.6 Xvfb is a X-server which performs all graphical operations in memory. There is no physical screen output. During the B/C-User operations the RODOS graphics server works in the background. The graphic results which are presented in html pages are generated  in the virtual frame buffer memory.
· check if the virtual frame buffer  is installed

                  the file /usr/bin/Xvfb must exist

· if Xvfb is not available then installe it with yast - software management
Xvfb will be started before a RODOS installation is completed or when executing the program ./.schedbuserenv start   ( see 5.2, 6.2 )
4.7    The file /etc/services
4.8 Modify the system file '/etc/services' and insert the following line after the line contain
'nxedit' of the end line:
bsdlink     22375/tcp           # ronet_srv
bsdlinka    22378/tcp          # rorq_srv

bsdlinkb   22379/tcp           # rowebdae

























5 Installation and Maintenance of a Web-C environment
      All kinds of users will be managed through the file UMgtF (user management file)

     "$RODOS_DIR/roconfig/.typeofusers"
5.1 Instructions and adaptation steps  for generating Web results (Linux)
(1) Defining an A_type user

Login as user root and create the accounts for the A type user and the Web-C Generator with the tool YAST. 

     The group name must be rogrp.  Select the shell bash or ksh. 

         YAST: System > Configuration > Administration Settings >YAST >Security and Users
· Create a new A type user account on the RODOS machine.

            Example: alber            (default A type user: rodos)
Remark: existing A-type users can also export results for C-type users after the following                  configuration steps are performed.
· Create a new user account  as the Web-C Generator on the RODOS machine.

            Example: backuc
(2) Log in as user rodos
· Add the users “alber” and “backuc01” to the database authorization group.

 Example (Linux/PostgreSQL): 

                           cd  $RODOS_DIR/rodb/
                          ./AddDBUser alber
                           /AddDBUser backuc01
· Insert the A-user alber followed by a colon into the segment <catgA>  … </catgA> of the  UMgtF file .typeofusers
            Example:

            <catgA>

             alber:passwd:org

      </catgA>
· Insert the name and password of the Web-C-Generator-User into the segment

             <catgCG>…</catgCG> 

              KIT Example:     <catgCG>

                                                    backuc01:backuc01
                                                    </catgCG>

· 

Note: The tokens in each entry line are separated by a colon ‘ : ‘.

No blanks, No tabs, No continuation line characters are allowed between the   tokens.  







(3) Log in as user alber
Add the following lines into the alber’s login file (.bashrc, .kshrc, .profile )
· the content of the  file  ~rodos/roconfig/AddRodosEnv

· the Web-C Generator’s hostname ( see line below )
   ROHOST=<Generator’s hostname>; export ROHOST

   (to obtain the hostname, execute the command: “hostname”)
(4) Log in as user backuc01
· Copy file $RODOS_DIR/roconfig/.strodosc into the backuc01 home directory.

Change the the owner to backuc and the permission to 600.

chown backuc01 ..strodosc    chmod 600 .strodosc
(5) Log in as user rodos and allow  the C-type users cuser1 and cuser2 to use the RodosWeb Server 
 change to /roweb/wtools/
  invoke the commands  ./addCuser –Ucuser1 –Pcuser1   
                                  ./addCuser –Ucuser2 –Pcuser2

(6) Log in as user rodos  and complete the UMgtF file .typeofusers
· insert a new segment <alber> … </alber> in the existing segment <catgAC> 
      (This segment is called  AC-user segment. )
· add the  C-users cuser1 and cuser2 into the new segment.
   Example:

        <catgAC>

            <alber>

            cuser1:nopw

            cuser2:nopw

            </alber>

         </catgAC>

          Note: the character colon (:) at the end of each C-type user name is mandatory
5.2 


(1) 
(2) 
· 




· 
· 

· 








· 





· 

(3) 



(4) 
· 
· 



· 



5.3 Start of the C-User web-daemon

You have now to start two background programs 'rowebdae' and '.wdispatcher'  by using the script '.schedbuserenv' in $RODOS_DIR/roconfig.

       - log in user rodos
       - cd /roconfig
       - to start the background programs invoke the commad

         ./.schedbuserenv start  

         the terminal output display the lines:

            > rowedae  process ready

              > ldispatcher ready

              > ifcdispatcher ready

              > etsdispatcher ready

              > wdispatcher ready

              > Xvfb <’pid’> on display :99 started

       - to stop the background programs invoke the command

         ./.schedbuserenv stop
         the terminal output display the lines:
            > rowebdae stopped

            > wdispatcher stopped

              > ldispatcher stopped

              > ifcdispatcher stopped

              > etsdispatcher stopped

              > Xvfb <’pid’> on display :99 stopped







5.4 Procedure for generating HTML results pages by the A-type user 

A user on a RODOS machine that has been registered as the A-type user  in step (1) and the corresponding Web-C-Generator user which has been defined and allocated to this A_type user  in step (2) should perform the following tasks to generate Web results:

 ( see also: User Guide – System Interface for generating C-user results )

        (1) Login as A_type user.

        (2) Start the RODOS system from the home directory.

        (3) Generate RODOS results (archived runs).

        (4) Interact with the "access control window". 

        (5) Select Runs and assign them to one or more C_type users (use the arrow button)
        (6) Insert a comment text.

        (7) Click the apply-button on the "access control window".

       After clicking the apply-button, the generation of the HTML results pages

       will be triggered as follows:

    Automatically:

           The RODOS system will be started in background mode under the user

           WebC-Generator, the back-end processes of the RODOS system will generate then

           HTML results pages.





5.5 Maintenance and Error Handling

The RODOS-system runtime environment generate a number of logfiles which could be analysed in case of runtime errors.They are collected in the directory: "$RODOS_DIR/rolog/".

· Check the file $RODOS_DIR/rolog/.rostart.<A_type-user>.
                Does the file exist ?

    If the log file: "$RODOS_DIR/rolog/.rostart.<A_type-user>" does not exist 
· Check the file ".kshrc" in the A_type user's home directory:

    Is the RODOS_DIR variable correctly defined?

    Is the ROHOST variable correctly defined?

    Is the entry line "alias runrodos...." correct?

If the logfile 

        "$RODOS_DIR/rolog/.rostart.<A_type-user>" 
exists but the logfile 
        "$RODOS_DIR/rolog/.rostart.<webC-Generator-user>" 
does not exist you have to analyse the UMgtF file .typeofusers 
· Check the entries and syntax in the file .typeofusers for the A_type-user:

    is the user name correct?

    is the user name inserted into the correct segment?

· Check the content of the file:"$RODOS_DIR/rolog/.rostart.<A_type-user>".

    Is any error messages registered?

    Is the hostname correct?

    Is the DISPLAY correct?

    Is the Web-Generator-user in the file .typeofusers between the correct tags ?
· Check the syntax in the file .typeofusers for the WebC-Generator-user:

    Is the user name correct?

    Is the user inserted into the correct segment?

    Is the password of the user correct?

· Check the content of the files
       "$RODOS_DIR/rolog/.wdispatcher.log".
       "$RODOS_DIR/rolog/.genHtmlCuser.log".
       “$RODOS_DIR/rolog/whtmlagent.WebC-Generator-user



· Check the file ".profile" in the WebC-Generator user's home directory.
                Is the RODOS_DIR variable correct?

If the logfile 

        "$RODOS_DIR/rolog/.rostart.<A_type-user>" 
and the logfile

        "$RODOS_DIR/rolog/.rostart.<WebC-Generator-user>" 
exist but the HTML results pages can not be generated, then

· Check the file $RODOS_DIR/rolog/.rostart.<WebC-Generator-user>

· Check the permissions of the files and directories in directory    $RODOS_DIR/roweb/   they must have write-permission
· Check the directory $RODOS_DIR/roweb/rowcom/
Does the file: “torowebdae.<A_type-user>” exist?

· Check the logfile "$RODOS_DIR/rolog/whtmlagent.<A_type-user>  

     Does the file exist?

     Is any error detected in this file?

If the WebC-Generator user doesn’t start after some successful executions
· Change to the directory $RODOS_DIR/roweb/rowcom.

Does the file prevent.username exist (name of the A-type user)  ?

Remove this file and repeat your previous actions.
· Check if processes of the WebC-Generator user are active.
use the command:

ps –ef | grep backuc01 ( it is assumed that backuc is a WebC-Generator user )

      Find the process-id of the message server bms and kill this process:
       Login as  backuc and use the command
       kill –9 ‘process-id’

If the main HTML page appears but after inserting the username and password for C-type user the following error message is displayed
Not Found
The requested URL /Rodos/servlet/LoginHandler was not found on this server
· Check  if  tomcat6 is running,   invoke ps –ef | grep tomcat6
· Check  if  apache2 is running,  invoke  ps –ef | grep apache2
Finally, contact the RODOS team at KIT if the problem can't be solved.





List of log-files:  .rostart.<AUser>,  .rostart.<WebC-Generator-User>, 

                                 .wdispatcher.log,    whtmlagent.<WebC-Generator-User>



6 Installation and Maintenance of a Web-B environment
All kinds of users will be managed through the file UMgtF (user management file)

 "$RODOS_DIR/roconfig/.typeofusers"

6.1 Instructions and adaptation steps for generating Web results (Linux)
(1) Define the Web-B generator. The RODOS-System runs as a backend system under     this user.  ( Example: backub01)
Log in as user root and create the new user account for the Web-B generator with the 

       tool  YAST.  The group name must be rogrp.  Select the shell bash or ksh.
       YAST: System > Configuration > Administration Settings >YAST >Security and Users
(2) Add the Web-B generator user to the database authorization group.    

       Example (Linux/PostgreSQL):
                         cd  $RODOS_DIR/rodb/pgaddon/shscrp 

                         ./AddDBUser backub01
        Note:

        The command "./RemDBUser <user_name>" can be used to remove the user

        from the DB authorization group of both ResyDBE and FixDBE.

(3) Install the RODOS login file for the Web-B generator backub01.    

 Log in as user backub01 ( su backub01) and copy the file ~rodos/roconfig/.strodos   
       into the home directory of user backub01;  change owner to backub01 group to rogrp
       and  the permission to 755.
       Log out from backub01.
(4) Add the B-type users buser1 and buser2  to the RodosWebServer.
Log in as user rodos and change to /roweb/wtools/
invoke the commands  ./addBuser –Ubuser1 –Pbuser1   
                                ./addBuser –Ubuser2 –Pbuser2





(5) Log in as user rodos and insert the Web-B generator and the B-type users into the UMgtF file .typeofusers.
· Insert the name and password of the Web-B-Generator-User into the segment

             <catgBG>…</catgBG> 
              FZK Example:     <catgBG>
                                                     backub01:backub01

                                                     </catgBG>

             Note:

                         In the second field the correct password in ascii must be specified.

                         Encrypting technique will be added in future.

                         The tokens in each entry line are separated by a colon character.

                         No blanks, No tabs, No continuation line characters are allowed

                         between the tokens.

· Insert the new B-type users buser1 and buser2 followed by a colon into the existing segment   <catgB> ... </catgB> of the UMgtF file.
            Example:

              <catgB>
                  buser1:nopw

                  buser2:nopw

                </catgB>

             Note:

                    In the second field “nopw” as default for the  password  is allowed.

· Define a new segment for each B_type user inside the segment

             <catgBC>..</catgBC> in .typeofusers and insert the names of the C_type users

             (defined by the RodosWebServer) into this B_type user's segment.

             The B-type user should give permission to these C-type users for accessing

             the web results on RodosWebServer via a web browser.

              KIT-Example:

              <catgBC>

                 <buser1>

                 cuser1:nopw

                 cuser2:nopw

                 </buser1>

                 <buser2>

                 cuser1:nopw

                 cuser2:nopw

                 </buser2>

                </catgBC>

· Define a new segment for each B_type user inside the segment

<catgBB>..</catgBB> in UMgtF and insert the names of the B-type users into this B-type user's segment.

The  B-type user should give permission to these B-type users for accessing the web results on RodosWebServer via a web browser.

              FZK-Example:

             <catgBB>

             <buser1>

             buser2:nopw

             </buser1>

              <buser2>

              buser1:nopw

              </buser2>

             </catgBB>

(1) 


(2) 





(3) 








(4) 

(5) 
6.2 Start of the B-User web-daemon

You have now to start two background programs 'rowebdae' and '.wdispatcher'  by using the script '.schedbuserenv' in $RODOS_DIR/roconfig.

       - log in user rodos
       - cd /roconfig
       - to start the background programs invoke the commad
         ./.schedbuserenv start  
         the terminal output display the lines:

            > rowedae  process ready

            > ldispatcher ready

            > ifcdispatcher ready

            > etsdispatcher ready

            > wdispatcher ready

            > Xvfb <’pid’> on display :99 started
       - to stop the background programs invoke the command

         ./.schedbuserenv stop
         the terminal output display the lines:
            > rowebdae stopped

            > wdispatcher stopped

            > ldispatcher stopped

            > ifcdispatcher stopped

            > etsdispatcher stopped
           > Xvfb <’pid’> on display :99 stopped


6.3 Maintenance and Error Handling

The RODOS-system runtime environment generate a number of logfiles which could be analysed in case of runtime errors.They are collected in the directory: "$RODOS_DIR/rolog/".

For each B-type-user there is an additional user-based directory which contains all relevant logfiles if a fatal error occured.

The user-based directory is: "$RODOS_DIR/rolog/BULog/<B-type-user>/".

In case of failures the RODOS administrator should do the following:

        check if the dispatcher and daemon are active (Running):
        invoke the commands
         "ps -ef|grep wdispatcher" and "ps -ef|grep rowebdae"

         check the file ".wdispatcher.log"

         check the file ".rowebdae.logs"

         


check the syntax in the file roconfig/.typeofusers (UMgtF) for the WebB-Generator-User
              - is the user name of WebB-Generator-User correct?

              - is the password of WebB-Generator-User correct?

         check the file: ".strodos.blog" in the webB-Generator-User's home directory.

         check the file: "$RODOS_DIR/rolog/.rostart.<webBGU>"

 In case of runtime errors you should look and analyse the content of

 different logfiles in the directory:

 "$RODOS_DIR/rolog/BULog/<B-type-user>/"

If the main HTML page appears but after inserting the username and password for B-type user the following error message is displayed
Not Found

The requested URL /Rodos/servlet/LoginHandler was not found on this server
· Check  if  tomcat6 is running,   invoke ps –ef | grep tomcat6
· Check  if  apache2 is running,  invoke  ps –ef | grep apache2
· 

· 
 Finally, contact the RODOS team at KIT if the problem can't be solved.

7 RODOSLite

This chapter should give an overview how to work and maintain with RODOSLite.

Start RODOSLite with the following command:
runrodosL –l english    start RODOSLite and use  the english  user interface

runrodosL –l german   start RODOSLite and use the german  user interface

After a few seconds the first user interface appears. Now you can select if you want to work with the RODOSLite user interface or with the RODOS-Standard user interface.

Press the button RODOSLite to get the RODOSLite user interface.

The following error message can appear:  rodos lite aborted

One reason of this message: 

The daemon which schedule the RODOSLite user interface doesn’t run.
( This message appears after a reboot of the computer ( workstation,  PC )
Make the following steps to start the daemons:

cd roconfig   
./.schedbuserenv start     start the daemons
                                                   > rowedae  process ready

                                                   > ldispatcher ready

                                                   > ifcdispatcher ready

                                                   > etsdispatcher ready

                                                   > wdispatcher ready

                                                   > Xvfb <’pid’> on display :99 started




                                          this daemons must be invoked before starting

                                          B/C user or RODOSLite operations.  


./.schedbuserenv stop         stop the daemons mentioned above   
Check also the following entry line in the file  "/etc/services"
bsdlink    22375/tcp       # ronet_srv

bsdlinka   22378/tcp       # rorq_srv

bsdlinkb   22379/tcp       # rowebdae
Check the environment-variables JAVA_HOME and PATH
example:   JAVA_HOME=/usr/lib/jre/java    
                  the RODOS installation delivers

                   JAVA_HOME=/usr/local/ropub/java

                  PATH=$PATH:$JAVA_HOME/bin

Check the JAVA version:   java –version      ( should be at least  1.4.2   better 1.6 )
Remark:  Exceed and Linux

                 Exceed Version 13.0.0 (emulates the X-Window Server  under   Windows )

support  GUI’s developed in Java.
Exceed Versions  which are older doesn’t support GUI’s developed in Java.
8 Event-Triggered Scheduling (ETS)  of the RODOS system
(see also: ~rodos/roconfig/README.ETS)
Precondition using the ETS mode:

The user must have administrator knowledge and should have experience in running the RODOS-System.

8.1 Configuration
A correct scheduling service file must be created in xml-format by the user.

The user can send such a xml-scheduling service file by e-mail, ftp , copy or

by other methods into the RODOS host directory:

~rodos/rointerfaces/share/ifdir/.

The user have to do the following instruction steps:

1. Insert the user name and pass word of the user who should use this

   method ETS into the file ~rodos/roconfig/.typeofusers between the tags

    <catgA>  .. </catgA>
    Insert a colon ‘:’ between username and password without  blanks
   Note:

        In the second field the correct password must be specified.

        If you want to have encrypted password in this field, you

        should run the command ~rodos/robin/putpasswd.

2. Copy the file "~rodos/roconfig/.strodosi" into the user's home directory,

    change the file's owner&group to the owner&group of the user and set the 

    file mode to 755.
3. The "ETS-user" must be added to the DB authorization group;

    the rodos user runs the command

     “./AddDBUser <user_name>”   (see chapter 2.3 , 2.5)
 4. Create a xml-scheduling service file.

     There are some xml-scheduling service file templates in the directory

      ~rodos/rointerfaces/share/.

 5. Import the created xml-scheduling service file into the directory

     ~rodos/rointerfaces/share/ifdir/

8.2 Maintenance and Error Handling

The RODOS-system runtime environment generate a number of logfiles which could be analysed in case of runtime errors. They are collected in the directory  ~rodos/rolog
Which situations can occur after importing the xml-file:
1. Nothing happens; the scheduling of the RODOS-System is not possible
check the file  .ifcdispatcher.userID
check the file  .rostart.userID
Does these files exist? 

        The date/time of the files must be actual!! 

        If the file exist and date/time of the file is actual then check the content of this file.

        If the file doesn’t exist or the date/time of the file is not actual the check the daemons
                              ifcdispatcher, ldispatcher, rowebdae

        This daemons must be scheduled!!  ( see chapter 7 RODOSLite )

2. The RODOS-System starts, but models doesn’t start automatically.

Check the log-files  .rostart.userID,  robmslog.userID

3. The RODOS-System starts, but parts of the system software / models crash after a    while.
      Check the log-files  .rostart.userID,  robmslog.userID
9 The Continuous -Preparedness / - Threshold Mode
(see also: ~rodos/roconfig/README.LMD , README.ETSL)

This chapter describe the installation and configuration steps for scheduling and running the RODOS–Automat  in the cyclic continuous- and in the threshold-mode.



Continuous-Preparedness Mode:
The Continuous-Preparedness mode runs as the word suggests continuously once started by the user. Each sequence inside this continuous runtime lasts for a specified time length and will be terminated after reaching the end of this time length. After some seconds the Automat will be scheduled by the daemon .rlauchall and runs again until reaching the specified time length and so on.
The continuous preparedness mode is started by selecting an appropriate XML file via the RODOS-Lite interface. 
This file is copied into a specific directory and processed continuously ~rodos/rointerfaces/share/wdir/confA. After the automatic mode is scheduled the models runs in their defined order. The daemon/file ~rodos/roconfig/.rlaunchall 
contain the duration in sconds how long the automatic mode is running ( e.g. 3600 sec. ) and initiate the termination of the automat after reaching the cycle time of  3600 sec.  
Automatic-Threshold Mode:

The automatic-threshold mode will be scheduled by the daemon .rlaunchall if a defined number of measurement parameter values exceed their limit. These parameters and their  trigger values are specified in the file threshold.conf .
In the graphics configuration file ~rodos/rodata/graphics/Graphics.auto.ps.’language’  selected results for each model are specified which will be displayed automatically. The administrator must be familiar with the file format  before he make modifications.  
9.1.1 Configuration of the Continuous- / Threshold Mode

9.1.2 Adding and configuration of the user
9.1.3 Add a new user to the Linux system (see 2.3 and 2.5) and copy the file ~rodos/roconfig/.strodosl  into the user’s home directory. Change the file’s owner&group to the owner&group of the user and set the file persmission to 755.
The user has to be specified in the file ~rodos/roconfig/.typeofusers to get run permission for this modes. The administrator has to add the username and the password into this file between the tags    <catgContinuousThreshold> </catgContinuousThreshold>
9.1.4 Example:  add user watcher into the file .typeofusers
<catgContinuousThreshold>

watcher:watcher                           
9.2 </catgContinuousThreshold>
9.3 Remark:  The position of this tags should be below the tags   <catgA>  .. </catgA>
9.4                   Insert a colon ‘:’ between username and password without  blanks
9.4.1 Configuration of the time interval

The file ~rodos/roconfig/.rlaunchall contains 3 configuration parameters which specify the time controlling: 
       update_interval  (sec)     :  n1 sec   wait time before doing something
       runcheck_interval  (sec) :  
n2 sec   checks every n2 sec if the bms-server is running
       limitcheck_interval (sec): n3 sec    check the trigger values every  n3 sec
       launcher_interval   (sec) : n4 sec   start the continues mode every n4 sec
Only the launcher interval value might be changed for testing purposes, however all other values should not be changed.
9.4.2 Configuration of the xml-scheduling service files

The final processing of the XML and the configuration files is performed inside the directory ~rodos/rointerfaces/share/wdir/confA/. 
The service takes out the data from this directory. The location of the XML files in preparation of the mode is different and explained here:
1. Initial location for the xml-scheduling service file for the continuous-preparedness  mode: ~/rodos/rointerfaces/share/confA/
Following rules should be used for the filenames: ‘username’.cont.’sitename’.ifc.ro
2. Initial location for the xml-scheduling service file for the threshold mode ~/rodos/rointerfaces/share/wdir/confA/
Following rules should be used for the filenames: ‘username’.thresh.’sitename’.ifc.ro
Example: watcher.cont.NPP.ifc.ro  ,  watcher.thresh.NPP.ifc.ro

Remark: the extension  .ifc.ro  is mandatory !!!

A template for the xml-scheduling files can be prepared by the RodosLite-GUI while selecting the input steps for the automatic mode. Before submitting, the run can be save via the RODOS-Lite interface. The location of the new xml-file is
 given by the user but the name should follow the requests as given above. including the section “.ifc.ro” . Once copied into the appropriate directories defined above, several elements of the XML file can be modified. Of importance is the user name, and the display. The user name has to be adapted to the user which runs the Continuous-preparedness and Threshold Automatic mode (one user for both modes). Also the display might need to be adapted, in case you have not a fixed display setting (when entering the system via VNC)!
Replace the values of the tag-elements ( if necessary):

e.g. <userName>, <displayName>, <sourcetermInfo>, etc.
Note: the username which is specified here must be a real username who has database  authorization. The permission of this file must be changed to 666.
Default xml-scheduling service files for both modes are delivered by the installation .
9.4.3 Configuration of the threshold values

The file ~rodos/rointerfaces/share/wdir/confA/threshold.conf  must contain a number of parameters which corresponds with parameters in the measurement files. Specify threshold values for this parameter and assign the values to the parameter in the file threshold.conf.

The syntax of each parameter string must correspond to the syntax in the measurement file.
Example: threshold.conf

#configuration file for specification of the measuring threshold values.

#each measurement must be specified in an entry line followed by the attributes

#separated by the comma sign ','.

#the comment line must contains a char '#' at the beginning of the line.

#the characters '[,],(,),{,}' in token string must be preceded with a backslash

#character '\', for example instead [ write \[ and so on.

#the token strings must be separated by a comma sign ',' .

#the threshold value must be written after the equal sign '='.

#no blanks before and after equal sign '='.

#the parameter, maximum number of thresholds(_maxnrofthresholds) which should start

#the trigger mode, must be entered in an entry line that begins with a 

#percent sign '%' followed by the name of parameter, equal sign, and the value.

%_maxnrofthresholds=2

temperature\[f\],100,mean=20.0

gross dose rate\[f\],5=0.1

activity concentration\[f\],100,noble gases=5000

activity concentration\[f\],100,iodine I131=0.06
9.5 Start the Continuous-Preparedness-Mode

Start the RODOS main window with runrodosL and press the button Continuous Mode.

The ContinuousModeKickstart – window appears and display a list of xml-scheduling service files (for the Continuous Mode). Select on file by mouse click and press the button Start.

After a while this session while be terminated automatically. The RODOS-automatic-mode starts after some seconds and executes the specified models. The automatic mode terminates when the fixed time interval is expired (specified by launcher_interval ) and will be scheduled again to run over the same time interval. This state (Continuous-Preparedness Mode) will be active until the threshold conditions are fulfilled. In this case the automatic mode terminates and starts again in the threshold mode and runs until the session will be terminated manually.
9.6 Maintenance

Logfiles created by the launcher daemons are located in the directory ~rodos/rolog.

.rlaunchall.log:  contain informations about the process scheduling
launcher.log:     contain informations about the xml-scheduling service files
tlauncher.log:    contain informations about the xml-scheduling service files

limitcheck.log:  contain informations about the limit check of the threshold parameter
see also:

.rostart.userID        this file contain info about the initialisation of the RODOS-system

.robmslogs.userID  this file conatin info about the scheduling of the RODOS-processes
10 Web-HIPRE (HIerachical PREference)
Web-HIPRE is accessible on the web site of the Rodos Web Server. The using of Web-HIPRE is described in the manual User guide for Web-HIPRE 2.0

The first step to work with Web-HIPRE is the registration as a Web-HIPRE user. Select registering and insert the requested informations. 
A successful registration will be confirmed with the  message Registration succeeded .
Informations about how to import and analyse the results from the model LCMT are presented in the User guide.

The following errors can occur:

1. registration of a new user failed  ( no reaction after pressing the button Register )
2. importing of results  ( Import RODOS Model … ) failed
    message: Couldn’t access file-server
Check the following entries in the  file Registration.html  and WebHipre.html
(see  ~rodos/rohipre/HOnline/)´
<PARAM NAME="host" VALUE="IP_of_your_webserver">

<PARAM NAME="dir" VALUE="/~rodos/rohipre/">

<PARAM NAME="servlet" VALUE="/WebHIPRE/servlet/FileServlet">
Importing of  results from LCMT:

1. Use the Import – menu of the RODOS User Interface if Web-HIPRE is installed in the 

     same RODOS environment where the LCMT results are generated
2. If  the RODOS system where the LCMT results are generated and the RODOS system  

     where Web-HIPRE is running are different environments ( and also located on different   
     machines ) use ftp or another file transfer utility to copy the LCMT results manually to 

     the Web-HIPRE directory. Please contact the RODOS administrator to do this work.
     Copy the results to a registrated user. The location for this user is:

     ~rodos/rohipre/Models/*/username/
           where ‘*’ is the the first character of username      e.g.
      ~rodos/rohipre/Models/r/rodos/   

11 Commands in the RODOS environment

This chapter gives an overview to commands which can be execute by the users / administrator to configure some system parameters or to start operations.

runrodos                        starts the RODOS system (RODOS standard)
runrodosL                       starts the RODOSLite  
runrodos –l english       start the RODOS system and use the english  user interface

runrodos –l german      start the RODOS system and user the german user interface

runrodosL –l english     start RODOSLite and use  the english  user interface

runrodosL –l german    start RODOSLite and use the german  user interface

Invoking the command runrodos / runrodosL  uses always the language of the previous  

session. The language english is set by default.
setrovar                        set the RODOS system parameters

                                      this command should be available in the .profile of the user rodos

                                       and is necessary to invoke other commands which are useful for 

                                      the RODOS administrator.
                                      setrovar='. $RODOS_DIR/roconfig/VARSET'
           example:  if you want to optimise the program–database ‘ResyDBE’ with the

                            command   .rodbproc –ft  in $RODOS_DIR/rodb/dbalb
                            you have to invoke at first the command setrovar
 The following commands are located in the directory $RODOS_DIR/roconfig:
./.schedbuserenv start    start the RODOS daemons,
                                                > rowedae  process ready

                                                > ldispatcher ready

                                                > ifcdispatcher ready

                                               > etsdispatcher ready

                                               > wdispatcher ready

                                               > Xvfb <’pid’> on display :99 started
               This daemons must be invoked before starting B/C user or RODOSLite operations.




./.schedbuserenv stop         stop the daemons mentioned above          
./defrtdb                             invoke the real-time installation utility
The following commands are required for the B/C-type user integration and maintenance.

They are located in the directory /home/rodos/roweb/wtools :
 ./addBuser –Ubuser_name –Ppasswd     add a B-type user to the RODOSWeb server
 ./addCuser –Ucuser_name –Ppasswd     add a C-type user to the RODOSWeb server
The added BUser, CUser must be also inserted into the intended segments of the file 
.typeofusers (directory: ~rodos/rocon fig)
Example>  BUser: buser1, buser2  A-User: alber  CUsers: cuser1, cuser2 
<catgB>
 buser1:nopw
  buser2:nopw

</catgB>

<catgAC>

<alber>

 cuser1:nopw

 cuser2:nopw

</alber>
</catgAC>

 
12 Commented list of RODOS main structural components, directories    and files
public_html

links to ‘public’ and ‘rohipre’ directories

roadapter

contain software for adapting the RODOS/SQL to ALLBASE/SQL 

roapplrq

contain files which specify if real-time data requests have been executed

robin

executables related to the system software

robitmap

icons for the dialogue windows

roclasses

Web software, JAVA classes

rocomp

not longer used

roconfig

configuration files for the system, installation defaults (Web, resources, setting of variables)

rodata

configuration files for graphical representation of model

rodb   

           basic directory for the SQL system database








rodb/pgaddon (LINUX/PostgreSQL)
            progdbase, fixdbase, realtdbase
rodb/pgaddon/shscrpg 

              contain some administration commands like 
               AddDBUser,  RemDBUser
rodecfiles

definition files for integrating external simulation models programs into RODOS

rodoc

old readme files; not longer used

roensemble

input output when coupled to Ensemble system

roenvdir

configuration files for sites, provider and automatic run

roextern/bin
Executables of external simulation models.

roextern/data

Data bases related to simulation models.

roextern/outall

Results and logfiles from simulation calculations.
rogis

RoGIS database

File: LayerTbl.default; file: Sites; subdirectory: dbase (empty, but necessary); subdirectory: bin (linked to ~rodos/romix/rogis); subdirectory tree: maps (Area, Region, Country, World, Objects); subdirectory tree: envir (environmental grid data e.g. population, production, elevation, land use, soil).

rogui

layout files for the simulation models

rohipre

directory for Web-Hipre

roinclude

system resources

rointerfaces

contains the intermediate files generated for RODOS-Lite and the RODOS-System

rolang

language customisation of the system and simulation modules (/roext)

rolib

RODOS libraries for system and simulation software

rolite

directory containing all files related to the RODOS-Lite software

rolog

log-files of the system software

romess

location to which the renetservice delivers data which is then used by the simulation models

romessrq

configuration for real-time measuring data

romet

prognosis data from national weather provider

romix

contains example programs to test an integration 

romodem

platform to exchange MODEM related data

ronet

contains real-time data as depot (/datdepot) and real-time data configuration files 

ropub

public directory with GNU C-compiler, PostgreSQL and other support software

rosyspar

specifc run information 

rotmp

location for temporary files

roweb

system and configuration files for web application (B/C user), intermediate files and HTML results

.gsWindowrc

user configurations for gWindow

[Colours] colour information; [Maps] map and site information; [Font] font selection; 
[Printout] printer information; [Site] current site selection;

[Spider] spider definition at current site selection

.RoGIS_DBMrc1
configurations for RoGIS-DBM
.rometcfg1
configurations for delivering meteorology. Data
.rosetup1
system software for direct schedule direct from message server on RODOS start
.Rosite1
RODOS files for exchange with other RODOS users (import/export function)

.rotaskinit1
invocation definitions for the RODOS-software
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I. Appendix 
Realtime measurement data for RODOS 
              ( see also chapter 3: Integration and maintenance of real-time data)
The  local  realtime measurement data are produced by local measurement stations                   e.g. at/around the NPP.  The diagnosis models uses this data to calculate a realtime atmospheric dispersion in 10 minute time steps.
The section below gives an overview about the data attributes and the file format: 
(a complete list of data attributes is give in Appendix II)
file format:  ascii

provider: local measurement stations e.g. at/around NPP

delivery time: every 10 minutes ( watchdog delivering )
attributes of a  minimal  dataset:
· temperature   ( 2 hights )                                                (degC )
· temperature,  air, stack exhaust                                      (degC)                             

· wind direction (2 hights)                                                (degrees)
· wind velocity ( 2 hights )  (between 10 – 100 meters)   (m/s)
· precipitation                                                                    (mm)
· radiation balance (Strahlungsbilanz)                              (W/m2)

· volume stream                                                                 (m3/h)                                          
· gamma monitor data
· gross dose rate  (yGy/h)

· net dose rate      (yGy/h)
                        substitution: temperature / wind velocity  -> radiation balance

              the following sourceterms are available for the ADM – calculations:   

· data from stack monitors  ( delivered by the local NPP )
· data from the RODOS database

II. Appendix
Thesaurus of the measuring attributes
#Current 5 thesaurus keywords are 

#%__type__

#%__aggregation__

#%__unit__

#%__medium__

#%__object__

#

#Syntax 

#All lines following a keyword are taken as valid attributes 

#for this keyword. A keyword can be used more than once. 

#Lines beginning with a '#' character are comments. 

%__type__

calculated quantity u w

calculated quantity v w

calculated quantity w t

dew point

frequency distribution horizontal wind direction

horizontal wind direction

sonic velocity

status

u component wind direction

v component wind direction

w component wind direction

activity

activity concentration

alpha activity

alpha activity concent.

artificial beta act.c.

beta activity

beta activity concent.

cosmic dose rate

electrical power

gamma activity

gamma activity concent.

gamma surface act. net

gamma surface activity

gross dose rate

high activity concent.

net dose rate

precipitation

precipitation intensity

radiation balance

specific act.conc.

stability class (1-6) (radiation balance)

stability class (1-6) (sigma phi)

stability class (1-6) (sigma theta)

stability class (1-6) (sigma w)

stability class (1-6) (temp. gradient)

temperature

terrestrial dose rate

therm. power

total alpha act.concent.

total alpha activity

total beta act.concent.

total beta activity

total emission

total gamma act. concent.

total gamma act.conc.

total gamma activity

volume

volume stream

wind dir. fluctuation (sigma phi)

wind dir. fluctuation (sigma theta)

wind direction

wind veloc. fluctuation (sigma w)

wind velocity

%__aggregation__

actual value

covariance

maximum

mean value

minimum

number of calms

sector005-015

sector015-025

sector025-035

sector035-045

sector045-055

sector055-065

sector065-075

sector075-085

sector085-095

sector095-105

sector105-115

sector115-125

sector125-135

sector135-145

sector145-155

sector155-165

sector165-175

sector175-185

sector185-195

sector195-205

sector205-215

sector215-225

sector225-235

sector235-245

sector245-255

sector255-265

sector265-275

sector275-285

sector285-295

sector295-305

sector305-315

sector315-325

sector325-335

sector335-345

sector345-355

sector355-005

standard deviation1

standard deviation2
%__unit__

degrees

degC

Bq

Bq/h

Bq/m3

Grad

GradC

MW

W/m2

kBq/m2

m/s

m3

m3/h

mm

uGy/h

%__medium__

in situ

air

water

%__object__

ambient

stack exhaust

aerosol particles

gases

ground

iodine

iodine I131

meteo

noble gases
III. Appendix
Example of a measurement dataset

For the diagnosis ADM-calculations the RODOS software operates with 3 files:

- measurement datafile: 
               This file creates the provider of the local NPP. The format of the filename is composed by the providername and the measuring date/time . 
- measurement definition file (rtdf  = realtime definition file): 

              To create the file a cooperation between the RODOS administrator and an expert of  local NPP is essential. Such persons need Knowledge of the measurement data, the realtime definition format and the RODOS environment.
- measurement configuration file ( rttf = realtime target format ): 

               This file is generated by the realtime data converter ( rtdfca ); it is matched of the datafile and the definition file and is used as the input file from the diagnosis model .                                            

a)  The measurement datafile 
providername: ramo01
name of the datafile: ramo0120071011100000    ( date/time: 2007 10 11 10:00:00 )

20071010111000
-2.47e+00
-2.91e+00
 2.65e+02
 2.65e+02
 7.18e+00
 6.02e+00
 0.00e+00
 2.42e-01
 2.09e+05
 2.42e+00
1.00e+00

2.37e+04

b) The measurement definition file (rtdf)
     temperature, wind velocity and wind direction must be available for two hights
     (example: 10m and 100m )
\PROVIDER_NAME: ramo01

\PROVIDER_COUNTRY: GER
1:<YYYYMMDDhhmmss>


\STATION station01,8.4350,49.2520,116

2:temperature[f],10,mean value,degC,air,ambient,10

3:temperature[f],100,mean value,degC,air,ambient,10

4:wind direction[f],10,mean value,degrees,-,-,10

5:wind direction[f],100,mean value,degrees,-,-,10

6:wind velocity[f],10,mean value,m/s,-,-,10

7:wind velocity[f],100,mean value,m/s,-,-,10

8:precipitation[f],0,actual value,mm,-,-,10

9:gross dose rate[f],5,-,uGy/h,-,-,10

10:volume stream[f],130,-,m3/h,air,-,10

11:radiation balance[f],0,mean value,W/m2,-,-,10
12:activity concentration[f],100,-,Bq/m3,air,iodine I131,10

13:activity concentration[f],100,-,Bq/m3,air,noble gases,10

c) The measurement configuration file ( realtime target format = rttf )
#Supplied_languages:1,<DEFAULT>

#ID-number,type,height,aggregation,unit,medium,object,sampletime

#1,temperature[f],10,mean value,degC,air,ambient,10

#2,temperature[f],100,mean value,degC,air,ambient,10

#3,wind direction[f],10,mean value,degrees,-,-,10

#4,wind direction[f],100,mean value,degrees,-,-,10

#5,wind velocity[f],10,mean value,m/s,-,-,10

#6,wind velocity[f],100,mean value,m/s,-,-,10

#7,precipitation[f],0,actual value,mm,-,-,10

#8,gross dose rate[f],5,-,uGy/h,-,-,10

#9,volume stream[f],130,-,m3/h,air,-,10

#10,radiation balance[f],0,mean value,W/m2,-,-,10

#11,activity concentration[f],100,-,Bq/m3,air,noble gases,10

#12,high activity concent.[f],100,-,Bq/m3,air,noble gases,10
\BEGIN_RTT

3,ramo01,10,1,20071015100000

\STATION 1,station01,23.7806,43.7402,116,UNKNOWN,UNKNOWN,5

2,0,7:+0.0000E+00,10:+2.4200E+00

1,5,8:+2.4200E-01

3,10,1:-2.4700E+00,3:+2.6500E+02,5:+7.1800E+00

5,100,2:-2.9100E+00,4:+2.6500E+02,6:+6.0200E+00,11:1.00e+00,12:2.37e+04
1,130,9:+2.0900E+05

\END_RTT 
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