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Introduction
1.1
Background and objectives
For most kinds of organized activities there are needs and demands for documen​tation. Well designed documentation can fulfil a number of important functions; as a means for internal as well as external communication; as a tool in training activities; as an extension to the human memory; in order to mention just some of the func​tions. These general considerations concerning documenta​tion are naturally valid for an organization like Statistics Sweden. In fact they may be regarded as particularly valid for the activities of Statistics Sweden.

Statistics Sweden is an organization with relatively complex activities, and, like in other such organizations, there are at Statistics Sweden a number of aspects of the activities, which put different kinds of requirements and demands on documentation. It is not feasible to analyze and satisfy all these requirements in one single effort. It is more adequate to break down the "total" documentation need into parts, even though different parts may be overlapping to some extent, or even to a large extent. We will start by defining the particular documentation aspect, which will be the central one in this work, and we shall return later to discussing how this documenta​tion aspect is related to others.

When a (repeated) "statistics product" (or "statistical survey") at Statistics Sweden has completed a "production round" (by publishing the statistics of the year, the quarter year, the month, or whatever the periodicity of the survey is), it will also have produced a set of data which is referred to as "the observation file(s)" or "the microdata collection", and this data collection is archived. In order for a data collection to be admitted into the archive of Statistics Sweden, it must be docu​mented, and such a documentation will be called an archive documentation. It should be stressed that the archive documentation of a statistical data collec​tion must meet higher standards than is required by the formal archive law, which applies to Statistics Sweden as well as to all other governmental agencies, and which regulates the archiving of all kinds of "public documents"; a collection of statistical microdata is also a "public document" and must be treated and documented in accordance with this law. However, when we are talking about "archive documentation", we have something more ambitious in mind than what is required by the general archive law. We are now going to describe what we mean by archive documentation of statistical microdata.

A collection of observation data, which has been used as a basis for producing some statistics, typically contains more information than is contained in the published statistical output. For this reason it is often of great interest to return to the collection of microdata, after it has been archived, in order to carry out further processing, either on a particular collection of microdata alone, or on this microdata collection in combination with other data collections. As a terminus technicus for this kind of use of a collection of observation data, we shall use the term reuse. "Continued use" would be a possible alternative term for the same concept. When reusing data, it is of utmost importance for the (re)user to have access to good documentation, which informs about such things as how the data were originally collected, and how they are now organized on storage media. The main purpose of the considerations to come can be stated as follows.

(1.1)
To propose a system for archive documentation of observation file(s) (collections of microdata) from statistical surveys, enabling even persons without prior knowledge of the archived data collections to reuse them.

Naturally, preparing archive documentations of observation data from statistical surveys is nothing new in itself. The need has been there, and it has been fulfilled (in a more or less satisfactory way) as long as there has been official statistics produc​tion. The need became particularly obvious, when statistics production was compute​rized, for the simple reason that electronically stored data are more or less useless, unless one knows how they have been organized. Consequently it was the EDP specialists of Statistics Sweden who first developed a general documentation system, which could be used - among other things - for archive documentation of data files. This system is called the DOK System, and (a part of) it has been established as the standard system of Statistics Sweden for preparing archive documentation of data files.

1.2
The DOK System and the Systems Development Model of Statistics Sweden
We have already pointed out that documentation can fulfil several good pur​poses at the same time. Thus the primary purpose of the DOK System is not to support archive documentation, but to be a system for appropriate documenta​tion of the EDP systems of statistical surveys. Such documentation is important already at the stage of primary usage of a collection of observation data. Furthermore, the DOK System is a subsystem of a larger system, which is referred to as the Systems Development Model of Statistics Sweden. The primary purpose of the systems development model is to recommend methods, principles, and rules in connection with systems analysis and design, in particular EDP-oriented systems analysis and design. The conceptual framework of the Systems Development Model is also the conceptual basis for the DOK System.

In statistics production there is an interaction between several types of compe​tences. The main competence categories are "subject matter", "statistical methodology", and "EDP". As indicated above, the Systems Development Model of Statistics Sweden was by and large developed by EDP specialists. The statis​tical methodologist did not influence the conceptual framework of the Systems Development Model to the extent, which had been desirable for the model to support a complete description of all kinds (and all aspects) of statistical surveys. In particular there is a lack of conceptual framework as regards sample surveys and the estimation procedures of such surveys. One of our main ambitions is to eliminate this deficiency.

Generally speaking, for a documentation system to be simple to use, it should contain one (or more) documentation templet(s). In order to function well the documenta​tion templet(s) must be compatible with the "inner logic" of the activities and objects to be documented. Thus an important step in the design of a documentation system is to formulate a description model for the phenomenon under consideration, which makes this "inner logic" appear as pregnantly as possible. In our case we should formulate a description model for statistical surveys and for microdata collections from such surveys. The description model should at least be general enough to cover all aspects of relevance for reusing observation data, regardless of whether these aspects have to do with "subject matter", "statistical methodology", or "EDP". The archive documentation purpose alone justifies this requirement on the description model, but there are also other purposes, maybe even more important ones, which call for a unified description model for statistical surveys, covering subject matter aspects, statis​tical methodology aspects, and EDP aspects. Before we start our discussion of the description model as such, we shall point to one such important, additional purpose of a unified descripiton model.

(1.2)
A unified description model for statistical surveys would facilitate work and communication within the group of people working with a statistical survey. It supports, and is supported by, the current trend that several different competences often rest with the same person.

A starting point for this work has been that existing parts of the Systems Development Model of Statistics Sweden should remain unchanged as far as possible, when we are now developing a more general and comprehensive model. The existing model has fulfilled, and still fulfils, a number of good purposes. In particular, it is the basis of the DOK System, which has already been formally established, and which has been used for most of the now existing systems documentations and archive documentations. As far as we can judge, there are no fundamental objections at large to the parts of the Systems Development Model of Statistics Sweden, which have so far been established; the objections, which have been put forward, mainly focus on the point that the model is not comprehensive enough. Nevertheless, it should of course be possible to make well motivated changes to the existing Systems Development Model. By and large we would like to see the proposals made here as a proposal for an extended DOK System, and as a working name for this system we shall use the name SCBDOK.

1.3
Some general thoughts about a description model for statistical surveys
We shall now enter into a first discussion about which main components there should be in a description model for statistical surveys, in order for the model to be suitable as a basis for a system for archive documentation for reusing purposes. According to our opinion, what is characteristic for a statistical survey is that it contains the ingredients "collecting observations" and "making inferen​ces" (or "drawing conclusions"). At Statistics Sweden we usually do not speak about "inferences" or "conclusions"; we rather prefer terms like "estimates", "statistics", "tables", and so on, but all theses terms aim at more or less the same notion.

Collecting observations and making inferences are not unique activities for Statistics Sweden; they occur in most empirically oriented scientific work. There are good reasons for letting the attitudes of science give guidance in this context of documen​tation activities, as there are similarly good reasons for doing the same in many other contexts. Applied to documentation this scientifical attitude leads to the following "commandment".

(1.3)
The documentation of a collection of observation data, with inferences, should include


- an account for how the observations were generated;


- an account for the premises and assumptions used when going from the observations to the inferences.


Furthermore, the collection of observation data should, at least in prin​ciple, be available for anyone, who would like to subject the inferences to critical examination.

First a comment on availability. As far as the inferences are concerned, there is no doubt. The statistics produced by Statistics Sweden should be made public, with the possible exception only for table cells which have to be suppressed, or otherwize distorted, for confidentiality reasons. On the other hand we regularly seem to offend the publicity principle for the observation data, privacy and confidentiality being our main reason for this. However, this does necessarily cause too much damage to the scientific principle stated in (1.3) above. First of all a lot of reuse of observation data will anyhow be made by employees of Statistics Sweden, who are authorized. In practice also most serious researchers outside Statistics Sweden, who want to subject our observation data to critical examination, can gain the access rights necessary for doing this, without violating the privacy or confidentiality of the data. Access to unidentified data is one possibility.

Now let us turn to the first two rules stated in (1.3). The rule that one should describe, how the observations were collected, does not seem to require any further explanations. The rule about specification of assumptions is more complex. In scientific research a collection of observation data will hardly ever be published "nakedly". Practically always one or more conclusions (inferences), based upon the observations, will be presented as well, and normally it will be the conclusions which attract most attention. 

When going from observations to conclusions, one cannot avoid making some kind of assumption, or model, of how observations and "reality" are related to each other; assumptions of this kind will be referred to with the term observa​tion model.

In addition, the inferences usually involve assumptions about the "reality" concerned, and which have nothing directly to do with the observations of this reality; assump​tions of this kind will be referred with the term subject matter model.

The scientific commandment concerning inferences is very clear. Whoever presents conclusions is liable to present the underlying premises, assumptions, and models as well.

Observation models, subject matter models, and other premises and assump​tions are logically connected with the inferences and conclusions. The descrip​tion, mentioned in the first rule of (1.3), of how the observations have been gene​rated, should, at least ideally, be so detailed and complete that a critcal examiner has the possibility to make an independent judgement concerning the realism of the models used. Thus, in the context of the statistical surveys carried out by Statististics Sweden, observation models and other models should be regarded as connected with the produced and published statistics rather than with the collections of observation (micro)data. For this reason one could question how much of the models and assumptions used for inferences should actually be documented together with the microdata from a statistical survey. This question has been discussed several times. We have considered different views and have come to the following conclusion, which is then to be motivated.

(1.4)
The documentation of a collection of observation data should, as regards models, assumptions, etc, contain


- a presentation of the issues (problems etc), which caused the observa​tion data to be collected in the first place;


- a presentation of the models used for drawing conclusions (making inferences) with respect to the original issues (problems etc); however, this presentation need not include the conclusions (inferences) them​selves.

Another way of expressing the meaning of the guideline (1.4) is to say that the documentation should, on the one hand, describe the observations, and, on the other hand indicate the usefulness of the observations for different kinds of continued processing. 

In the case of statistical surveys carried out by Statistics Sweden (1.4) can usually be operationalized in the following way.

(1.5)
The documentation of the microdata from a statistical survey should contain


- the so-called tabulation plan for the publication(s) produced as a direct result of the (original) processing of the microdata collected by the survey;


- the models and computational procedures used for producing the statistics just mentioned.

A somewhat different way of looking at (1.4) and (1.5) is to say that the documentation should concern the microdata themselves and whatever is important for the computational aspects of the processing of the microdata into statistics. The documentation should not include aspects concerning the produced statistics, such as quality properties of the statistics. These aspects should not be documented in connection with the microdata, but elsewhere (cf section 1.4 below).

Now we shall give some more detailed arguments for (1.4) and (1.5). A major aspect is the demand for simple reuse of microdata.

(1.6)
When reusing a microdata collection, one often wants carry out processes, which are very similar to the ones made when the original publication(s) were produced. Some typical demands are that the (re)user wants to produce statistics for (in comparison with what was originally published) "new" domains of interest, or for "new" variables (emanating from other sources). When planning for the processing of such demands, it is usually very useful to know how the original, "regular", processing of the collected observations was made.

(1.7)
So-called weights are usually stored together with the microdata from sample surveys, and these weights can be of great help for a reuser. The description of weights requires a specification of the models which were used for computing them.

(1.8)
Those people, who participated in the original collection of observation data, are normally the ones who are best fitted for formulating realistical observa​tion models. Even if the reuser should be free to question the original models, it is naturally of great value to learn about the opinions of the original observation collectors. The natural place for documenting these models and opinions concerning the observed microdata is together with the microdata collection itself.

We shall also put forward an argument of a more general nature, which we shall use for other purposes as well. In this connection we shall think of the collection of observation data as a "part" of the survey, for which it was collected.

(1.9)
A description, or documentation, of a "part" (of some kind) is easiest to understand, if one also gives some description of the "greater context" of which the "part" is a part.

Thus we have formulated and motivated the guideline that the documentation of a microdata collection should contain, in addition to a description of the obser​vations themselves, a specification and description of the models, which affected the computations, by means of which statistics were produced from the micro​data. 

As for the models, we will make a distinction between two major categories: observation models and estimation models. Observation models are concerned with the relationships between the observations and the "reality" that one wants to describe with the observations. Estimation models account for those premises and assumptions concerning the "reality", which influenced the choice of estima​tion procedures. Appendix 1 and, to some extent, appendix 2 will go further into an analysis and discussion of these concepts.

1.4
Relations to documentation for other purposes
We have already indicated that the "total" documentation of such a complex activity as statistics production could most suitably be divided into different parts. We shall now give some ideas concerning how the archive documentation, which is our main topic, should be related to other documentation.

The following procedure is typical for the production of a "statistics product" at Statistics Sweden. At regular intervals, and following basically the same pattern, observation data are collected and processed into statistics. The procedures used should be well documented for several purposes. For example, the documenta​tion should support the memory of the staff involved in the survey. Furthermore, it could serve as a training instrument for new staff, as a tool for the communi​cation with internal and external users, and so on. At least ideally, these kinds of documentation needs are satisfied, at Statistics Sweden, by means of so-called product handbooks and system documentations of the respective "statistics products". Ideally the product handbook and the system documentation of a "statistics product" should be updated, as soon as changes occur, big or small ones, in the procedures of the "statistics product". Thus these documentations should always reflect the current status of the procedures and routines of the "statistics product".

As a contrast, the archive documentation, which is our main topic here, should specify the status of the "statistics product", with its procedures and routines, as it was at the time when the documented microdata were collected and processed.

However, product handbooks, system documentations, and archive documenta​tions should not be regarded as completely separate documentations. On the contrary, the documentation procedures for producing product handbooks, system documentation, and archive documentations should be related to each other, and consciously coordinated. According to our vision, it should by and large be possible to produce an archive documentation by making appropriate extracts from the product handbook and the systems documentation at the time of archiving. Such a procedure would minimize the extra effort needed for the production of archive documentations. 

We are well aware that in order for our vision to materialize in practice, product handbooks and system documentations must be designed and maintained in such a way that they contain most of the information basis for the archive documenta​tions.

In this connection we also take the view that production handbook and system documentation should be regarded together as one integral product documenta​tion. Our reasons for this view are esentially the same as the reasons for integrating subject matter aspects, statistical methodology aspects, and EDP aspects into one and the same archive documentation.

We have already mentioned another documentation aspect, concerning the quality of produced statistics. This kind of documentation is often referred to as quality declaration. According to the guidelines which are now effective at Statistics Sweden, this type of information should primarily be published as a part of the regular publications (so-called Statistical Messages, SMs) from the "statistics products". The product handbook is another natural place for quality documentation. We think that quality information should also in the future be divided between these two types of holdings. However, we would like to point out that large parts of the archive documentation that we discuss here are also of great relevance for judging the quality of a "statistics product".

1.5
Organization of the contents of this report
The following considerations will lead to a proposal for a documentation templet for archive documentation, which we believe to be useful and suitable for most statistical surveys carried out by Statistics Sweden. The documentation templet is presented in chapter 3 of the report.

Chapter 2 will give a background to the proposed documentation templet by describing the procedures and steps of a statistical survey. In doing so, we shall also give relatively precise definitions of concepts and terms related to statistical surveys. Some of the concepts require a rather extensive analysis and discussion, in order for us to reach the desired clarity and precision. The reader is also referred to Appendix 1 and Appendix 2 for more complete analyses and examplifications.

In order to test the proposed documentation templet, and in order to make our proposals more concrete, we have applied the documentation templet to two surveys carried out by Statistics Sweden. One is "Road Transports of Goods, 1987" (UVAV 1987), and the other one is "Efforts for Juveniles with Problems, 1989" (BOU 1989). The test documentations are available (in Swedish) in the form of two separate reports.

2
Concepts and terms related to statistical surveys
2.1
Introduction
We have already specified the main purpose of our work as presenting a pro​posal for a documentation system for statistical surveys, with special emphasis on facilitating easy reuse of collections of observation data. We believe that such a documentation system should be based upon a documentation templet (or possibly several templets), designed to provide a suitable framework for the description of individual surveys. Such a framework, in turn, requires a sound body of concepts and terms.

Concerning concepts and terms it is naturally highly desirable to achieve uniformity within Statistics Sweden. However, this may not be quite simple, considering the relatively language usages that we have found within the organi​zation. Taking the difficulties of coordination into account, we believe that the first priority must be to achieve uniformity concerning concepts; this is more important than uniformity concerning terms. Provided that the concepts are clearly and precisely defined, and provided that these definitions are well understood and accepted, we can live with different, synonymous terms, referring to one and the same concept.

The main purpose of this Chapter 2 is to make precise a number of concepts, which are central to statistical surveys. In doing this, we shall of course also give some attention to terminological issues. Some of the conceptual analyses lead to rather extensive discussions, for which the reader is referred to Appendix 1.

Already the term which is in the focus of this chapter, statistical survey, has a number of different interpretations, which lead to definition problems. Thus, for instance, the term "statistical survey" is being used within Statistics Sweden to denote

•
an individual statistical survey, a "survey round", or a "survey repetition";

•
a series of surveys of a certain type;

•
an organizational unit for carrying out a certain type of survey repeatedly.

For example, if somebody mentions "the Consumer Price Index survey", or "the CPI survey" for short, it is not clear, which one of the following entities he or she refers to

•
an individual survey round, resulting in the CPI figure for, say, March 1990;

•
a series of CPI survey rounds;

•
an organizational unit, with a group of people, which is responsible for regularly producing CPI figures.

We shall make the following distinctions:

•
the term statistical survey will primarily be reserved for an individual survey round, delimited "in time and space";

•
a series of surveys of the same type will be referred to with the term survey series;

•
the organizationally oriented concept will be called a statistics product.

Within Statistics Sweden it is probably unavoidable with occasional confusions between these terms. In particular "statistics product" may often be used for referring to the "survey series" concept as well. This is acceptable, as long as we do under​stand the conceptual differences indicated above and agree with others which concept we are dealing with in a particular situation.

Having defined what we shall mean by a statistical survey in general, the next problem is to delimit "in time and space" the particular survey that we are going to produce a documentation for, the documentation object. A source of difficulty in this connection is that the term "statistical survey" is used over a very wide range. Thus statistical survey may vary considerable in size and complexity, as well as in kind. At one end of a spectrum we could have a survey, where the children in a school-class are asked about the weekly allowances that they receive from their parents. At the other end of this spectrum we may find the collecting and processing of observation data resulting in the Consumer Price Index for the year 1990.

The CPI 1990 survey may be used as an example for further illustrating the complexity problem of statistical surveys. If we go into the details of the CPI survey, we shall find that it consists of a number of subsurveys concerning food, clothes, rents, etc. Each one of these subsurveys could very well be regarded as a survey in its own right, that is, they could be regarded as "independent" statistical surveys. A lot of statistics produced by Statistics are based on several subsurveys, which in turn may consist of subsubsurveys, etc; it is often difficult to indicate a natural "top" and "bottom" in such a hierarchy of related surveys. This illustrates the problem of identifying a natural delimitation "in space" of a statistical survey. Theere is a similar problem concerning delimitation "in time".

In our opinion, it is not possible to give general rules for how to delimit the survey to be documented. The delimitation should be made on pragmatical grounds, taking into account what is most useful for the documentation purposes at hand. Thus in a concrete documentation situation a "suitable" documentation object should be delimited, and this "total" documentation object will then be referred to as "the survey" of the particular documentation. If the survey consists of subsurveys, as examplified above, these subsurveys are regarded as (documen​tation) modules of the (total) documentation object. If we go further down in the hierarchy, we may talk about (documentation) components. A documentation component may also be something, which in itself could not "qualify" as a survey (or even a subsurvey), for example a data collection, or a source of data, or a process.

The data processing system corresponding to a statistical survey can be sub​divided into parts, too. These parts are referred to as subsystems. Subsystems may contain "subsubsystems" etc, as well as components. Subsystems can, but need not, corre​spond to modules.

Whatever delimitations "in time and space" that we have chosen in a particular documentation situation for a particular statistical survey, the survey can almost always be divided into a number of parts, which will be further described below. This structuring into parts will play a central role for the structure of the documenta​tion templet to be proposed. 

The first four parts reflect the normal chronological ordering of certain major tasks in a statistical survey: planning (part 1 and part 2), data collection (part 3), and processing (part 4). 

Part 5, on the other hand, covers the whole survey and all its phases; it concerns such aspects of the production and data processing system of the survey as are important for reuse of data, and which have not been accounted for in part 1 - 4.

The five parts are:

Part 1: Survey contents

Part 2: Survey plan

Part 3: Data collection

Part 4: Statistical processing

Part 5: Data processing system

2.2
Concepts and terms related to the five parts of a statistical survey and its documentation
The main purpose of this section is to give precision to the concepts and terms, which are used in the documentation templet, or will be needed when a parti​cular survey is being documented according to the documentation templet. We will carry out this task by describing the typical procedures of a statistical survey, using the structuring into parts indicated above. We signal definitions in the text by using bold typing for the term, which is supposed to be defined by the surrounding text. We aim at a certain concentration in the main text. Detailed comments and extensive dis​cussions are postponed to the end of each part, and to Appendix 1 and Appendix 2.

2.2.1
Part 1: Survey contents
A (theoretical) statistical characteristic is a characteristic (usually numerical) of a collective of objects of some kind; the value of the characteristic is determined by

-
some specified type of summarization
-
of individual variable values
-
for the objects in the collective concerned.

Primarily a statistical characteristic is a theoretical, or "ideal" entity, which exists only in the mind of somebody. A statistical survey is a process, which leads to exact or estimated values of one or more statistical characteristics.

The starting point for a statistical survey is normally that one wants to elucidate a "real world" problem, referred to as the subject matter problem, which can be of social, economical, or other nature.

The subject matter problem generates the statistical problem of the survey. It comprises considerations about

-
which statistical characteristics would be particularly well suited for elucida​ting the subject matter problem; and

-
how exact or estimated values of these statistical characteristics could be produced, including cost considerations.

An investigation of a statistical problem, of the kind just mentioned, may lead to a decision to carry out a specified statistical survey. But it may also lead to a decision not to carry out a statistical survey.

Thus, if one decides to carry out a statistical survey, it implies that there are a number of statistical characteristics that one wants to get exact or estimated values for, by means of the survey, since these statistical characteristics are supposed to elucidate some subject matter problem. 

According to the definition above, (the value of) a statistical characteristic is deri​vable (by means of a summarization process) from (the values of) variables of objects in a collective. 

These objects and variables, which are part of the specification of any one of the statistical characteristics, which one wants to acquire information about by means of the statistical survey, are called the objects of interest and the variables of interest of the statistical survey.

As for the collectives of objects, which are involved in the specifications of the statistical characteristics of the survey, the largest collective of objects (of a certain type) will be referred to as the population of interest (of that object type). Subsets of the population of interest will be called domains of interest. 

A statistical survey may very well have several populations of interest. For example, it is quite common that one and the same statistical survey considers both "house​holds" and "persons" as objects of interest; in such a survey there will be one "household" population of interest, and one "person" population of interest.

A statistical survey will lead to statistics (cf below) which informs about statis​tical characteristics associated with the survey's population(s) of interest, and domains of interest within the population(s) of interest.

If there were no restrictions, for example economical restrictions, one would collect values of all variables of interest for all objects of interest in the popula​tion(s) of interest. From the data collected one would, at least ideally, be able to make exact computations of (the values of) the demanded statistical charac​teristics. In practice it is very seldom possible to carry out such an "ideal" complete enumeration. Instead one will use survey procedures that will lead to estimation rather than to exact computation of statistical characteristics. The term "estimation" refers to the fact that the resulting statistics are usually associated with a larger or smaller amount of uncertainty in comparison with the theoretical, or ideal, statistical characteristics. The uncertainty can emanate from several different kinds of uncertainty sources. 

One source of uncertainty emanates from the deliberate choice that one often makes to investigate only a sample of objects of interest. Moreover, the survey is usually hit by different kinds of undesired "distortions" (non-response, measure​ment errors, coverage problems, etc), and they add to the uncertainty. Distortions of this kind appear not only in sample surveys, but in complete enumerations as well. 

Since uncertainty of one type or other seems to affect virtually all statistical surveys, we shall use the term estimates for the statistical information, or statistics, that come out as the results of a survey.

The term tabulation plan is used during the planning stage of a statistical survey in order to denote the collection of statistics, which the survey should produce in order to supply information of interest to the subject matter problem. The tabulation plan specifies the primary purposes of a statistical survey. At Statistics Sweden, the tabulation plan usually materializes as a specification of the statis​tical information to be contained in the so-called "Statistical Messages" (SM) publica​tion, where the results of the survey are first published.

A statistical survey can aim at giving a description, or an analysis, or both. The term tabulation plan is most appropriate, when the descriptive purpose of the survey is dominant, which it usually is in the statistical surveys carried out by Statistics Sweden. When analytical purposes are more prominent, it may be more approp​riate to talk about a tabulation and analysis plan.

Since descriptive aspects are dominant in statistics produced by Statistics Sweden, we shall focus on these aspects here.

Regardless of what the main purpose of a statistical survey actually is, it is highly desirable to carry out the survey in such a way that it will be possible to produce uncertainty measures for the produced statistics, and that such measures are actually presented.

The results from a statistical survey can be published and distributed by different kinds of output media, such as traditional publications and listings, floppy disks, statistical databases, etc.

One reason for reusing the observation data from a statistical survey is that these microdata may have a larger information potential than indicated by the tabula​tion plan of the survey; the micro data may allow the estimation of other statistical charac​teristics in addition to those comprised by the tabulation plan. Another type of reuse is possible, if there are "new" information sources (external registers, other statistical surveys, etc), from which the microdata in the survey under considera​tion can be enriched with "new" microdata, making it possible to estimate "new" statistical characteristics.

Comments to Part 1: Survey contents
Ad object: An object is a "thing", an event, or the like; something that has properties, and/or can be counted. An object may be concrete or abstract. Objects belong to classes of "similar" objects, object types. There are a number of synonyms for object, for example: entity, element, unit, statistical unit, elementary unit, individual, object instance.

Ad variable: The properties of objects are often thought of as values of variables. Synonyms for variable are terms like attribute, property (type), (object) charac​teristic.

Ad statistical characteristic: Synonyms are, for example, characteristic and (statis​tical) parameter.

These terms (statistical characteristic, etc) are often used with a "gliding" meaning, in the following sense, which may cause some confusion. We have defined a statistical characteristic as a triple:

<summarization type, variable(s), object collective>

Sometimes the term "statistical characteristic" is also used for the "function" that one gets by letting one, or even two, of the components of the triple vary over its (their) ranges(s). Thus, for instance, one may find examples of each one of the following types of usages of the term parameter:

(i)
the parameter of interest here is "average length of life of people in Sweden";

(ii)
the parameter of interest here is "average length of life";

(iii)
the parameter of interest here is "average".

Ad "... of interest": The suffix phrase "... of interest" is used in a systematical way in this report in expressions like

- 
object of interest;

- 
variable of interest;

- 
population of interest;

- 
domain of interest;

in order to indicate an entity which is part of the definition of at least one of the statistical characteristics, which the statistics from the survey under consideration informs about. Some relatively common synonymous constructions are:

-
target object, 


object of study, 


object of analysis;

-
target variable, 


variable of study, 


variable of analysis;

-
target population, 


population of study, 


population of analysis;

-
target domain, 


domain of study, 


reporting domain,


domain of analysis.

The term population of study has actually been formally established by Statistics Sweden (through the official documents MIS 1975:8 and MIS 1983:1). There are two reasons, why we have not chosen this terms as our first alterna​tive. One reason is that in practice the term population of study has turned out to be used with a number of very diverse meanings, some of which are contradictory to the standard interpretation according to the above-men​tioned MIS publications. The other reason is that the suffix phrase "... of study" sometimes seems to lead the intuitive thinking in the wrong direction, especially when there are objects (popula​tions, etc), which are studied, or observed, by the survey, without being themselves objects (populations, etc) of interest in the sense of our definiton above; this situation occurs, when the "real" objects of interest (in our sense) cannot themselves be observed; instead data about these objects are derived from data about other objects, which can be observed, so-called observation objects; more about this will follow later.

Ad population: As follows from the last comment above, there may very well be other populations involved in a survey than the population of interest. In general, a population is a set of objects of one and the same type, which is delimited "in time and space". It is often said that the population is delimited by means of an in​clusion rule.

Ad population of interest and variable of interest: At the initial stage of the planning of a statistical survey, the populations of interest, which are under conside​ration, may be of a rather preliminary and "speculative" nature. Popula​tions of interest that remain in the discussions up to the implementation of survey procedures are assumed to be practically "surveyable" in the sense that most of the objects of interest can be reached, directly or indirectly, for data collection. The choice of population(s) of interest for a certain survey will often be a trade-off between relevance for the subject matter problem and available resources. It is desirable that population(s) of interest are chosen, which are as "close" as possible to the statistics user's "way of thinking".

Similarly the final choice of variables of interest will also often be the result of a trade-off between the relevance of variables for the subject matter problem and the costs for obtaining information about their values.

Ad tabulation plan: A common type of statistical table is the cross-table. A forma​lized procedure for specifying such table is given by the so-called -analysis of the Systems Development Model of Statistics Sweden.

Ad uncertainty: The uncertainty problem is often referred to by the term errors in surveys, and sources of uncertainty are called error sources.

2.2.2
Part 2: Survey plan
A major step in a statistical survey is data collection; from the point of view of resources, it is often the major step. During the data collection step values of variables are obtained for different objects. The data collection and the pro​cessing of the collected data, following upon the data collection, are also the "ingredients" which characterize a statistical survey.

Different kinds of data are involved in the data collection and processing of a survey. Some data are primary data from the survey's point of view, whereas others are derived from the primary data by means of derivation rules. The distinction between "primary data" and "derived data" is not always obvious, and may have to be made on the basis of judgment. When we use the unqualified term "data" in connection with the data collection activities of a survey, we shall usually mean "primary data"; alternatively we may use the term observations with the same meaning as (primary) data.

Translator's comment on "data". The terms "data" and "data collection" are not ideal, but they seem to be so established in this context in English language writing that they would be difficult to replace with more appropriate terms. One problem with the term "data" is that it is often used for denoting information contents as well as physical representation of information contents. Another problem is that "data" is a collective noun, or strictly speaking the plural form of the latin word "datum". However, the word "datum" does not correspond to a natural, well-defined "unit of information", neither in connection with statistical surveys, nor in other types of information systems. On the other hand, the term "observation" could be given a definition, which makes it come close to a natural and well-defined "unit of information" in the sense of "an observed, or measured, value of a variable for a certain object at a certain time"; in information systems theory the latter concept is called an elementary message. What we actually collect during the data collection stage of a statistical survey is a set of elemen​tary messages, and we shall refer to this set as the (primary) data, or the observations, of the survey.

From a practical point of view, the plan for data collection should first of all give answers to the following two questions:

-
What, or whom, should we collect data about?

-
Whom should we collect data from, and how should we get into contact with this person, company, organization, or the like?

An observation object is an object, which one intends to collect (primary) data about. The variables, for which one intends to collect values, are called observa​tion variables. A person, company, organization, or the like, which one intends to collect data from, is called a source of information, or a source of data. If the source of information is a person, as, for example, when a person supplies information about himself/herself, one may talk about a respondent. Even when the source of information is some kind of organization or institution, there is usually a person, who takes responsibility for the correctness of the information supplied, for contacts with Statistics Sweden, and so on, and such a person may also be called a respondent, or a contact person.

When a survey obtains data from administrative registers, (other) statistical files, databases, and the like, the files, registers, databases, etc, will be regarded as sources of data. In this latter situation the term "source of data" is more approp​riate than "source of information", but both terms may be used as (almost) synonyms.

Frame procedure
The data collection procedure of a statistical survey is typically based upon a so-called frame procedure. The frame procedure determines the objects of different kinds, which are to be affected by the survey. In "earlier days" frame procedures were usually relatively simple, but today many of the surveys carried out by Statistics Sweden have quite complex structures. There is reason to believe that this development in the direction of increased complexity will continue. 

As a prelude to the coming general discussion of frame procedures, we shall outline a "classical", simple case. We shall assume that we have a frame at our disposal, which is a list of elements, where the elements are, in some natural way, one-to-one-related to the objects in the population of interest of the survey, and where the list contains "addresses" to these objects. Information about the objects of interest is assumed to be obtained directly from the objects of interest themselves. If the survey should be carried out as a sample survey, the sample is first generated by letting a subset of frame elements be selected at random, and by letting then the correspon​ding objects of interest be the random sample of objects of interest to be observed.

Example. The population of interest may be a certain group of persons, the list of elements may be some suitable selection of records from the Register of the Total Population of Persons in Sweden, and the data collection may be carried out by means of a mailed questionnaire, which is sent to the individuals, which are to be observed by the survey.

What is typical for a "simple frame procedure", like the one outlined above, is that there is (at least by and large) a one-to-one-correspondence between the four concepts

- frame element;

- object of interest;

- observation object; and

- source of information.

In the more general case, which we are now going to discuss, some (or all) of the relationships between the four kinds of entities may be more complex (and some​times much more complex) than one-to-one-correspondences. Unfortunate​ly, the conceptual framework has to be rather complex in order to cover most kinds of complexities in most kinds of surveys. Since most implemented surveys will not contain all complexities at the same time, most practical situations can be handled by a simpler version of the conceptual framework presented below, but the simplifica​tion possibilities will be different from case to case. In order to see this more clearly and concretely, the reader is referred to the examples given in Appendix 2, con​cerning some surveys carried out by Statistics Sweden.

Comment on the distinction between "object of interest" and "observation object". When it is possible to obtain information about the objects of interest by directly observing these objects, the objects observed, that is the observation objects, will be (possibly a subset of) the objects of interest. Sometimes it will be impossible, or at least "unpractical", to obtain information about some objects of interest by means of direct observation. Instead it may be more suitable to choose some other objects as observation objects, and to derive information about the objects of interest from the observation objects. Analogous distinction can be made between

-
"population of (objects of) interest", and 

"population of observation (objects)";

-
"variable of interest", and


"observation variable".

Thus, even when there is only one population of interest for a particular survey, there may very well be several types (and populations) of observation objects. Further​more, for one and the same observation object, it may be necessary to collect information about the values of different observation variables from different information sources.

There are two major categories of data collection procedures:

•
observation object based data collection, where the procedure is the following one: 


-
in the first round, it is determined, exactly which observation objects to collect information about;


-
in the second round, it is determined, exactly which information sources to be approached for obtaining the desirable information for the determined observation objects;

•
information source based data collection, where the procedure is the following one:


-
in the first round, it is determined, exactly which primaray information sources to approach with the following type of demand: "please, inform about the values of the following, speci​fied variables for all objects (or some of them, selected in a speci​fied way), which belong to the following, specified object types, and which are related to you, according to the following, specified rule";


-
in the second round, one knows, exactly which are the observation objects, which are to be covered by the survey, and about which one has obtained information in the first round; possibly one will continue the data collection for these observation objects, and this can be done by approaching observation object related secondary information sources.

It is not always obvious, whether to choose an observation object based or an information source based data collection procedure as the pattern for describing a particular statistical survey. Furthermore, there may certainly be surveys, where the data collection procedure is some kind of combination of the two procedure types. However, in most practical cases, it should be possible to choose one of the two patterns as a basis for documenting the survey.

The frame of a survey
Regardless of which type of data collection procedure has been chosen for a parti​cular survey, a major tool in the data collection work will be the survey frame. A survey frame consists of a number of lists; usually there is only one list in the frame, but in the general case there may be more of them. A frame list consists of "rows", which are referred to as frame elements.

The term "list" should be understood in a general sense. Today the most common type of list is a computerized register. But a frame list may also be a hat with numbered paper slips in it.

When the data collection procedure is observation object based, the frame typically consists of a list of (possible) observation objects. When the data collection procedure is information source based, the frame typically consists of a list of (possible) information sources. However, frame elements may sometimes be of a more complicated nature, especially in connection with sample surveys, which we shall return to later.

The frame procedure of different types of surveys
The frame procedure of a survey comprises the whole procedure, which,

-
starting from the survey frame;

-
leads to the observation objects, to obtain information about; and

-
leads to the the information sources, to obtain information from; and

-
tells how to get in contact with the information sources.

The frame itself is usually not sufficient for specifying the frame procedure; there are other important aspects. One is the specification of the frame links, that is, the "links" or "correspondences"

-
between frame elements and "real world" objects (information sources, observation objects, objects of interest); and

-
between frame elements in different frame lists.

We shall use the expression that the frame (and the frame procedure) "leads to" the information sources and observations objects, to which the frame elements are related, or "correspond", via the frame links.

Regardless of whether the data collection procedure is observation object based, or information source based, one will sooner or later have to get in contact with one or more information sources, in order to obtain the desirable information. Thus an important part of the "total" frame procedure will be to supply the invesigators with information about contact procedures to intended information sources, that is, information like "mailing address", "telephone number", and so on.

Another important frame procedure aspect applies to sample surveys, which will be treated further below. First we shall discuss surveys of the type "census", or "complete enumeration".

Complete enumerations (censuses)
When the survey is a so-called census, or complete enumeration, the (ideal) goal is to obtain information about the values of all variables of interest for all objects in the population of interest; the information may be obtained by direct observations, or by derivations from direct observations. 

In order to achieve the ideal goal of a census type survey, one will attempt to collect data for all observation objects (and information sources), which the frame leads to, via the frame links. Ideally this will result in a complete collec​tion of observation data, from which values of all variables of interest can be computed for all objects of interest. However, in practice there will always be complications, causing, on the one hand, some of the intended observation objects to be missed, whereas, on the other hand, there will be observation data for some "unnecessary" objects, that is, objects which do not belong to the set of intended observation objects. (At this stage we do not consider the particular kind of very common complication, which is called "non-response"; it will be treated later.)

So far, we have not made any assumption that the observation objects are of the same type as the objects of interest, and in the general case the need not be. However, temporarily we shall make the assumption that they are of the same type. Then we can define the frame population of a census type survey as

•
the set of observation objects (of the same type as the objects of interest), which the frame leads to.

The subset of the frame population, which is inside the population of interest, will be called the attainable part of the population of interest; it consists of those observation objects which are really objects of interest.

The objects of interest, which are outside the frame population, are called the undercoverage; the objects in the undercoverage are the objects, which are not attainable by the frame procedure.

The objects in the frame population, which are outside the population of interest, are called the overcoverage; it is assumed that the identification of an object in the frame population as an overcoverage object requires the object to be actually observed, that is, it is assumed that the information contents of the frame alone is not sufficient to determine that the object belong to the over​coverage. Expressed in a simpler way, overcoverage, which can be identified as such on the basis of the information in the frame alone, will not be regarded as overcoverage, but should be eliminated as a part of the frame procedure.
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      Figure 2.1. Illustration of coverage concepts.

The concepts, introduced and defined above, are illustrated in figure 2.1.

The concepts "undercoverage" and "overcoverage" were introduced above under the condition that the observation objects are of the same type as the objects of interest. However, the concepts are often useful in more general situations. Undercoverage is always meaningful in the following, wider sense:

•
The objects in the population of interest, for which data collection accor​ding to the frame procedure, including subsequent derivations of information, does not result in information about the values of the variables of interest.

Sometimes, but not always, it is also meaningful to give the concept of over​coverage an analogous, wider meaning:

•
The objects of the same type as the objects of interest, which the frame and frame procedure leads to, although they are outside the population of interest.

The concepts "undercoverage" and "overcoverage" have natural interpretations, in analogy with the definitions above, in connection with populations of objects on all levels of the "derivation chain" from "observation objects" to "objects of interest".

Sample surveys
In a sample survey, one economizes with data collection efforts, in comparison with a census type survey, by restricting the data collection, so that information about the values of the variables of interest will only be obtained (by direct observation or by derivation) for a subset of the attainable objects of interest. This is normally achieved by generating a sample of observation objects (and information sources) on the basis of the existing frame lists.

A central task, when designing a sample survey, is to make a precise specifica​tion of the sample to be generated and used. Practically all samples for sample surveys, carried out by Statistics Sweden, are generated by means of some procedure for probability sampling. The frame, upon which such a procedure is based, is called a sampling frame. One implements a sampling procedure by letting a randomization mechanism operate on the sampling frame, thus genera​ting, in the first round, a sample of frame elements. For the procedure to be classified as a probability sampling procedure, the randomization mechanism should be so well defined and structured that, at least in principle, one is able to compute, for an arbitrary subset of frame elements, the probability for this subset becoming the selected sample of frame elements.

When a sample of frame elements has been selected, data will be collected for the observation objects (and information sources) that the frame element sample leads to (via the frame links).

The distinction between the observation objects that could be selected (directly or via a selected information source), and those which are actually selected, is made by using the terms

- possible observation objects; and

- (selected) observation objects;

respectively, The collection of the latter is referred to as the (observation) object sample.

Also when carrying out sample survey, one will usually get the earlier mentioned complications to miss objects, on the one hand, and to get "unnecessary" objects, on the other hand. Like before, we shall not consider the complication of "non-response" at this stage, and, like for census type surveys, we shall first assume that the observa​tion objects are of the same type as the objects of interest. Then we can define the frame population of a sample survey as

•
the observation objects (of the same type as the objects of interest), which the sampling frame leads to, and which have a positive probability of being selected by the sampling procedure.

After this modification of the concept of "frame population" the earlier defini​tions of undercoverage and overcoverage will be valid for sample surveys as well.

Interruption
The following discussion concerns both sample surveys and census type surveys. The frame procedure of a survey can lead to observation objects, for which one does not want, for some reason or other, to start or continue data collection for the "proper" observation variables. In the specification of such a data collection procedure, there will be one or more interruption rules, telling that for certain combination of values of the interruption variables (which are observa​tion variables) the data collection for that observation object will be discon​tinued. The interruption rules are typically implemented by instructions such as

-
"if the answer to this question is 'no', please terminate and send the question​naire back to Statistics Sweden".

The most common reasons for interrupting the data collection for an observation object (as soon as possible) is that it is evident from some (usually initially) collected data that the object is an overcoverage object (or will lead to such an object), and that it is therefore of no interest to continue the data collection for the object.

Another, less common reason for interruption is that one can derive the values of the "proper" observation variables from the values of the interruption variables. A typical example is when it is concluded from an observation that a company is not economi​cally active (interruption variable) that all "production related" variables ("proper" observation variables) will have the value 0; the data collection may then be interrupted on the basis of the observed value of the interruption variable, although the company may very well belong to the popula​tion of interest of the survey.

At Statistics Sweden the term "overcoverage" is often used in connection with "interruption", regardless of whether this is quite adequate or not. One uses expressions like

-
the data collection for an object is interrupted, as soon as the object has been identified as an overcoverage object on the basis of the overcoverage classification variables.

If the reason for interruption is completely equivalent with a condition for the object's being an overcoverage object, it does not really matter, which type of expression one chooses, but otherwize confusion may arise, if one does not make a distinction between "interruption objects" and "overcoverage objects".

Data collection method
There are different methods used by Statistics Sweden for collecting data. One method is to transfer data from one or more external registers. In other cases the data collection is more "direct", and then it is appropriate to talk about observations, or measurements, and about measurement method and measure​ment instrument.

The most typical measurement instrument used in surveys, carried out by Statistics Sweden, is the questionnaire, but there are other types of measurement instruments as well. Common procedures for obtaining answers to the questions in a question​naire is by mail questionnaires, or by interviews. Interviews may be carried out as face-to-face interviews or as telephone interviews.

As regards precise definitions of observation variables, it is common for surveys carried out by Statistics Sweden to let the observation variables be defined by the questions in a questionnaire, and to let the observations, or measurement values, be given by the answers.

Planned observation register
Having specified

-
the objects and variables of interest, and

-
the observation objects and observation variables,

of a statistical survey, we have, at least in principle "spanned" 

-
the planned observation register 

of the survey. In a slightly more abstract way (cf Appendix 1), we may say that we have specified 

-
the matrix(es) for planned observation information.

The purpose of the planned observation register is to "house" the observation data obtained by the survey, primary data as well as derived data, that is, data derived from the primary data.

The planned observation register may have a relatively complex structure, and a precise description of it will usually require it to be analyzed and described in terms of Object-Variable-Relation-matrixes, or OVR-matrixes, for short (cf Appendix 1). Basically one may think of the observation register as a collection of one or more matrixes, where each matrix has rows corresponding to observa​tion objects (or objects of interest), and where the columns correspond to observation variables and variables of interest; each cell of such a matrix will contain a measured or derived value of a variable for an object.

Comments to Part 2: Survey plan
Ad overcoverage and undercoverage: We the earlier made assumption that we disregard "overcoverage", which can be identified already on the basis of the information in the frame, the concept gross population (established by the Statistics Sweden standardization document MIS 1979:8) is synonymous with frame popula​tion, as defined here, whereas net population is synonymous with "the attainable part of the population of interest".

2.2.3
Part 3: Completed data collection
In the survey planning phase (Part 2 of the total survey process), procedures have been specified for determining observation objects, primary information sources, and observation variables. The next step in the survey process is to fill the planned observation register with observation data, as completely as it is possible.

If the survey is a complete enumeration, that is, a census type survey, everything is ready, in principle, for beginning the data collection. If the survey is a sample survey, the sampling procedure must first be executed, in order to create the sample. The creation of the sample gives "specific identities" to observation objects (and/or information sources), and the data collection can then be started.

During the data collection different kinds of actions will need to be taken. We shall give some examples. When data are collected by means of a mailed questionnaire, the will be a need for routines for

-
mailing, 

-
checking off, and 

-
sending reminders.

Towards the end of the operation of a data collection procedure it may be desirable to change to an alternative measurement method, for example, one may change from mailed questionnaires to telephone interviews, possibly only for a sample of those who have not yet responded. If one fails to get in contact with intended observation objects, one may (even if it is unusual in the surveys carried out by Statistics Sweden) substitute other observation objects for the intended ones, according to some prescribed rule. Furthermore, data collection activities are almost always connected with different kinds of more or less unpredictable observation difficulties; non-response and measurement errors are the most important ones.

Non-response
Non-response occurs when it is not possible, for some reason or other, to collect information about the values of one ore more observation variables for an intended observation object.

Only when we have definitely finalized the data collection of a survey, we can make an exact statement about the non-response of the survey. (This final inventory of the non-response will be treated later in this report.) However, even at an early stage of the data collection procedure, one may implement actions against non-response.

If there are no useful observation data at all for an intended observation object, one speaks about object non-response. Major causes for object non-response are

-
failed attempt to make contact with respondent ("no contact"); and

-
respondent refused to participate ("refusal").

An intended observation object, for which one obtains (at least some) useful observa​tion data, is called a responding object. In particular, an object, for which one obtains sufficient information, to be able to classify it as an over​coverage object, is regarded as a responding object, and the responding objects may be subdivided into responding intended objects and responding over​coverage objects. If useful information is obtained for some, but not all, observa​tion variables, there is said to be partial non-response for that observa​tion object.

Measurement/observation
Generally speaking, there is a measurement error, if a collected value of a variable differs from the "true" value, according to the definition of the variable. Measure​ment errors contribute to the uncertainty of statistics, and can do so in a systematical as well as in a random way. 

If we disregard "indirect measurements" (via usage of administrative registers, and the like), some kind of "question answering" is the type of measurement process, which dominates the surveys of Statistics Sweden. "Question answering" is associated with several types of conceptual and practical problems; there are several theoretical approaches to this type of measurement process, each one associated with concepts and taxonomies, but it would lead too far to go deeper into them here.

There are also several approaches to measuring measurement errors in statistical surveys. One is to repeat the collection of observations with the same method as was first used, the so-called replication approach. Another approach is to collect a new round of observations with another method, which is superior in terms of precision; this is called the true-value approach. For surveys based upon interviews, this latter approach means reinterview studies; ideally such studies should be carried out on a more regular basis in repetitive surveys, and they should then be carefully documen​ted.

Naturally measurement is a central procedure in a statistical survey, and there is reason to stress the following point. In order to make it possible to reuse observation data in an appropriate way, the documentation must reflect "what actually happened" during the data collection; in particular it should inform about all kinds of "irregulari​ties", which possibly occurred. A tool for doing this is to save and document the values of "data collection variables", that is, auxiliary variables, or metavariables, which describe different object related aspects of the survey, for example, how many contact attempts were made before the contact succeeded/failed, whether the tele​phone number was secret, etc.

Data preparation
The observation data obtained for responding objects are entered into the observation register. Transferring data on paper forms into computer-readable data is referred to as data entry. In this connection it is often necessary to categorize variable values, which have been given as open answers; this categori​zation process is referred to as coding. By editing the data obtained, one may identify data, which are erroneous, or at least may be suspected to be so. In particular one may identify inconsistencies and serious "slips of the pen". Then appropriate actions may be taken in order to check suspected errors, usually by making a renewed contact with the source of informa​tion. Such checks may lead to the conclusion that an error has occurred, followed by an update, which is hopefully a correction.

The processing steps

-
data entry,

-
coding,

-
editing,

-
checking, and

-
update/correction

are collectively referred to as the data preparation steps of the survey.

Final observation register
When the time allocated for data collection and data preparation has run out, that is, when the collection of data has been finalized, it is time for the produc​tion of the final observation register. At the beginning of this process there are values in all "register cells" where the data collection process has been successful. For the remaining empty cells one may proceed in different ways; in any case it is important that objective rules are established.

One problem is to decide, how to do with "register rows" which correspond to overcoverage objects and interruption objects.

Another problem is to decide, how to do with "rows" containing non-response, that is, rows corresponding to objects, for which there are no observation data at all, or incomplete observation data. Some possibilities are

-
to enter the "value" of "missing value"; (cf Appendix 1);

-
to enter values, which are produced by means of some kind of imputation procedure.

During the production of the final observation register, one will also produce the derived data, that is the variable values which can be derived from the primary observation data.

2.2.4
Part 4: Statistical processing
As was stated earlier, the first-hand purpose for a statistical survey is

-
to produce estimates for the statistical characteristics, which are specified in the tabulation plan.

The main basis for producing these estmated is the information contained in the final observation register. The step from this information to estimates (and possibly to analyses) is referred to as the statistical processing of the survey.

If the observation register does not contain data for all variables of interest for all objects of interest, and/or can be suspected to contain erroneous data, one is faced with a statistical inference problem, when one wants to draw conclusions about properties of the population of interest. If the survey is a sample survey, one is certain to be faced with this kind of problem. Even if the survey is based upon total enumeration, the statistical inference problem is usually there, primarily because of non-response, measurement error, and coverage problems.

When making statistical inferences, one must base the conclusions/estimates on premises/assumptions about how observed and derived values are related to the "real" values in the population of interest. This type of premises/assumptions are referred to as observation models. Observation models are mathematical models, which formalize the premises and assumptions that one has to make about "what actually happened" during the sampling procedure and the data collection. Observation models are primarily concerned with the following aspects of data collection:

-
sampling procedure (if applicable);

-
non-response;

-
measurements; and

-
coverage of the frame.

The inference problem is most "pure" (from a mathematical point of view) in the "ideal" case, where a (sample) survey has been based upon a probability sampling procedure, and where it is assumed, for good reasons, that other kinds of "distor​tions", like non-response, measurement errors, and coverage errors, can be neglected.

Regardless of how "pure" or complex the inference situation is, a guiding principle is to use estimation procedures, which are, at least approximately, unbiased, and which have, in the particular situation, a minimum standard deviation (or equivalent variance). Judgments of the latter kind will usually have to be based upon premises and assumptions about how the values of different variables vary over the popula​tions and domains of interest, and about other conditions in the population of interest. This kind of premises/assumptions is referred to as estimation models. Sometimes it may be possible to use auxiliary information, when making the estimations, in order to increase the precision of the estimates.

A computation algorithm, leading from observed values to estimates of statistical characteristics, is referred to as a (point) estimation procedure. It is common for (point) estimation procedures to be structured as follows:

-
first a weight is computed for every responding object;

-
then estimates of "totals" are computed by summarizing weighted observa​tion values (= observed value  weight).

A (point) estimation procedure must somehow take the complication "non-response" into account. Sometimes this may also include adjustments for deficiencies in frame coverage, (systematical) measurement errors, etc.

We have already called attention to the need for uncertainty measures for estimated statistical characteristics. Ideally the uncertainty measure should be an estimate of the so-called total error, comprising all contributions to the final uncertainty of an estimate, but this is usually difficult to achieve. In the case of a sample survey, it is usually possible to indicate limits to the uncertainty emana​ting primarily from the restriction to a sample, but also from random aspects of non-response, measurements, and frame coverage. (The uncertainty emanating from the latter sources can also be estimated in surveys based upon complete enumeration.) The most common way of giving uncertainty measures is by means of confidence intervals or margin of error.

Comments to Part 4: Statistical processing
Ad (point) estimation procedure: There are several synonyms, such as

-
(point) estimation procedure;

-
(point) estimator;

-
(point) estimation formula.

Ad weight and weighting: The term "sampling weight" is a synonym for "weight" and "weighing" is a synonym for "weighting".

Ad uncertainty measure:

•
The type of confidence interval, which is most commonly used at Statistics Sweden is 


± 2  (the estimated value of the standard deviation of the estimator);


Under certain general assumptions this expression will give a confidence interval with approximately 95% confidence level. Analogously, the margin of error is usually computed as


2  (the estimated value of the standard deviation of the estimator);

•
The "estimated value of the standard deviation of the estimator" is often referred to as the mean error of the estimator. Further variations on the theme of uncertainty measures are the variation coeffi​cient, or, synonymously, the relative mean error, and the relative margin of error.

•
The first step in computations of the above-mentioned uncertainty measures is usually a step, where the variance of the (point) estimator is estimated. For this reason the computation of uncertainty measures is often referred to as variance estimation. Analogously, a computation algorithm, which is used for this purpose, may be called a variance estima​tion procedure, a variance estimation formula, an (estimator) variance estimator, or something similar.

2.2.5
Part 5: Data processing system
The above-mentioned parts of a statistical survey (Part 1 - 4) are implemented by means of a data processing system. A data processing system consists of processes and data collections, which interact with one another. The interaction is usually described by means of a systems flow. 

The processes of a data processing system may be 

-
complete​ly automated, that is, performed by computers alone, 

-
completely manual, that is, performed by human beings alone, or 

-
inter​active, that is, performed by human beings and computers in inter​action with each other.

Automated processes are controlled by instructions in the form of computer programs. Manual and interactive processes are controlled by other types of rules.

Some common types of data collections of the data processing system of Statistics Sweden are:

-
computerized microdata files or macrodata files; at Statistics Sweden these files are usually stored in the form of so-called flat files;

-
metadata files, which are sometimes separate, sometimes integrated with the microdata and the macrodata;

-
paper forms, questionnaires;

-
tables, reports, listings;

-
diagrams;

-
parameters (for controlling computerized processes), log files, and other auxiliary data.

Generally speaking, a process processes input data collections and produces output data collections. The output data from one process will usually become the input data of other processes. 

An output data collection, which represents some kind of final result from the data processing system under consideration, is called a terminal data collection. Data collections, which are stored permanently in the Archive of Statistics Sweden, are examples of terminal data collections. 

Input data to a process often come from other processes in the same data processing system. A data collec​tion, which does not come from another process in the same system, is called an initial data collection (with respect to the system under conside​ration). Direct observations and measurement results are examples of initial data collections.

Data collections which are neither initial, nor terminal, are called intermediary data collections. They represent intermediary results or auxiliary information.

For an archive documentation system with the purpose to facilitate reuse of the observation data collected by Statistics Sweden, it is the initial data collections, and certain terminal data collections, which are in the focus of interest. Of the terminal data collections, it is the data collections which consti​tute the final observation register, which are the most important ones.

The initial data collections, which come from other data processing systems than the one under consideration, should in principle be documented in connection with those other systems. If one is sure that this has been properly done, and if that documenta​tion is easily accessible, it is enough to make a reference to that documentation. However, it is often recommendable to include some key parts of the referenced documentation, for example the documentation of the OVR-matrix (cf section 2.2.2) of the referenced data collection, in the present docu​mentation as well.

In order to ensure the possibilities to reuse the observation data from a statis​tical survey, it should theoretically be sufficient to document, correctly and completely, the terminal data collections, constituting the final observation register. However, in practice it is very difficult to make such a documentation as complete and correct (and at the same time easy to understand) as is required, without describing, to some extent, some key processes of the production system, as well as some initial and intermediary data collections. Sometimes it simply facilitates the interpretation and understanding of the information contents of a data collection, if one knows some​thing about how it has been produced from other data collections; a certain redun​dance will also facilitate a correct "trans​mission" of information between the persons, who produce a documentation, and the persons, who (maybe several years later) try to interpret it.

The SCBDOK system, proposed here, encourages the documentation producer to make structurings and to make good overviews, verbally as well as graphically (object graphs, system flows, etc), both for the data processing system as a whole, and for its subsystems. The structuring dimensions in SCBDOK are:

-
structuring according to survey phase;

-
structuring according to modules and components (cf section 2.1);

-
structuring according to subsystems and components (cf section 2.1).

The present practice at Statistics Sweden in subdividing data processing systems into subsystems does not reflect the other structuring possibilities (according to "survey phase" and "module". Sometimes the division into subsystems will coincide with a "natural" division into modules, sometimes it will coincide with the division into survey phases, and sometimes it will correspond to some com​bination of these principles. For this reason, the "documentation templet" proposed in this SCBDOK proposal is flexible enough to permit different structuring principles. However, in the long run it may be advisable to adopt the principle that (prima​rily) the division into modules, and (secondarily) the division into survey phases, should govern the structuring of data processing systems into subsystems. Right now "we have the systems that we have", and the documentation system should be able to permit them to be documented as they actually are structured.

In Part 5 of the SCBDOK documentation templet the survey phases are reflec​ted in the four subsections of the documentation chapter:

-
Section 5.1: Survey preparation, including sampling procedure;

-
Section 5.2: Data collection and production of final observation register;

-
Section 5.3: Estimations and other analyses;

-
Section 5.4: Result presentation and archiving.

For the purpose of an archive documentation (reuse of observation data), sections 5.1 and 5.2 will typically be the more important than the other two sections. However, the structuring of Part 5 is intended to be useful also for other purposes than that of an archive documentation. For example, there is a need for something that we may call a production documentation, a kind of "knowledge base" or handbook for the staff responsible for the operation of a "statistics product" (cf section 2.1). A production documentation should contain a complete system documentation covering all four sections 5.1 - 5.4. Actually the archive documentation of the observation data of a survey should essentially be derivable as a ("snapshot") subset of the production documentation in the status that the latter was in, at the time when the observation data were archived.

In each one of the four sections (5.1 - 5.4) one should document the (parts of) the survey modules and subsystems, which belong to the respective phase of the survey, and which are important for the documentation purpose. The first part of every section should be an overview, containing first a verbal description, and then a more formalized one with a system flow. After that, there will be more detailed description of (some of the) components referred to in the systems flow, typically data collections and processes.

The description of a data collection should contain the following parts:

-
information about the identity, contents, and storage place;

-
secrecy and security rules;

-
physical/technical characteristics;

-
record description.

It is important that the record description is clearly and explicitly related to the corresponding OVR-matrix (cf section 2.2.2). In the common case, where there is a one-to-one-correspondence between a data collection and an OVR-matrix and (more or less) a one-to-one-correspondence between the "fields" in the record description and the variables of the OVR-matrix, one should therefore choose the same acronyms as (short) names for 

-
the OVR-matrix, the data collection, and the record description;

-
OVR-matrix columns, data collection variables, and record description fields.

Then the technically oriented matainformation in Part 5 of an SCBDOK docu​mentation will be clearly associated with the contents-oriented information in earlier documentation parts. It will also make it possible, and simple, to make the documen​tation more compact, by using references from the record descrip​tions to the OVR-matrixes, especially as concerns the descriptions of variables and value sets.

The description of a process consists of three parts:

-
description of the input to the process;

-
description of the output from the process;

-
description of the processing done by the process.

The description of the input and the output typically consists of references to a number of data collections, which are described as such. The description of the processing should focus on processing rules, which are important for proper under​standing of the definitions of derived variables. Sometimes the derivation algorithm is simply the best explanation of the meaning of a derived variable.

Comments to Part 5: Data processing system
By and large the documentation templet proposed here is compatible with the now existing DOK documentation templet for data processing systems. However, the proposed SCBDOK templet implies the following changes:

•
The documentation items 1 and 2 in the DOK system ("Verbal descrip​tion" and "Infological model") will esentially be replaced by Parts 0, 1, and 2 in the new SCBDOK system.

•
The importance of overviews and system flows is emphasized in SCBDOK. The drawing of system flows is much better supported in SCBDOK's tech​nical environment, which is supposed to be PC-based, than in the DOK mainframe environment.

•
The naming conventions should be more stringent in SCBDOK documen​tations than what seems to have become the praxis according to DOK.


When a data collection (input) is processed, there is often an output data collection with the same record description, or at least a very similar one. Such different versions of "the same" data collection are often given the same name according to the DOK system, regardless of the fact that they are usually distinctly different data collections, with different contents, even in cases where the record description is identical. According to SCBDOK such "similar" or "closely related" data collections could have a common part of the name, but one should make sure that there is also a part which separates them from each other.


A data collection name should be built up from a prefix, a "body", and a suffix. The prefix should consist of 


-
a "systems number", namely the "offi​cial" identity of the data pro​cessing system (for example S123), by which the data collection was produced; and 


-
a "process number" (for example AB65), consisting of the identity of the subsystem (a combination of letters) in combination with a local identity (a number) of the process within the subsystem, where the data collection was produced.


The body of a data collection name should be a short, verbal name, which can be used alone, when there is no risk of ambiguity. The body part of the name could be used for associating the data collection with a "corre​sponding" OVR-matrix and a "corresponding" record description.


The suffix of a data collection name should be used to distinguish between different versions (for example, "input version" - "output version", different time versions, etc) of "the same" data collection.

•
Name references within and between system flows should be un​ambiguous and follow the rules given in the previous item.

•
All types of processes within a subsystem - automatical, manual, and inter​active - should be described together, and in accordance with one and the same documentation templet: input description, output descrip​tion, and pro​cessing description. Also so-called "instructions to the operator" (item 6 according to the DOK documentation templet) should be given as an integrated part of the process descriptions.

3
Documentation templet and documentation instructions
The purpose of this chapter of the report is to present the proposed documenta​tion templet, and to give some rules, instructions, and advice concerning how to document in a specific situation. The easiest way to get an understanding of the concrete meaning of the templet and the instructions is probably to study the documentation examples, which have been elaborated.

3.1
Documentation templet
	PRIVAT 
0 DOCUMENTATION STRUCTURE ETC

0.0
Documentation templet

0.1
Survey 

 0.1.1
   Product number and product responsible person

 0.1.2
   System number and system responsible person

 0.1.3
   Statistics program and responsible person

0.2
Docu​men​tation ​modu​les and subsys​tems

0.3
Archived data collections and active databases

0.4
Related documentation


	1  SURVEY CONTENTS

1.1
Universe of interest, verbal description

1.2
Universe of interest, formal description

 1.2.1
   Objects of interest

  1.2.1.1
     Description

  1.2.1.2
     Ob​ject graph

 1.2.2
   Populations of interest

 1.2.3
   Variables of interest

1.3
Survey outputs

	2  SURVEY PLAN

2.1
Frame procedure

 2.1.1
   Overview

 2.1.2
   Frame and links to objects

2.2.
Sampling procedure (if applicable)

2.3
Overcoverage/interruptions and undercoverage

2.4 
Information sources and contact procedures

 2.4.1
   Data collection procedure 

 2.4.2
   Measurement instruments

2.5
Planned observation ​register

  2.5.1
   Overview

  2.5.2
   OVR-matrixes with observation variables


	3  COMPLETED DATA COLLECTION

3.1
Sampling (if applicable)

3.2
Data collection

 3.2.1
   Communication with the information source

 3.2.2
   Experiences of measurement instru​ment

 3.2.3
   Data preparation at data collection time

 3.2.4
   Non-response, causes and actions

 3.2.5
   Substitutions

3.3
Data preparation (coding, editing, etc)

3.4
Production of the final observation register

 3.4.1
   Treatment of overcoverage/interruption objects

 3.4.2
   Treatment of non-response objects

 3.4.3
   Treatment of partial non-response

 3.4.4
   Counting of overcoverage, non-response, etc

 3.4.5
   Derived variables



	4  STATISTICAL PROCESSING

4.1
Observation models

 4.1.1
   Sampling 

 4.1.2
   Non-response

 4.1.3
   Measurement/observation

 4.1.4
   Frame coverage 

 4.1.5
   Total model

4.2
Estimation models

4.3
Completed estimations

 4.3.1
   Point estimations

 4.3.2
   Estimation of sampling error (variance estimations)

4.4
Other inferences and analyses
	5 DATA PROCESSING SYSTEM

5.0
System overview

 5.0.1
   Verbal description

 5.0.2
   System flow

5.1
Survey preparation (including sampling)

 5.1.1
   Overview

  5.1.1.1
     Verbal description

  5.1.1.2
     System flow  

 5.1.2
   Component descriptions

5.2
Data collection and production of final observa​tion regis​ter

 5.2.1
   Overview

  5.2.1.1
     Verbal description

  5.2.1.2
     System flow  

 5.2.2
   Component descriptions

5.3
Estimations and analyses

 5.3.1
   Overview

  5.3.1.1
     Verbal description

  5.3.1.2
     System flow  

 5.3.2
   Component descriptions

5.4
Result presentation and archiving

 5.4.1
   Overview

  5.4.1.1
     Verbal description

  5.4.1.2
     System flow  

 5.4.2
   Component descriptions


3.2
Syntactical rules for the documentation
Some syntactical rules were given at the end of section 2.2.5. Additional rules should be elaborated in connection with the development of tools for com​puterized support of the documentation system. We can see the need for rules concerning

-
how a documentation could and should be divided into modules, sub​systems, and components;

-
the formation of names, typography for graphs, flows, matrixes, etc.

3.3
Advice and instructions 

We have elaborated two complete documentation examples. These examples, which concern two real surveys, completed by Statistics Sweden, give quite detailed guidance concerning the intended contents under each item in the documentation templet. Furthermore, we propose that a "general example" should be elaborated, consisting of a documentation templet (cf section 3.1), where, for each documentation item, there are detailed advice and instructions concerning the expected contents under the particular item.

Appendix 1. General frameworks for formal description of statistical surveys.
A1.1
Introduction
When we are using activities like "thinking" and "counting" in order to produce statements, which (hopefully at least) tell something of interest concerning "the real world", we must base our "thinking", "counting", or the like, on premises and assumptions about the reality, which is the object of our interest. We must formulate formal models; "mathematical models" is an approximately synony​mous term. It is only inside the framework of the formal model that we may carry out our thinking and computations, which, via the "dictionary" of the model can be translated into statements about the real world.

In this appendix we shall to some extent deepen the discussion in chapter 2 of the main report about concepts and descrip​tions. We shall start with a model framework, which is on a relatively general level, and then we shall make the discussion more specific and concrete. In section A1.2 we shall introduce the most general model framework, which will be referred to with the term triple "reality / observation / control system". That framework is believed to be wide enough for comprising, by and large, all statistical activities at Statistics Sweden. The type of "realities", which are of particular interest at Statistics Sweden, statistical information systems, will be treated more in depth in section A1.3.

A1.2
Reality / observation / control system
The conceptual framework, which we shall first formulate, is used within several scientifical disciplines. We shall start from a general terminology and then, step by step, move to terms, which are more in line with the traditions of statistics produc​tion.

A1.2.1
Then general conceptual framework
Even though "everything in the real world is related", it would not be possible to consider everything at one. When formulating a formal model for some pheno​menon, we must confine ourselves to what we consider to be the most essential aspects of the "part of reality" that we are interested in. In the general case, that part of reality will be referred to by words like "the object", "the process", or "the system. No one of these words is quite adequate in the environment of Statistics Sweden, primaily because they are already being used for other purposes. From now on, the part of reality, which we are interested in, will be referred to with one of the terms "slice of reality", "object system", or "universe of interest".

When making a formal description of a slice of reality, one can only consider a limited number of aspects of it, and such aspects are described by means of variables. A variable is associated with

-
a variable name, and

-
a value set,

where the value set contains (at least) the values, which the variable under considera​tion can have. There is no requirement that variable values should be numerical; they may be qualitative as well as quantitative. Different variables may very well have the same value set. Possible synonyms for "variable" are property and attribute. When talking about variables we usually (and more or less explicitly) also have in mind "carriers" of the variables. The "variable carriers" are referred to as object types. For the pair

<object type, variable>

it is often difficult to determine, what is "the hen" and what is "the egg". On the one hand, when one wants to describe an object type, one starts by mentioning properties, which are characteristic for the object type under consideration. On the other hand, when one wants to specify variables/properties, one usually mention object types, which are bearers of the variable/property under conside​ration. Thus one usually has to determine from case to case, what is most suitable to regard as "most primary" in the particular modelling situation, objects, variables, or both.

We shall later focus on statistical information systems. What is typical for such systems is 

-
that one is interested in collectives of objects of the same type; and

-
that one defines variable values (properties) for collectives by weighing together variable values (properties) for the individual objects of the collec​tive in some suitable way.

Variables bearing reference to a collective are called macro level variables, and variables bearing reference to individual objects in a collective are called micro level variables.

In statistical systems objects play such a central role that one usually starts the more technical description of such systems with objects and object collectives. In a second round of description one specifies the variables.

Naturally, at Statistics Sweden we are particularly interested in statistical systems, but in the model framework that we are aiming at in the first round, the statistical aspect is not necessarily the main aspect. The modelling discussion is still in a stage, where it need not be obvious, which levels will in the end be regarded as micro levels and macro levels, respectively. What is natural to regard as macro level according to one focus of interest could, in another connection be natural to regard as micro level. Partly because of this "openness" and "relativity" as regards "level", we shall, at this initial stage of discussion, allow ourselves to use the term "variable" for both micro and macro level properties. At a later stage we shall, in connection with statistical systems, usually reserve the term variable for micro level properties, whereas macro level properties are called statistical characteristics.

A basic element in the description of a slice of reality is a basic set of variables. The only thing we require initially from these variables is that they have diffe​rent names, so that we can keep them apart. In a practical modelling situation, one should establish a "dictionary" for the interpretations of the variables.

The variables in the basic set of variables should primarily describe the aspects of the slice of reality that the subject matter interest (the main interest) focuses on; these variables are called subject matter variables, or variables of interest. However, there are also a number of "auxiliary aspects", which are to be covered by variables in the basic set of variables. For example, it should contain the observation variables, that is, the variables which one can observe or measure. 

Another category of auxiliary variables are called distortion variables. They are variables, which as such are of a very subordinate subject matter interest, but which cannot be disregarded in certain relations between variables, which will be discussed later. 

If the system under consideration is one where control and decision making aspects are relevant, it could be useful to introduce control variables as yet another category of variables in the basic set of variables.

The borderline between the different categories of variables is not always sharp, and one and the same variable may often belong to several categories at the same time.

In the discussion above there is an indication of a subdivision of the slice of reality under consideration into one part, which one is "really" interested in, and a "residual part" of more auxiliary nature. In the general model framework, the former part will be referred to as the primary slice of reality. When we confine ourselves to statistics production, we will prefer terms like, universe/sphere of interest, popula​tion of interest, etc.

In the next modelling step we shall make a classification according to the answer to the following question:

•
Is "the course of time" a relevant aspect of the phenomenon, or slice of reality, in which we are interested?

If the answer to this question is "yes", the universe of interest is said to be a dynamical system, and if the answer is "no", it is said to be a time independent (or statical) system. 

In a dynamical system we time label the variables which are regarded as time dependent. There are two main variants for time representation: 

•
discrete time (for example, t = 0, 1, 2, ...), and 

•
continuous time (for example, t > 0).

If the universe of interest is not classified as a dynamical system, it is not relevant to time label the variables.

In the following modelling step we shall specify existing relationships between the variables in the model. The relationships may be roughly classified according to the following model types:

•
models concerning variables of interest (subject matter variables);

•
observation models;

•
control model.

Control models are relevant only if control and decision making aspects are explicitly considered in the description.

The general frame of reference, which we are developing here, may be referred to with the triple (dynamical) reality/observation/control system. The compo​nents of such a system are illustrated in figure A1.1.

┌──"REALITY/OBSERVATION/CONTROL" SYSTEM─────────────────┐
│                                                       │
│                         ╔═════════╗                   │
│                         ║         ║                   │
│                         ║ OBSERVA-║                   │
│         ┌────────────┐  ║ TION    ║  ┌──────────────┐ │
│         │ PRIMARY    │  ║ MODEL   ║  │              │ │
│         │ SLICE OF   ──╢         ╟─│ OBSERVATIONS │ │
│         │ REALITY    │  ╚═════════╝  │              │ │
│         │            │               │              │ │
│ ╔═══════╧════╗  ╔════╧═══════════╗   └──────────────┘ │
│ ║ CONTROL    ╟──╢ SUBJECT MATTER ║                    │
│ ║ MODEL      ║  ║ VARIABLE       ║                    │
│ ║            ║  ║ MODEL          ║                    │
│ ╚════════════╝  ╚════════════════╝                    │
└───────────────────────────────────────────────────────┘
Figure A1.1: Main components in a "reality/observation/control" system.
For the above-mentioned model categories there is yet another main classifica​tion:

•
stochastic models (= models including randomness); and

•
deterministic models (= models not including randomness).

At Statistics Sweden we are using stochastic models to a large extent. It is generally true (unfortunately for us) that stochastic models imply greater conceptual complica​tions, and often greater mathematical-analytical difficulties as well. On the other hand they often give the most adequate descriptions.

In the general case "the primary slice of reality" could by essentially anything: a bicycle, a nuclear power station, the children care of a commune, Sweden's economy, or the water quality in the rivers of northern Sweden. However, in connec​tion with statistics production one usually disregards the reality as such, at least after the "initial discussions". Instead one focuses the interest on informa​tion about the reality concerned. The set of information corresponding to the (primary) slice of reality is called the (primary) slice of informa​tion. Another way of putting this is that in statistics production we are primarily interested in the aspects of reality, which can be expressed by means of (formalized) informa​tion; "we are looking at reality through the glasses of (formalized) information".

The terms "reality", "information", and "data" reflect three different concepts, which are important to keep apart. We make the following distinctions. What reality "really" is, is a question for philosophers and different subject matter disciplines. We only want to point to the fact, which was mentioned earlier, that in connection with statistics production, one usually confines oneself to regarding certain parts and aspects of the total reality (trough information glasses). Information is information about something in some(body's) reality, and this concept assumes cooperation with some human intellect. Information is some​hing abstract. Data is a concrete, physical/technical representation of informa​tion. The same information can practically always be represented by data in numerous different ways: in different languages, with different symbols and codes, in different storage forms, analogously or digitally, etc, etc. In principle it should not matter for the understanding of the meaning of the information, whether one data representation or the other is chosen. The choice of data representation is first and foremost a question of technical (and pedagogical) adequacy. Thus it may be more efficient (for example, from storage and retrieval point of view) to choose one form of data representation rather than another one.

A1.2.2
Interpretations in statistics production terms
In order to make the terms and concepts introduced in the previous section more concrete, we shall now describe some of the activities of Statistics Sweden within the model framework that we have established.

"Slice of reality"/"slice of information"
On a very general level we may say that the (primary) "slices of reality" that we take an interest in at Statistics Sweden consist of different parts and aspects (and parts and aspects of quite different size and complexity) of "the Swedish society". In the first discussions, "the discussions of subject matter problems", which, possibly at least, may lead to the implementation of a statistical survey, the (primary) slice of reality is often rather vaguely conceptua​lized. When informa​tion needs and observation possibilities gradually become clearer and more specific, the object system of interest can be described in a more pregnant and formalized way. The more formal the description becomes, the more the focus of interest is moved from "the slice of reality" itself to the more abstract informa​tion aspects of reality, that is, to to "the slice of information". When one has decided to carry out a statistical survey, the concept of a statistical information system, with its micro and macro levels, will come into the foreground. In more common statistical terminology, one will then say that the interest is focused upon one or more populations with associated variables, or, equivalently, on one or more object groups with associated variables. The population(s) which correspond(s) to the subject matter interest, that is, which correspond(s) to the primary slice of information, will be referred to as the popula​tion(s) of interest.

Observations
The observations made in a statistical information system result in (micro)data collected by means of questions, enumerations, measurements, transfers from existing registers, etc.

Dynamical and time-independent modelling
Are we at Statistics Sweden interested in dynamical or time-independent information slices? The answer is "both". For the individual survey carried out by Statistics Sweden "the course of time" is usually of subordinate interest; one is typically interested in conditions at a certain, fixed point of time, or during a certain, fixed reference period, and in such cases time-independent modelling is usually sufficient. However, in other connections "the course of time" is a highly relevant aspect of the slice of information, and then one should apply dynamical modelling. One type of dynamics, which we are often interested in, is how conditions change/develop over time; descriptions of this type of dynamics are usually referred to as time series descriptions, and we talk about time series analyses. Longitudinal studies imply that changes/developments are studied on the micro level, and they constitute an important class of dynamical modelling. Other types of dynamical modelling that we are interested in are prognoses, projections, and predictions. There are also some "hybrid forms" of interest; for example, in connection with event-based statistics, panel studies, and composite estimation time is present in the modelling, even though the interest is often focused on non-dynamical conditions.

Relationships between variables
Observation models
The observation data which are collected in a statistical survey aim at informing about conditions in one or more populations of interest. The inference step from observations to statements about population and group characteristics must be based upon models, which specify, what one knows or assumes about how observations and populations (and their variables) are related to each other. When formulating such models one typically distinguishes the following items of importance for the corre​spondence between the observations and the popula​tion(s) of interest: sampling procedure (if applicable), non-response, measure​ment procedure, and frame coverage situations. However, it is common for the degree of explicitness of the models and assumptions to vary quite a lot between the items just mentioned.

When sampling at Statistics Sweden, we use so strictly formalized procedures that one often feels it to be more or less equivalent to describe "what happened during the sampling procedure" and to give a formal model for the sample. But sometimes we make more genuine assumptions of the type: "the sample is regarded as a simple random sample"; even if the sample was not drawn according to any formalized simple random sampling procedure.

As soon as there is non-response, which there usually is in the surveys carried out by Statistics Sweden, one cannot avoid making assumptions about the missing values, when making inferences and estimations. It is probably most common to assume that 

-
"the non-response occurred quite randomly", 

regardless of whether this assump​tion is actually explicitly stated or not, but there are sometimes more sophistica​ted models: in terms of response homo​geneity strata, logit models, or imputation models, to mention just a few possi​bilities.

As regards coverage, measurement, and editing, it is probably most common that we base estimations upon explicit or implicit assumptions of the type that 

-
"the coverage errors are so small that they can be neglected", 

-
"no measurement errors occurred", 

-
"all errors by mistake were removed during the editing phase".

It is relatively unusual for more sophisticated models to be used, but there are such cases. However, it is important to realize that whatever one does (or does not) it is based upon premises and assumptions. One may not actually believe that the assumptions are perfectly true, but one may regard them as approxi​mation models, which in any case imply "sufficiently" correct results.

Subject matter models
Subject matter models are particularly relevant when planning sampling and estima​tion procedures, a topic which we shall discuss later. In dynamical systems, for example, when making prognoses, projections, etc, it is also relevant to formulate explicit premises and assumptions, which relate variable values for different points of time to each other.

Control models
The statistics produced by Statistics Sweden are often part of a larger context, where control and regulation are main aspects, even if these very terms may not be used very often. Decision-making, legislation, rule formulation, etc, are more common words in connection with the systems, which are part of "the sphere of interest" of Statistics Sweden. However, it is also worth noting that even if Statistics Sweden has a role in various decision-making processes, this role is limited to supplying (part of) the information, upon which the decisions are made; Statistics Sweden should not itself participate in control actions. Thus we shall not go any deeper into control models and control modelling aspects.

In the general model framework, as well as in the more limited statistical context, estimation is a central problem area. In the statistical context the problem referred to by the term "estimation" is the following one:

-
In a practical situation, what we have available are the (micro level) observa​tions, whereas the information requirements concern the popula​tion(s) of interest. Thus we must use the observations as sensibly as possibly in order to make statements about the conditions in the popula​tion(s) of interest. The estimation problem is about the question, how we to make such statements, so as to make them as informative as possible.

Usually there are several possible solutions to the estimation problem, and in such a situation one should choose the solution that will give the most precise information. The choice is influenced by the observation models, but also by different kinds of subject matter models, that is, models concerning the variables of interest; the latter models imply premises and assumptions about the popula​tion to be investigated. For example, assumptions about variability conditions in the population are important, when one is considering how (possibly) to sub​divide a population into sampling strata.

The kind of assumptions that we have just referred to are called estimation models. Superpopulation models is another term. It should be mentioned that similar models may have to be considered already at the planning of the samp​ling procedure, since the precision in statistics is not only dependent upon how the estimations are made, but also upon how the pair <sampling, estima​tion> is combined.

The estimation problem has two major aspects. The most primary aspect concerns point estimations, and the other aspect concerns the uncertainty associated with point estimates. It should be stressed that a point estimate together with an adequate measure of uncertainty gives much more information than only the point estimate itself together with the general knowledge that it is associated with uncertainty.

When choosing between possible estimation procedures (approximate) unbiased​ness is more or less a "categorical" requirement, as far as it is a formali​zation of a main aspect of the more general requirement for "objective statistics". In the choice between different (approximately) unbiased estimators, the prin​ciple is that one prefers the estimator, which has the smallest standard deviation / variance.

In connection with estimation models as a tool for choosing sampling and estimation procedures, it is common to make the following distinction. The procedure is said to be model-based, if the assumptions of the model influence the precision of the estimations, but not their unbiasedness. If the unbiasedness of the estimations is affected by the model assumptions being satisfied or not, the procedure is said to be model dependent. A particulary well-known category of model dependent estimation procedures are the synthetical estimation procedures.

Figure A1.2 illustrates the main compenents in the modelling of collection and processing of observations in a statistical survey.

┌─ INFORMATION/OBSERVATION SYSTEM (STATISTICAL SURVEY) ───┐
│                          ╔════════╗                     │
│                          ║OBSERVA-║                     │
│         ┌────────────┐   ║TION    ║     ┌─────────────┐ │
│         │PRIMARY     │   ║MODEL   ║     │             │ │
│         │INFORMATION ───╢        ╟─────OBSERVATIONS │ │
│         │SLICE       │   ╚════════╝     │             │ │
│         │            │                  │             │ │
│    ╔════╧═════╗      │                  │             │ │
│    ║SUBJECT   ║      │  ╔═══════════╗   │             │ │
│    ║MATTER    ║      │  ║ESTIMATION ║   │             │ │
│    ║MODEL     ║      ══╣(statements╠═══╡             │ │
│    ╚═════╤════╝╔═════╪╗ ║about the  ║   │             │ │
│          └─────╫ESTI- ║ ║information║   └─────────────┘ │
│                ║MATION║ ║slice)     ║                   │
│                ║MODEL ║ ╚═══════════╝                   │
│                ╚══════╝                                 │
└─────────────────────────────────────────────────────────┘
Figure A1.2. Main components in the modelling of a statistical survey.
A1.3
Formal description of statistical information systems
A central issue is, of course, how to formally represent information and information sets in connection with statistics, and this is the theme of this section. We have already referred to the micro and macro aspects of the statis​tical system, and we shall use the micro/macro distinction as a basis for structuring the following text.

A1.3.1
Micro-level information, OVR-representations
We have pointed to the fact that the pair

<object type, variables> 

is a primary conceptual unit in connection with information, and the modelling here will be organized around that pair. We shall describe the main features of an approach to description of information, which is called the Object-Variable-Relation approach, or the OVR-approach for short. The presentation will be made in four steps, where the degree of complexity is increased step by step.

Step 1. One object type, single-valued variables
In many statistical surveys it is possible to associate all the information of interest to one specified collective of objects belonging to one and the same object type. One of the characteristics of an object type is that every object (instance) of a given object type is associated with values of a certain set of variables. In a statistical context one usually prefers to speak about a population rather than speaking about a collective of objects. One is assumed to be interested in a certain number, say d, of (subject matter) variables, which may be labeled X1, X2, ..., Xd, and every object in the population is assumed to have one, and only one, value of each one of these variables.

Often, but not always in connection with statistics production, it is important to be able to associate the information with the individual objects, to which it belongs. In such a situation one must make sure that each object in the collec​tive of objects has a unique value of one so-called identifying variable (or possibly combination of variables), labeled I. For a variable (combination) to be qualified as "identifying", it must always take different values for different objects; the variable is then said to satisfy the criterion of identifiers. If the time dimension is important in the sense that one may want to study the same individual object at different points of time, the criterion of identifiers also includes the requirement that the identifier should be stable over time, that is, that it takes the same value for the same object at different points of time. (One way of ensuring stability of identifiers is to construct artificial, informationless identifiers of the type "serial number".) It may also very well be the case that there are several variables (or variable combinations) among the variables X1, X2, ..., Xd, which satisfy the criterion of identifiers; one of them can then be selected, or "appointed", as the identifier of the objects belonging to the collective of objects. The identifier I is assumed (i) to be known to really satisfy the criterion of identifiers, and (ii) to be "the appointed" identifier.

The information set corresponding to a certain <object type, variables> combi​nation can be symbolized in different ways. We have chosen two essentially equivalent representation methods, one graphical, and the other one based on matrixes. 

In the graphical representation alternative, the information set corresponding to a certain <object type, variables> combination is represented by a so-called Object-Variable-Relation graph, or OVR-graph, for short. In an OVR-graph the object type is represented by a rectangle, and the variables associa​ted with the object type are symbolized by small dots, which are attached to the rectangle repre​senting the object type. An example is given in figure A1.3.

┌─────────────┬─• Identifying variable I 

│             ├─• Variable X1

│ OBJECT TYPE ├─• Variable X2

│      O      │.. 

│             │..

└─────────────┴─• Variable Xd

Figure A1.3. Object component of an OVR graph. Underlining of a variable name indicates that the variable is an identifier.
In the matrix-based representation alternative, the information set corresponding to a certain <object type, variables> combination is represented by a so-called Object-Variable-Relation matrix, or OVR-matrix, for short. "Information matrix" is another term for OVR-matrix.

The OVR-matrix representing the same information set as the OVR-graph in figure A1.3 is visualized in figure A1.4.

╔════════╤═════╤═════╤═════╤════╤════╤════╗
║IDENTI- │ VAR │ VAR │ ..  │ .. │ .. │VAR ║
║FYING   │ X1  │ X2  │     │    │    │Xd  ║
║VARIABLE│     │     │     │    │    │    ║
║I       │     │     │     │    │    │    ║
╠════════╪═════╪═════╪═════╪════╪════╪════╣
║   1    │  X  │  X  │ ..  │ .. │ .. │ X  ║
╟────────┼─────┼─────┼─────┼────┼────┼────╢
║   2    │  X  │  X  │ ..  │ .. │ .. │ X  ║
╟────────┼─────┼─────┼─────┼────┼────┼────╢
║   .    │     │     │     │    │    │    ║
║   .    │     │     │     │    │    │    ║
╟────────┼─────┼─────┼─────┼────┼────┼────╢
║   N    │  X  │  X  │ ..  │ .. │ .. │ X  ║
╚════════╧═════╧═════╧═════╧════╧════╧════╝
Figure A1.4. An OVR-matrix corresponding to the OVR-graph in figure A1.3.
An OVR-matrix (or information matrix) is characterized by the following properties:

(i)
The matrix has a fixed number of columns, and every column corresponds to a variable.

(ii)
The matrix may contain an arbitrary number of rows, and every row corresponds to an object belonging to the object type under conside​ration.

(iii)
No matrix cell may contain more than one value, that is, the cells must not be multiple-valued (according to the definition in "Step 2" below).

The example in figures A1.3 and A1.4 contains an identifying variable, I, but this is no requirement for information matrixes in connection with statistical systems. However, there are certain situations, where identifiers must be present, and we shall get to such situations in a while.

We shall now make the example above a little more concrete by specifying the object type O and the variables X1, X2, ..., Xd in terms of "real world" concepts. Let the object collective, or population, be 

O =
the families (according to some prescribed definition of a "family") living in a certain part of a town;

and let the variables be

X1 =
"the number of adults in the family";

X2 =
"the number of children in the family";

X3 =
"the total gross income of the family".

The information set <O, <X1, X2, X3>> can be represented by an information matrix, satisfying the conditions (i) - (iii) stated above. Alternatively the same information set may be represented by an OVR-graph.

In order to prevent misunderstandings, it should be emphasized that the information contents symbolized by an information matrix (or an OVR-graph) can be physically represented by means of stored data, on some storage medium, in many different ways. The layout of the information matrix may lead the thoughts in the direction of a data representation consisting of a sequential file of records (corresponding to the rows of the matrix), which in turn consist of fields (corresponding to the columns of the matrix). However, this is only one technically feasible implementation of the abstract information set. For example, if a certain variable (say "income per capita of a family") is derivable from other variables, one may choose to represent this variable by a program, which is able to make the derivation, rather than by a field in a file. However, in the information matrix, the derivable variable would in any case, like other variables, be symbolized by a column, regardless of the technical solution ("program" or "field in file"), which is chosen (at a later stage) to the implementation problem.

Step 2. One object type, multiple-valued variables
We shall now extend the example introduced in "Step 1" with the following variable:

•
"the value of the car of the family (as officially determined)"

If we try to represent the extended information set with one single OVR-matrix, we are likely to run into a number of complications. One complication is that a family may have more than one car, or alternatively it may have no car at all. This compli​cation makes it difficult to construct an information matrix satisfying the conditions (i) - (iii) that were stated earlier. A common way of searching for a solution to this problem is along the following lines. Let us define the following variables:

X4 =
"the value of car #1 of the family";

X5 =
"the value of car #2 of the family";

etc. But now we run into the following problem. According to condition (i) for information matrixes, the matrix should have a fixed number of columns. Thus one has to determine a fixed maximum number of cars that a family may have. For example, one may take a chance that no family will have more than four cars, and accordingly define four "car value" variables. However, sooner or later there may be a family with more than four cars, and what to do then? Another complication in this situation emanates from the fact that most families will have only one car, which implies that a number of "car value" variables will have a so-called null value, or missing value, for most families. This is permitted, but it represents a complication. Yet another complication is how to define the numbering order, when talking about "car #1", "car #2", etc.

Variables of the type "car value", which may take several values (an in fact usually an unknown number of values) for each object, are called multiple-valued variables.

The following observation may help us to find a way out of the dilemma with multiple-valued variables. The multiple-valued variable in the example above was named

•
"the value of the car(s) of the family"

Already the name of the variable reveals that there is (in addition to the family) yet another object type involved in the information set, namely the car. Obvious​ly the car is an object, which, quite independently of the family to which it belongs, "lives its own life", and is the carrier of its own properties. For example, the ownership of the car may change, and in spite of this, (most of) the properties of the car as such, will remain unchanged.

As a matter of fact, the need to introduce multiple-valued variables in the formalized description of an information set is quite often a symptom of the existence of more than one object type, each object type being associated with its own collection of (single-valued) variables. The different object types involved in this type of situation are always related to each other in a particular way; in our example the families and the cars are related to each other via an ownership relation.

We are now able to describe the information set in our example by means of an OVR-graph and, alternatively, by means of a set of OVR-matrixes. This can be done in the following way.

For the new object type (the car in our example) we specify one or more variables. In our example we may specify

I =
"car registration number";

X =
"value of the car";

and we may form a new information matrix, the car information matrix, in addition to the already existing family information matrix. (Cf figure A1.6 below.) The two information matrixes contain the whole set of information that we wanted to repre​sent - with one important exception: we have lost the information concerning the ownership relation; in the example it is obviously an essential part of the information set to know which family owns which car(s).

It is generally true that an important part of the "total information" of an information set is embedded in knowledge about relations between the objects in the object collectives under consideration. In the example the relevant relation is concerned with the aspects "own" (between families and cars) and "be owned by" (between cars and families). We have already assumed that one and the same family may own zero, one, or more cars. On the other hand it seems realistical to assume that one and the same car is owned by exactly one family. Thus we have a so-called one-to-many relation between families and cars.

The knowledge about relations between objects must be represented in some suitable way in the OVR-graphs and OVR-matrixes describing the information sets correspon​ding to a certain "slice of reality". In OVR-graphs relations between objects are represented by means of straight lines between the rectangles representing the related object types. This is illustrated for our example in figure A1.5.

  FAMID •─┬──────────┐              ┌──────────┬─• CARVAR1

FAMVAR1 •─┤          │     OWN     │          ├─• CARVAR2

FAMVAR2 •─┤  FAMILY  ├────────────*┤   CAR    ├
        ..│          │   OWNED BY  │          │..

FAMVARd •─┴──────────┘              └──────────┴─• CARVARh

Figure A1.5. OVR-graph. The asteris​k at "the CAR end" of "the OWN relation line" symbolizes the fact that one and the same family may own several cars, whereas the arrow at "the FAMILY end" represents the fact that every car is owned by exactly one family. The arrows in connection with the relation names indicate the approp​riate "reading direction" for the respective relation name.
           ╔═══════╤═════════╤═════════╤═══╤═════════╗
FAMILIES = ║ FAMID │ FAMVAR1 │ FAMVAR2 │...│ FAMVARk ║ 

           ╠═══════╪═════════╪═════════╪═══╪═════════╣
           ║   1   │         │         │   │         ║
           ║───────┼─────────┼─────────┼───┼─────────╢
           ║   2   │         │         │   │         ║
           ╟───────┼─────────┼─────────┼───┼─────────╢
           ║   .   │         │         │   │         ║
           ║   .   │         │         │   │         ║
           ║       │         │         │   │         ║
           ╟───────┼─────────┼─────────┼───┼─────────╢
           ║   N   │         │         │   │         ║
           ╚═══════╧═════════╧═════════╧═══╧═════════╝
           ╔═════════╤═════════╤═══╤══════​═══╗
    CARS = ║ CARVAR1 │ CARVAR2 │...│ CARVARh ║ 

           ╠═════════╪═════════╪═══╪═════════╣
           ║         │         │   │         ║
           ║─────────┼─────────┼───┼─────────╢
           ║         │         │   │         ║
           ╟─────────┼─────────┼───┼─────────╢
           ║         │         │   │         ║
           ║         │         │   │         ║
           ║         │         │   │         ║
           ╟─────────┼─────────┼───┼─────────╢
           ║         │         │   │         ║
           ╚═════════╧═════════╧═══╧═════════╝
Figure A1.6. Information matrixes representing information about FAMILIES and information about CARS.
In the OVR-matrixes in figure A1.6 the ownership information is actually missing. How could one extend the matrixes to include this information? A natural solution would seem to be to include a column for "car(s) owned" in the family matrix, but this would again conflict with the condition that matrix cells must not contain more than one value. However, since a car is assumed to be owned by exactly one family, we can add an "owner family" column to the car matrix, and this column would actually represent the ownership relationship between families and cars in quite an adequate way; cf figure A1.7.

           ╔═══════╤═════════╤═════════╤═══╤═════════╗
FAMILIES = ║ FAMID │ FAMVAR1 │ FAMVAR2 │...│ FAMVARk ║ 

           ╠═══════╪═════════╪═════════╪═══╪═════════╣
           ║   1   │         │         │   │         ║
           ║───────┼─────────┼─────────┼───┼─────────╢
           ║   2   │         │         │   │         ║
           ╟───────┼─────────┼─────────┼───┼─────────╢
           ║   .   │         │         │   │         ║
           ║   .   │         │         │   │         ║
           ║       │         │         │   │         ║
           ╟───────┼─────────┼─────────┼───┼─────────╢
           ║   N   │         │         │   │         ║
           ╚═══════╧═════════╧═════════╧═══╧═════════╝
                                        

               │                         

               │                         

               └────────────┐       

                            │       

                   ╔════════╧╤═════════╤═══╤═════════╗
            CARS = ║ OWNERID•│ CARVAR1 │...│ CARVARh ║ 

                   ╠═════════╪═════════╪═══╪═════════╣
                   ║ FAM(1)  │         │   │         ║
                   ║─────────┼─────────┼───┼─────────╢
                   ║ FAM(2)  │         │   │         ║
                   ╟─────────┼─────────┼───┼─────────╢
                   ║         │         │   │         ║
                   ║         │         │   │         ║
                   ║         │         │   │         ║
                   ╟─────────┼─────────┼───┼─────────╢
                   ║ FAM(N)  │         │   │         ║
                   ╚═════════╧═════════╧═══╧═════════╝
Figure A1.7. Information matrixes including a column representation of a "many-to-one" relation between objects. The column OWNERID in the car matrix contains references to objects in the family matrix. This means that OWNERID is a variable, which takes its values from the same domain of values, or value set, as the identi​fying variable of the object type FAMILY. The reference variable OWNERID is indicated by a dot (•) after its name.
It should be noted that in this example it is essential that an identifying variable (FAMID) be part of the collection of variables associated with the FAMILY object type; otherwize it would not be logically possible to link the cars with the families owning them. Thus even in statistical systems it is sometimes logically necessary to maintain unique identifiers of objects.

In our example we have the following variables (and hence columns) in the information matrixes:

In the matrix with information about families:
FAMID =

identifying variable of families;

FAMVAR1 =
"number of adults in the family";

FAMVAR2 =
"number of children in the family";

FAMVAR3 =
"total gross income of the family".

In the matrix with information about cars:
OWNERID• =
reference variable indicating family owning the car;

CARVAR1 =
"car value".

The two information matrixes together now represent completely the information set of interest in our example. Each one of the matrixes satisfy the matrix conditions (i) - (iii) stated earlier. Note that the "main trick" in order to solve the problem of multiple-valued variables was to include an additional object type into our considera​tions.

A note on "missing values"
According to condition (iii) for information matrixes, a matrix cell must not contain more than one value. One may ask, if a matrix cell may contain less than one value, that is, if it may happen that the value of a matrix cell is missing altogether. The answer is that it may. However, it is important that these so-called missing values, or null values, are properly indicated, so as to make them distinct from (other) valid values of the variable. Thus, for example, if "0" is a valid value of a variable, one should obviously not represent missing values for this variable by "0". Furthermore, one should note that there may be several reasons for a value being missing. Some common reasons are:

1. The variable is not relevant for a particular object. Example: If the rows of the matrix correspond to persons, the column (variable) "number of pregnancies" is not relevant for male persons.

2. The variable is relevant for the particular object, but the result of the measurement has not yet been entered (into the statistical system); alternatively the required derivations from collected information have not yet been made.

3. The variable is relevant for the particular object, but for some reason or other the attempts to measure it have failed.

(Note that a value, which, at some stage of the collection and derivation procedure, has been classified as a missing value of type 2, at a later stage may be reclassified, either as a "normal" value, or as a missing value of type 3.)

Ideally, missing values should be represented in as many different ways as there are distinct reasons for the values being missing. Then a (re)user of the observa​tion data will have the best possibilities to make his (her) own assumptions, under which he (she) would like to make interpretations and analyses of the data.

Step 3. Many-to-many relations
In the example above we made the assumption that the ownership relation between families and cars was of the type "one-to-many". However, in many practical situations there are "many-to-many" relations as well, that is, situations, where each object of one type can be related to several objects of another type, and where each object of the other type can also be related to several objects of the first type. In our example this could be the case, if we replaced the ownership relation with a "right of disposal" relation, assuming that a car owned by one family could be at the disposal of one or more other families as well.

For "many-to-many" relations we cannot use the same trick as for "many-to-one" relations, that is, adding a column to the information matrix corresponding to the object type at the "many" end of the "many-to-one" relation, because now we would violate the information matrix conditions, regardless of where (in which matrix) we tried to put the reference column. How to do then?

The solution is to introduce a separate information matrix, a relation matrix, for the "many-to-many" relation as such. This solution requires both related objects to have identifiers. Cf figure A1.8.

  FAMID •─┬──────────┐              ┌──────────┬─• CARID
FAMVAR1 •─┤          │   DISPOSAL   │          ├─• CARVAR1

FAMVAR2 •─┤  FAMILY  ├*────────────*┤   CAR    ├─• CARVAR2

        ..│          │              │          │..

FAMVARd •─┴──────────┘              └──────────┴─• CARVARh

Figure A1.8. OVR-graph. (Every CAR can be at the DISPOSAL of several FAMILIES, which is represented by an asterisk in the position where the OVR-graph in figure A1.7 had an arrow.)
The relation matrix will have one row for each pair 

<FAMID=i, CARID=j>

where the CAR with CARID=j is at the DISPOSAL of the FAMILY with FAMID=i. Thus the matrix must contain one column with references to families with car(s) at their disposal, and another column with references to cars, which are at the disposal of families. See figure A1.9.

Note that in the relation matrix in figure A1.9 there is a reference to a certain FAMILY in as many rows as there are CARS at the FAMILY's DISPOSAL, and there is a reference to a certain CAR in as many rows as there are FAMILIES, which have the particular CAR at its DISPOSAL. This implies, among other things, that neither one of the two columns can by itself be a unique row identifier. But the two columns together will always contain value combinations that uniquely identify rows. Hence we can "appoint" the combination of refe​rence columns <FAMID, CARID> as the identifying variable I of the "many-to-many" relation matrix. Another possibility is to introduce a third column con​taining an "artificially constructed" identifier, such as a serial numbering of "disposal rights".

           ╔════════╤════════╗
DISPOSAL = ║ FAMID• │ CARID• ║
           ╠════════╪════════╣
           ║        │        ║
           ╟────────┼────────╢
           ║        │        ║
           ╟────────┼────────╢
           ║   .    │   .    ║
           ║   .    │   .    ║
           ║        │        ║
           ╟────────┼────────╢
           ║        │        ║
           ╚════════╧════════╝
Figure A1.9. An information matrix representing a relation between objects, that is, a relation matrix.
Step 4. Many object types, variables, and relations
We shall now extend our example further. Let us assume that we are also interested in the housing conditions of the families, the working conditions of the adult members of the families, the school situation of the children, etc. The information set will now be much more complex, and it has to be represented and organized in a systematical way. We propose the following principles for knowledge representation and organization:

(i)
A number of different object types are specified. (In the example one may decide upon the object types "families", "individuals", "cars", "employers", "dwellings", and "schools".)

(ii)
Relations between the objects are specified.

(iii)
For each object type a collection of single-valued variables are specified, including those necessary for referencing objects involved in "many-to-one" relations.

(iv)
For each object type an information matrix is specified, corresponding to the collection of variables specified in (iii). These information matrixes will automatically satisfy the matrix conditions that we have stated earlier.

(v)
For each "many-to-many" relation an information matrix is specified, con​taining a reference column corresponding to each one of the related object types, and a row for each combination of related object instances.

The type of information representation indicated by the principles (i) - (v) above, is called an Object-Variable-Relation representation, or an OVR-representa​tion, for short. We shall not try to prove that this formalism can always be used, but we hope and believe that the reader is ready to accept that virtually all information sets, which are of interest in statistical systems, can be represented by means of OVR-matrixes and OVR-graphs.

In connection with statistics production there are two concepts of information, which are important. If we confine ourselves to the micro-level there is

•
on the one hand: the "true" information concerning the objects in a collec​tive; and

•
on the other hand: the "actually observed" information in the observa​tions/measurements of the objects in a collective.

Certainly the "true" information is usually unknown - and this is actually why the investigator tries to capture it by means of observation - but nevertheless it may be useful to think about it, and thus to use it as a mental construct and an "ideal target" for the observations, which are actually made. On the other hand, the investigator has really knowledge about, and control over, the information of the latter category, the "actually observed" information; for example, one is able to make different kinds of processing of it.

As far as representation methods are concerned, "true" information and "actually observed" information can be symbolized in essentially the same way, that is, by means of OVR-representations. There is one difference, though, due to the fact that for the actually observed information one has to consider imperfections during the data collection, which may lead to "missing values" and other compli​cations. Such imperfections do not have to be considered for the "true" information.

A1.5
Macrolevel information, "statistics"
The discussion in the previous section was about formalized representation of microinformation. If the survey is of census type, that is, if it is based upon (perfect) observations of the objects in a (perfect) total enumeration of the objects of interest, the microinformation corresponding to the observations will give the most complete description of the conditions in the population of interest (with respect to the microvariables). However, even though such information is most complete, it is often unsuitable from other points of view. If the population of interest contains a large number of objects, an individual-related description will be more or less impossible to overview. 

In order to provide comprehensive overviews, one must somehow summarize the "myriad" of information pieces contained in the complete, unprocessed micro​data. Such summarizing is one of the main functions of statistics. Generally speaking, a statistical characteristic is a (numerical) characteristic, which is produced through summarization, or aggregation, of individual variable values for the objects in a collective. Thus a statistical characteristic is specified by the following three compo​nents:

•
the variable(s), for which values are to be summarized (aggregated);

•
the collective of objects, for which the variable values are to be summarized (aggregated);

•
the type of summarization (aggregation) procedure.

Typical examples of summarization procedures are "number of objects with a certain property", "fraction of objects with a certain property", "sum of ...", " arithmetic mean of ...", "mode of ...", etc. In the examples just mentioned, the summariza​tion procedure contains but one microvariable at a time. The statis​tical charac​teristics produced by such summarization procedures are called univariate statistical charac​teristics. Statistical characteristics, which are produced through summariza​tion procedures containing two, or more, micro​variables, are called bivariate and multivariate statistical characteristics, respec​tively. Such charac​teristics are used for describing how two, or more, variables "co-vary". Correlation coefficients are typical examples of bivariate statistical characteristics.

Appendix 2. Examples of frame procedures
The purpose of this appendix is to illuminate and make more concrete the concepts and terms used in connection with frame procedures, as treated in section 2.2.2 of this report. Some surveys carried out by Statistics Sweden will be used in the illustrations.

A2.1
The Swedish Labour Force Surveys (1990)

The purpose of the Labour Force Surveys (AKU) is primarily to describe the current employment situation in the country, but also to give information about the develop​ment on the labour market. Data are collected every month, and statis​tical results are published monthly, quarterly, and yearly.

The most important population of interest in the Labour Force Surveys consists of all persons, who are registered in Sweden, and who are at least 16 but not yet 65 years of age. (The survey has another population of interest, consisting of persons, who are between 65 and 74 years of age, but we do not consider this population here.)

The most important variables of interest in the Labour Force Surveys concern the general connection between the person and the labour market (stable, unstable, or no connection), employment (employed or unemployed) during the measurement week, education, occupation, branch of industry, and some personal "background variables". 

The statistical results from the Labour Force Surveys primarily concern counts and percentages of different employment categories for several domains of interest; for example, there are classifications of the population by age, sex, and branch of industry.

The observation objects of a Labour Force Survey are persons, and the observa​tion variables are essentially the same as the variables of interest, indicated above. The survey is carried out as a sample survey with observation object based data collection. The information sources are primarily the persons themselves, although in some cases the information concerning a person is obtained from some related person. For some information the information source is the Register of the Total Population. The Central Business Register is the information source for determining the branch of industry, in which the person is employed. The data collection from persons is made by means of telephone interviews and, when this is not possible, by means of face-to-face inter​views. The contact procedure is through person registration addresses, obtained from the Register of the Total Population of Sweden (RTB), on the basis of which telephone numbers are searched for.

The sampling frame is made up by a version of the Register of the Total Population, where person records have been selected on the basis of person age and, to some extent, participation in earlier Labour Force Surveys. The sample consists of three separate subsamples, one for each month in a quarter-year, which in turn are sub​divided into survey panels, which are "rotated" in such a way that a selected person will participate in eight surveys during a two-year period. At every turn of year a new subsample is selected in order to cover the need for sample persons during the coming year. The sample is updated monthly with respect to migration, deaths, and changes of marital status, and it is supple​mented quarterly with a sample of immigrants. The link between frame element and observation object is the "natural" one, via person number (civic registration number).

The undercoverage is very small in the Labour Force Surveys. It consists of persons, who are registered in Sweden at the time of the survey, but who were not part of the sampling frame at previous sampling occasions, that is, primarily persons who are in the process of "getting established" in Sweden. 

The over​coverage consists of persons, who were in the Register of the Total Population at the most recent update, but who were not any longer registered in Sweden at the time of the survey, the main reasons for this being that they have emigrated or died.

The frame procedure of the Labour Force Surveys is illustrated graphically in figure A2.1. Note that the Labour Force Survey is an example of what we called a "simple frame procedure" in section 2.2.2, that is, the objects of interest, the observation objects, and the (main) information sources are objects of the same type, and they are identical whenever they are at all applicable, and there is a simple one-to-one correspondence between frame elements and objects of interest.

A2.2
Road Transports of Goods (1987)

The main purpose of the survey "Road Transports of Goods" (UVAV) is to describe the volume, and also the development, of road transports of goods, which are carried out in Sweden by (non-military) Swedish lorries with a maximum loading weight of at least 2 tons. The survey is carried out quarterly, and statistical results are published quarterly and yearly.

The most important population of interest of the survey consists of all TRANSPORTs within Sweden during a certain period of time, carried out by LORRYs which are registered in the Central Register of Cars (CBR), main​tained by the Swedish Agency for Traffic Safety (TSV). A less important popula​tion of interest consists of all LORRYs, which are registered as active in the Central Register of Cars. From now on, we shall only consider the population which consists of TRANSPORTs.

Important variables of interest of the transport objects of interest are "kind of transported good", loading weight, transport distance, and "transport work in ton​kilometers". 

The most important statistical results from the survey are estimated totals for the three last-mentioned variables of interest, which are summarized over transports carried out during the time period under consideration. Estimates are produced for domains of interests resulting from classifications of the population by kind of transported good, by ownership conditions for transporting lorries, and by technical characteristics of transporting lorries.

The observation objects of the survey are (i) transports, and (ii) lorries. The observation variables for transports essentially coincide with the above-mentioned variables of interest (loading weight, transport distance, kind of good, etc), and the observation variables for lorries concern technical aspects, such as weight and type of body, and the ownership conditions and the branch of industry to which the owners of the lorries belong. Since many of the properties of the TRANSPORT objects of interest are derived from the values of LORRY variables, lorries are important observation objects, regardless of whether lorries are themselves (also) regarded as objects of interest.

The information sources for the transport observation objects are the owners and drivers of the lorries carrying out the transports, and the information sources for the LORRY observation objects are the Central Register of Cars (as regards technical aspects), the Central Business Register (CFAR), as regards the branch of industry to which the owner of the lorry belongs, and the owner him/herself. The contact procedure for the owner/driver information sources is established by means of the addresses of the lorry owners, which are obtained from the Central Register of Cars.

The survey is a sample survey with an observation object based data collection. A new sample is drawn for every quarterly survey, and the sampling frame is obtained by forming the "cross-product" of 

•
a selected version of the Central Register of Cars; and

•
the list {1, 2, 3, ..., 13}, representing the 13 weeks of a quarter-year.

The selected version of the Central Register of Cars contains only lorries, which are registered as active, and which have a maximum loading weight of at least 2 tons. Some special types of lorries are exempted in the selection, for example fire brigade vehicles.

The frame elements are of the type <REGNR, WEEK>, where REGNR is the Car Registration Number, that is, a unique car identifier, and where WEEK is the number of a week within a quarter-year. The links between the frame elements and observation objects are defined as follows. The frame element <REGNR=r, WEEK=w> indicates that observation data should be collected for

•
the lorry with the registration number r; and

•
all transports carried out by the lorry with the registration number r during the (quarter-year) week w.

There is no overcoverage for the "transports" population of interest, but there is an undercoverage consisting of the transports carried out by lorries, which were registered during some part of the survey quarter-year, but which were not registered as active at the time, when the sample was drawn. The undercoverage consists mainly of "completely new" lorries and "old" lorries which changed their status from "non-active" to "active" since the time when the sample was drawn. There is an interruption rule for the data collection implied by the lorry owner giving the reply "yes" to either of the alternatives "the lorry was non-active during the measurement week, or deleted from the register, or sold, before the measurement week"; if the last alternative is the case, the new owner is traced, if possible, and the lorry will participate in the survey.

The frame procedure of the "Road Transports of Goods" survey is illustrated by figure A2.2.

A2.3
Efforts for Juveniles with Problems (1989)

The purpose of this survey is to inform about the extent of certain individual-oriented efforts concerning juveniles, which are carried out on the basis of the Law of Social Service (SoL) and the Law of Treatment of Juveniles (LVU). The survey has to kinds of outputs: (i) a yearly update of the so-called Treatment Register; and (ii) yearly statistics. Here we limit our interest to the yearly statistics.

The survey has (at least) two different populations of interest. One consists of all "efforts", or TREATMENTs, according to the SoL and LVU laws during the survey year. The other population of interest consists of JUVENILEs, or more precisely all "juveniles who have been subject to efforts" during the survey year.

Important variables of interest are

•
for JUVENILEs: age, sex, family position, nationality;

•
for TREATMENTs: reason for starting treatment, type of treatment, duration of treatment.

Estimated statistical characteristics are mainly of the type "count", and domains of interest are formed on the basis of variables like age, nationality, type of treatment, and commune.

The survey is a total enumeration with information source based data collection. The primary information sources are the public assistance committees of the communes of Sweden. Since every commune has exactly one public assistance committee, there is one information source per commune. The frame consists of a list of communes obtained from the "Regional Classifications of Sweden", maintained by Statistics Sweden. It contains also the postal addresses, which are needed by the contact procedure to the primary information sources, that is, the communes.

The observation objects at the primary information sources are all "decisions concerning efforts on the basis of the LVU and/or SoL laws", DECISIONs, made by the public assistance committees during the survey year. Important observation variables are

-
identification of the person affected by the decision;

-
date of decision;

-
type of effort.

On the basis of the information about DECISIONs thus collected, in com​bination with information from the Treatment Register concerning efforts made before the survey year, it is possible to derive (i) which are the objects of interest of the types JUVENILE and TREATMENT for the survey year; and (ii) values of most variables of interest for the objects of interest. Some additonal information about the JUVENILEs are obtained from the Register of the Total Population of Sweden (RTB), maintained by Statistics Sweden.

This survey has neither overcoverage nor undercoverage, but it has a certain amount of non-response, which may be difficult to identify, since the frame procedure points only implicitly to the observation objects, the DECISIONs.

A graphical illustration of the frame procedure for the survey "Efforts for Juveniles with Problems" is given by figure A2.3.

A2.4
Wages for Workers in the Private Sector (1990)

The purpose of this survey is to inform about the level, structure, and develop​ment of the wages of private sector workers in different branches of industry, occupations, and geographical areas. The survey is carried out yearly, and the reference period for the statistics is the second quarter of the year.

The population of interest consists of all WORKERs (according to a prescribed definition), who were employed some time during the second quarter of the survey year, and who were working at establishments within a prescribed collection of branches of industry (within the SNI classification categories 1 - 9) within the private sector. The population of interest also includes all workers at establishments belonging to the same branches of industry within the public sector, whenever these establishments are operated in incorporated form.

Important variables of interest are

-
hourly earning;

-
branch of industry;

-
occupation category;

-
form of employment;

-
sex;

-
age;

-
county.

The observation objects are WORKERs, and the observation variables are close to the variables of interest indicated above. The data collection is information source based, and the primary information sources are establishments, which provide information about the workers employed there during the reference period. However, some establishments do not supply data about individual workers, but so-called summary data, which means that they provide total wages and total hours worked for groups of workers. (In the latter case, the observation objects are, from Statistics Sweden's point of view, "groups of workers" rather than "workers". We disregard this complication here.)

The survey is carried out by means of "sub-surveys" concerning different parts of the population of interest. Some of the sub-surveys are total enumerations, and some are sample surveys. A major classification of the population of interest distinguishes between "SAFetc-workers" and "other workers", where the "SAFetc-workers" consists of workers employed at establishments in the selected branches of industry employed by companies, which belong to ARMF, the Member Register of the Associa​tion of Employers (SAF) and of other Employ​ers Organi​zations in Sweden. The ARMF register is the frame for one of the sub-surveys.

For the "SAFetc-workers" part of the population of interest, a total enumeration is carried out. The data are collected by the different Employers Organizations and are delivered to Statistics Sweden on magnetic tapes via the Association of Employers (SAF). Statistics Sweden itself continues the data collection for some variables, among others "branch of industry", which is obtained from the Central Business Register (CFAR), maintained by Statistics Sweden.

For the "other workers" part of the population of interest, the frame is made up by a selected version of the Central Business Register. The criterion for selection is that 

-
the company should not be part of the above-mentioned ARMF register; and 

-
the company should have at least one establishment be​longing to the branches of industry being surveyed; and

-
the company should belong to the private sector or, if it belongs to the public sector, be incorporated; and

-
(for most branches of industry) the company should have at least 5 employees.

The companies in the frame are subdivided into two groups, where 

-
Company Group 1 consists of companies with more than a certain number of employees (according to the information in the Central Business Register), and this number varies a little between branches of industry; 

-
Company Group 2 consists of the remaining companies.

The link between frame elements and primary information sources is defined by the fact that a company in the frame leads to those of the establishments of the company, which belong to the branches of industry comprised by the survey. A questionnaire is mailed to every establishment, which should provide informa​tion. The questionnaire should be completed and returned by the establishment, and it should concern the workers, who were employed at the establishment during the reference period under consideration. Information about the branch of industry of the workers (= the branch of industry of the establishment) is obtained from the Central Business Register. The contact procedure to the establishments is obtained by means of address information in the Central Business Register. Company Group 1 is surveyed by means of a total enumera​tion, and Company Group 2 is surveyed by means of a sample survey. The sampling frame for the sample survey is the list of Company Group 2, obtained from the Central Business Register as described above. Every company in the sampling frame will have a positive probability of being selected.

The undercoverage of the population of interest consists mainly of

-
workers in companies, which have been established after the time, when the frame was created; this is applicable to both the ARMF Register and the Central Business Register;

-
workers in the "other workers" part of the population of interest, employ​ed in companies with less than 5 employees.

Overcoverage is not a concept of great interest in this survey.

A graphical illustration of the frame procedure of the survey is given in figure A2.4.
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Figure A2.1. Graphical illustration of the frame procedure in the Swedish Labour Force Survey (AKU).
Legend: Objects, information sources, etc, on the same level in the table "correspond to each other", which is also indicated by a line. If objects on the same level are of the same type, then the objects are identical. A double line indicates correspondence with a selected frame element.

RTB = The Register of the Total Population of Sweden, maintained by Statistics Sweden (SCB).
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Figure A2.2. Graphical illustration of the frame procedure of the survey of Road Trans​ports of Goods (UVAV).

Legend: Objects, information sources, etc, on the same level in the table "correspond to each other", which is also indicated by a line. If objects on the same level are of the same type, then the objects are identical. A double line indicates correspondence with a selected frame element.

─────x indicates interruption due to the fact that the lorry was not registered etc;

─────o indicates that the lorry did not make any transports during the selected week.

CBR = Central Register of Cars;

CFAR = Central Business Register;

TSV = Agency for Traffic Safety.
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Figure A2.4. Graphical illustration of the frame procedure of the survey "Wages for Workers in the Private Sector".
──────── indicates "leads to";

───────x indicates "interruption because of irrelevant branch of industry";

════════ indicates "initiated by selected frame element".
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