Department of Computer Science & Engineering
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(2010 Admission onwards)

CS1001 FOUNDATIONS OF COMPUTING
 Pre-requisite: NIL         
CORE

	L
	T
	P
	C

	2
	0
	0
	2


Course Outcomes:

1. Engineering knowledge: A general understanding about the various fields of computing which motivates and enables the student to go deeper into the topics in the subsequent semesters.

2. Problem analysis: At the end of this course, the students acquire necessary skills for analysing a given problem.

3. Design/development of solutions:  Logical reasoning capabilities of the students get sharpened and they are in a better position to develop solution to the problems in terms of systematic algorithms.

4. Conduct investigations of complex problems:  Students get a general exposure to the complex problems in the Computer Science discipline so that they get sufficient motivation to work with them in the subsequent semesters.  

5. Modern tool usage:  Programming is introduced as a tool for getting things done by the computer. 

6. The engineer and society:  Students get inspired in their chosen field of study so that they can contribute substantially to the society.

7. Ethics: The course is handled with a view to instill ethical values in the students.

8. Individual and team work: Students do assignments which helps to fine-tune their skills in individual and team work. 

9. Communication: The subject matter of the course is explained with a view to improve the communication skill of the students.  

10. Life-long learning: The course is handled in such way that the students get motivated to learn more about the topic in the years to come.

Total Hours: 28 Hrs 

 
Module 1 : Logic (7 hours)
Propositional logic, implications and inference, equivalence, truth tables. Normal forms. duality, minimization. logic gates and combinational Circuit design, Introduction to first order logic.

Module 2 : Sets and Relational structures (7 hours)

Sets, relations, functions, transitive closures, partial order, lattices, boolean lattices, Boolean algebras.

Module 3 Proof Techniques and Recursion (7 hours)

Methods of proof using Induction, deduction proofs and contradiction. Recursion and recursive definitions. Writing recursive programs.
Module 4 Graphs: (7 hours)

Basic definitions, trees, paths, cycles and elementary properties.
References: 

1. E. Mendelson, Shaum's outline on boolean algebra and switching circuits, McGraw Hill, 1970.

2. B. Kolman, R. Busby, R. C. Ross, Discrete Mathematics, Pearson (6/e), 2008.

ZZ1004 COMPUTER PROGRAMMING
 Pre-requisite: NIL 

CORE

	L
	T
	P
	C

	2
	0
	0
	2


Course Outcomes:

1. Engineering knowledge:  The course aims to introduce the concepts of structured programming and there by motivate the students to develop good programming skill. Familiarization of the concepts of program flow, functions, using arguments and return values and how to run a C program are also included in the course. 

 2. Problem analysis : The students will be able to develop algorithms to solve basic programming problems. Solving different types of problems need critical analysis of the problem statement which improves the problem analysis skill of the students.

3. Design/development of solutions: The student will be able to apply the computer programming techniques to resolve practical problems. Top-down approach to problem solving is deployed.

4. Conduct investigations of complex problems: The way to approach complex problems and the basic solving methodology is introduced. The problems given as assignments not only aims at improving the problem solving skill of the student, but also tries to develop a keen interest in identifying, attempting and solving complex programming problems.

5. Modern tool usage: Familiarization of the C compiler and working in Linux environment are included in practice sessions.

6. The engineer and society :The course gives a firm foundation to the programming concepts and problem solving techniques needed in the general engineering discipline. 

7. Environment and sustainability :Efficient programming techniques results in reduced consumption of power and other resources.   

8. Ethics : All submitted works are verified to be individual effort. The consequences of cheating or plagiarism are communicated to students well in advance.

9. Individual and team work : Students are encouraged to program higher level programs both individually and as a team thereby making them realize the effectiveness of team work. The individual and team works in the course will help the students work in an environment similar to the way most companies work.

10. Communication : The course helps the students to develop problem analysis skill and identify the best way to solve a problem. Also to write efficient algorithms and implement it in structured language As an outcome of the course, students will be able to compile, run and debug programs in C language.

11. Project management and finance : Group projects helps the students to identify the different areas involved in solving a problem and divide the work among themselves efficiently.

12. Life-long learning :A groundwork for a strong programming career in computer science discipline is laid down by understanding the essence of writing efficient, maintainable, and portable code. Solving variety of problems will gradually improve the quality of solutions. Group work will help the students to get rid of inhibition and to develop a bright future in their career.

Total Hours: 28 Hrs 

 
 





      
                     
Module 1 (7 Hours)

Data Types, Operators and Expressions: Variables and constants - declarations - arithmetic, relational and logical operators – Assignment operator and expressions – conditional expressions – precedence and order of evaluation.
Control Flow: Statements and blocks – if-else, switch, while, for and do-while statements – break and continue statements, goto and labels.

Module 2 (7 Hours)

Functions and Program structure: Basics of functions, Parameter passing – scope rules - recursion.
Module 3 (7 Hours)

Pointers and Arrays: Single and multidimensional arrays - Pointers and arrays – address arithmetic - Passing pointers to functions.
Module 4 (7 Hours)

Structures and Unions: Basics of structures, Structures and functions – Arrays of Structure – Pointers to structures – self referential structures – Type definitions – Unions.
Input and Output: Standard input and output – Formatted output – variable length argument list – file access.

Text Book:
1. B. W. Kernighan and D. M. Ritchie, The C Programming Language (2/e), Prentice Hall,1988.
References:
1. B.S. GottFried, Schaum's Outline of Programming with C(2/e), McGraw-Hill, 1996.

2. C. L. Tondo and S. E. Gimpel, The C Answer Book(2/e), Prentice Hall, 1988.

3. B. W. Kernighan, The Practice of Programming, Addison-Wesley, 1999.

MA2001: MATHEMATICS III
 Pre-requisite: MA1001 Mathematics I 





       CORE

	L
	T
	P
	C

	3
	1
	0
	3


Total Hours: 56 Hrs 

 
 





      
                     

Module 1: Probability distributions (15 Hours) 
Random variables, Binomial distribution, Hyper- geometric distribution, Mean and variance of a probability distribution, Chebyshev’s theorem, Poisson distribution, Geometric distribution, Normal Distribution, Uniform distribution, Gamma distribution, Beta distribution, Weibull distribution. Joint distribution of two random variables

 
Module 2: Sampling distributions and Inference concerning means (14 Hours) 

Population and samples, The sampling distribution of the mean ( σ known and σ unknown ), Sampling distribution of the variance, Maximum Likelihood Estimation, Point estimation and interval estimation, point estimation and interval estimation of mean and variance, Tests of hypothesis, Hypothesis concerning one mean, Inference concerning two means. 

 
Module 3: Inference concerning variances proportions (13Hours) 

Estimation of variances , Hypothesis concerning one variance, Hypothesis concerning two variances , Estimation of proportions , Hypothesis concerning one proportion , Hypothesis concerning several proportions, Analysis of r x c tables, Chi – square test for goodness of fit. 

 
Module 4: Regression Analysis (14 Hours) 
Bi-variate Normal distribution- joint, marginal and conditional distributions. Curve fitting, Method of least squares, Estimation of simple regression models and hypothesis concerning regression coefficients, Correlation coefficient- estimation of correlation coefficient, hypothesis concerning correlation coefficient. Estimation of curvilinear regression models,
Analysis of variance:- General principles, Completely randomized designs, Randomized block diagram, Latin square designs, Analysis of covariance.
References: 
1. Johnson, R. A., Miller and Freund’s Probability and Statistics for Engineers, 6th edition., PHI, 2004.

2. Levin R. I. & Rubin D. S., Statistics for Management, 7th edition, PHI, New Delhi, 2000. 

3. S.M. Ross, Introduction to Probability and statistics for Engineers, 3rd edition,  Academic Press(Elsevier), Delhi, 2005.

CS2001 LOGIC DESIGN

 Pre-requisite: Nil





  


      CORE

	L
	T
	P
	C

	3
	0
	2
	4


Course Outcomes:   

1. Engineering knowledge : Students will learn the function of circuits designed with Logic Gates and will be able to design their own circuit with minimized number of Logic Gates.

2. Problem analysis : Students will be able to analyze techniques such as Karnaugh Map, Quine–McCluskey, etc., that are used to  reduce the Boolean function so as to reduce the number of building blocks used in circuit design. Students will understand various number systems with different radix and can do code conversion.

3. Design/development of solutions  : Learning this course will enhance the student’s ability to modify the chip design on PCB. Students will be able to write effective programs in VERILOG and VHDL to create circuit design.
4. Conduct investigations of complex problems : There will be a session to

· Discuss about the design for testability to spot the flaw occurred in circuit design.

· Demonstrate parity checking, which  is a challenging task in context of computer networks
5. Modern tool usage : Students will be familiar with various computer aided tools like VERILOG and VHDL that will help students to pursue research in collaboration with electronic engineering students.  We strongly believe this motto and strategy to build students mind set-up in such a way they will be able to work on inter-disciplinary subjects.
6. The engineer and society :This will enable students to develop logical thinking to solve problems in context of society, and to establish the research oriented conferences in some newly start-up engineering colleges.
7. Ethics: Unlike theoretical sort of studies, we educate our students to visualize the technology revolutionizing. The idea here is, unless dream about it, we can’t bring it real. 
8. Individual and team work : This course will lead the students to jointly work on VLSI design collaborating with the Electronic and electrical students.
9. Communication : Students will be able to publish more research oriented papers since we train them based on the upcoming technology and innovation.
10. Life-long learning : This will be the platform for students to study Computer Architecture and interestingly to bridge with some electrical subjects.

Total Hours: 70 Hrs  
Module 1   (10 (T) + 7(P) Hours)

Number systems and codes, Boolean algebra: postulates and theorems, constants, variables and functions, switching algebra, Boolean functions and logical operations,  Karnaugh map: prime cubes, minimum sum of products and product of sums
Module 2   (10 (T) + 7(P)  Hours)
Quine-McClusky algorithm, prime implicant chart, cyclic prime implicant chart, Petrick’s method,  Combinational Logic: introduction, analysis and design of combinational logic circuits,  parallel adders and look-ahead adders, comparators,  decoders and  encoders, code conversion,  multiplexers and demultiplexers,  parity generators and checkers
Module 3   (10 (T) + 7(P) Hours)
Programmable Logic Devices, ROMs, PALs, PLAs, PLA folding, design for testability. Introduction to sequential circuits, memory elements, latches
Module 4  (12 (T) + 7(P) Hours)
Flip-flops, analysis of sequential circuits, state tables, state diagrams, design of sequential circuits, excitation tables, Mealy and Moore models, registers, shift registers, counters
References:
1. T. L. Floyd, R. P. Jain, Digital Fundamentals, 8/e, Pearson Education, 2006

2. C. H. Roth, Jr., L. L. Kinney, Fundamentals of Logic Design, 6/e, Cengage Learning, 2009

3. M M Mano, M D Ciletti, Digital Design, 4/e, Pearson Education, 2008

4. N. N. Biswas,  Logic Design Theory, Prentice Hall of India, New Delhi, 1993
CS2002 FOUNDATIONS OF PROGRAMMING
 Pre-requisite: Nil








      CORE
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Course Outcomes: 

Knowledge of fundamental concepts and constructs in programming languages.

Knowledge of techniques to control intellectual complexity of programs - procedural abstraction, data abstraction, and modular design to build reliable programs.

1. Engineering knowledge : Fundamental priciples and constructs of programming languages.     Techniques to control intellectual complexity of programs.

2. Problem analysis  : Ability to analyze problems and specify it.

3. Design/development of solutions : Ability to design correct solutions to problems.

4. Individual and team work : Specification and design experience.

5. Communication : Ability in written communication in the form of specification and design.

6. Life-long learning : Fundamental knowledge of programming language concepts to learn new languages with ease.

Total Hours: 56 Hrs  
Module 1   (14 Hours)
Procedural Abstraction: Expressions - Naming and Environment - Combinators - Evaluation - Procedures - Substitution model - Conditional expression and predicates. Linear Recursion and Iteration - Tree recursion. Abstractions with Higher Order Procedures - Procedures as arguments - Constructing procedures – examples.

Module 2   (14 Hours)
Data Abstraction: Hierarchical Data and Closure property - Symbolic Data - Data Directed Programming - Generic Operators - Combining data of different types
Module 3  (14 Hours)
Modularity, Objects, and State: Local state - assignment, environment model for evaluation - frames, Modeling with mutable data. Concurrency - mechanisms for concurrency. The stream paradigm - modularity.
Module 4  (14 Hours)
Metalinguistic Abstraction: Data as Programs - Separating syntactic analysis from execution. Lazy evaluation - Design of interpreter with lazy evaluation.
References:
1. H Abelson, G J Sussman and J sussman,  Structure and Interpretation of Computer Programs (2/e),  Universities Press, 2005.

2. Companion Site to the Textbook. Available at http://mitpress.mit.edu/sicp/ Accessed on December 1, 2010.
EC2014 SIGNALS AND SYSTEMS

Pre-requisite: Nil








     CORE
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Total Hours: 42 Hrs  
Module 1  (11 hours)
Elements of signal theory: Different types of signals, basic operations on signals;  impulse   functions   and   other   singularity functions - Systems : Time-domain  representation  and analysis of   LTI and LSI systems – Convolution -  Convolution sum, convolution integral and their evaluation - Causality and  stability considerations.

Module 2 (12 hours)
Signal analysis:  Signals and vectors – inner product of signals – norm- notion of length of signal and distance between signals– orthogonal signal space – Fourier series representation - Fourier Transform and integral – Fourier Transform theorems – power spectral density and energy spectral density – Hilbert Transform – In-phase and quadrature representation of bandpass signals - Frequency domain analysis of LTI systems: Frequency response Function – signal transmission through a linear system – ideal filters – band width and rise time

Module 3 ( 8 hours)
Sampling: sampling theorem – sampling with Zero Order Hold and reconstruction – interpolation

Frequency analysis of discrete time signals and systems – Discrete time Fourier series and  Discrete time Fourier Transform – Frequency response function – Discrete Fourier Transform.

Module 4 (11 hours)
Laplace transform: Region of convergence – Analysis of continuous time systems – Transfer function – Frequency response from pole – zero plot

Z-transform: Region of convergence – Properties of ROC and Z transform - Analysis of LSI systems - Transfer function- Frequency response from pole – zero plot  

References:
1. B. P. Lathi, Linear Systems and Signals, Oxford University Press, 2002. 

2. Oppenheim A.V., Willsky A.S. & Nawab S.H., Signals and Systems, Second edition , Tata McGraw Hill

3. Haykin S. & Veen B.V., Signals & Systems,1999, John Wiley

4. Taylor F.H., Principles of Signals & Systems,1994, McGraw Hill

CS2091 LOGIC DESIGN LABORATORY

Pre-requisite: Nil








     CORE

	L
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	C
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	3
	3


Course Outcomes:   

1. Engineering knowledge : Students will be adept in Circuit designing-implementing-optimizing-and solving them to precision. They will be familiarized with the role of clock pulses in TTL gates. 
2. Problem analysis : Students learn to solve problems using K-Map, Quine–McCluskey methods. They also acquire knowledge in standardizing the problem to a common number system. They become familiar in using MUX, DEMUX as a part of problem solving.
3. Design/development of solutions : They acquire knowledge in handling and modifying the chip design/circuit design using the Training Set. They can write effective programs in VERILOG and VHDL to create circuit design.
4. Conduct investigations of complex problems : There will be a session to

- Discuss about the design for testability to spot the flaw occurred in circuit design.
- Demonstrate parity checking, which  is a challenging task in context of computer networks

5. Modern tool usage: Apart from the Training kit, students will be familiar with various computer aided tools like VERILOG and VHDL that will help students to pursue research in collaboration with electronic engineering students.

6. The engineer and society : This will also help students in imparting the skill set in problem solving using assembly language programming. They will be in a strong position to impart knowledge to the engineering community on Logic design.

7. Ethics: They will be in position to comment and correct the existing design in a judicious manner, and thereby contribute positively in making a better cost effective design.

8. Individual and team work : Students will acquire good team spirit by the end of the course. In the labs, they are made to do the design and implementation both as a team and sometimes as individual work. This experience will help them in gelling with any new team.

9. Communication : Suggestive ideas from the students might make an improvement in the existing problem solving method. All good ideas will find a place in the text books of the future.
10. Life-long learning : Once learned this course will help them in understanding the complex intricacies that are involved in subjects like Operating system, computer architecture etc.

Total Hours: 56 Hrs  

Theory (14 Hours)
Logic gates, adder and subtractor circuits, parity generators, code converters, comparators, multiplexers, demultiplexers, flip-flops, shift registers, counters
Practical (42 Hours)
Design and implementation of logic gates, adder and subtractor circuits, parity generators, code converters, comparators, multiplexers, demultiplexers, flip-flops, shift registers, counters
References:
1. C H Roth and Jr., L L Kinney, Fundamentals of Logic Design, 6/e, Cengage Learning, 2009

2. M M Mano and M D Ciletti, Digital Design, 4/e, Pearson Education, 2008

3. N N Biswas,  Logic Design Theory, Prentice Hall of India, New Delhi, 1993

4. T L Floyd and R P Jain, Digital Fundamentals, 8/e, Pearson Education, 2006
CS2092 PROGRAMMING LABORATORY

Pre-requisite: Nil
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Course Outcomes: 

Practical knowledge in the techniques to control intellectual complexity of programs procedural abstraction, data abstraction, and modular design to build reliable programs.

1. Engineering knowledge : Practical knowledge in the techniques to control intellectual complexity of programs.

2. Design/development of solutions :Ability to implement correct solutions to problems.

3. Modern tool usage  : Practical knowledge of programming language Scheme.

4. Individual and team work : Programming experience.

5. Life-long learning : Practical knowledge in writing reliable programs.

Total Hours: 56 Hrs  

Theory (14 Hours)
Introduction to the language of choice (recommended: Scheme). Overview of concepts and constructs.

Study of synchronization aspects. Interpreter specification.
Practical (42 Hours)
Programming Assignments

1. Simple programs in the language of choice - (recommended Scheme) - evaluating expressions.
2. Programming example with procedures - Operations.

3. Introduction to syntax, semantics and symbolic manipulation in the language. 

4. Combining data and procedural abstractions – Objects.

5. Synchronization and Concurrency examples.

6. Design of a simple language interpreter. 
References:
1. H Abelson, G J Sussman and J sussman,  Structure and Interpretation of Computer Programs (2/e),  Universities Press, 2005.

2. Sample Programming Assignments from Reference 1. Available at http://mitpress.mit.edu/sicp/psets/index.html Accessed on December 1, 2010.
MA2002 MATHEMATICS IV

Pre-requisite: MA 1001 Mathematics I,  MA 1002 Mathematics II


           CORE
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Total Hours: 56 Hrs 
 Module 1: Series Solutions and Special Functions  (15 Hours)
Power series solutions of differential equations, Theory of power series method, Legendre Equation, Legendre Polynomials, Frobenius Method, Bessel’s Equation, Bessel functions, Bessel functions of the second kind, Sturm- Liouville’s Problems, Orthogonal eigenfunction expansions.

Module 2:  Partial differential Equations (16 Hours)
 Basic Concepts, Cauchy’s problem for first order equations, Linear Equations of the first  order, Nonlinear Partial Differential Equations of the first order, Charpit’s Method, Special Types  of first order equations, Classification of second order partial differential equations, Modeling: Vibrating String, Wave equation, Separation of variables, Use of Fourier Series, D’Alembert’s Solution of the wave equation, Heat equation: Solution by Fourier series, Heat equation: solution by Fourier Integrals and transforms, Laplace equation, Solution of a  Partial Differential Equations  by Laplace transforms.
Module 3:  Complex Numbers and Functions (13 Hours)
Complex functions, Derivative , Analytic function, Cauchy- Reimann equations, Laplace’s equation, Geometry of Analytic functions: Conformal mapping, Linear fractional Transformations, Schwarz - Christoffel transformation, Transformation by other functions.

Module 4: Complex Integration (12 Hours)
Line integral in the Complex plane, Cauchy’s Integral Theorem, Cauchy’s Integral formula, Derivatives of analytic functions.Power series, Functions given by power series, Taylor series and Maclaurin’s series. Laurent’s series, Singularities and Zeros, Residue integration method, Evaluation of real Integrals.

References:
1. Kreyszig E, Advanced Engineering Mathematics, 8th Edition, John Wiley & Sons, New York, 1999 . 

2. I.N. Sneddon, Elements of Partial Differential Equations, Dover Publications, 2006.

3. Wylie C. R. & Barret L. C., Advanced Engineering Mathematics, 6th Edition, Mc Graw Hill, New York,1995.

4. Donald W. Trim, Applied Partial Differential Equations, PWS – KENT publishing company, 1994.
CS2004 COMPUTER ORGANIZATION

 Pre-requisite: Nil








      CORE
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Course Outcomes:   

1. Engineering knowledge :Students will learn how to design a modern processor and how to measure the performance of a processor. Students will be able to classify the processor architecture of different company processors.
2. Problem analysis  : Students will be able to design an efficient processor and memory hierarchy employing hardware or software technology.
3. Design/development of solutions : Learning this course will enhance the student’s ability to modify the processor design to achieve maximum performance based on other components in the system. Students will be able to  write assembly language programs and run their program using MIPS simulator.
4. Conduct investigations of complex problems : There will be event to 

· demonstrate programming proficiency using the various addressing modes and data transfer instructions of the target computer

· develop the ability and confidence to use the fundamentals of computer organization as a tool in the engineering of digital systems

5. Modern tool usage  : Students will be familiar with NASM assembler, which is used for programming in Assembly Level Language that helps to deal with computer hardware.

6. The engineer and society : Students can create awareness programme on software and hardware components and its scope in research fields considering “ in 2025” everything will be automated.

7. Ethics : Students are strongly motivated to pursue good conduct and eradicating dishonesty, finding short-cut etc., to achieve in their profession.   However, they are highly trained towards “if not able to trace, make an impact”

8. Life-long learning 

This course will give a clear view of the processor architecture and related issues. The course impart a motivation to pursue research in the area of processor architecture. 

Total Hours: 70 Hrs  
Module 1 (10 (T) + 7(P) Hours)
Computer abstraction and technology: basic principles, hardware components, Measuring performance: evaluating, comparing and summarizing performance.

Instructions: operations and operands of the computer hardware, representing instructions, making decision, supporting procedures, character manipulation, styles of addressing, starting a program.

 
Module 2 (10 (T) + 7(P)  Hours)
Computer arithmetic: signed and unsigned numbers, addition and subtraction, logical operations, constructing an ALU, multiplication and division, floating point representation and arithmetic, Parallelism and computer arithmetic.

 
Module 3 (10 (T) + 7(P) Hours)
The processor: building a data path, simple and multicycle implementations, microprogramming, exceptions, Pipelining, pipeline data path and Control , hazards in pipelined processors
Module 4 (12 (T) + 7(P) Hours)
Memory hierarchy: caches, cache performance, virtual memory, common framework for memory hierarchies

Input/output: I/O performance measures, types and characteristics of I/O devices, buses, interfaces in I/O devices, design of an I/O system, parallelism and I/O.
References: 
1. D. A. Pattersen and J. L. Hennesy, Computer Organisation and Design: The Hardware/ Software Interface, 4/e, Morgan Kaufman, 2009.

2. V. P. Heuring and H. F. Jordan, Computer System Design and Architecture, Prentice Hall, 2003.

CS2005 DATA STURCTURES AND ALGORITHMS

 Pre-requisite: Nil








      CORE

	L
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	P
	C
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	4


Course Outcomes:

1. Engineering knowledge : The engineering knowledge of the student gets the following addition after undergoing the course: Simple data structures and the relevance of different data structures, the concept of algorithms and their role in computing.
2. Problem analysis : Several analysis techniques are studied as a part of this course. 

a. The role and method for asymptotic analysis of algorithms for assessing their time and space complexities

b. Analyzing algorithms for correctness 

c. Analysis of the performance of algorithms based on input cases, mainly worst case, best case and expected performance analysis.

d. Analyzing the efficiency of applying different data structure to different application tasks.

3. Design/development of solutions: The course provides the student with situations for designing solutions to problems in the form of class discussions on topics like graph problems, and through problems posted as assignments and examinations. It also provides the student with tools for self assessment of their solutions through correctness checks, time and space efficiency analysis, and reports on the design from the evaluator, thereby getting a feedback on their problem solving skils. 
4. Conduct investigations of complex problems : The course is a first level core course and the primary agenda is foundation building. The scope for research level problems is limited to exceptional students with a research interest in advanced topics in the area.

5. Modern tool usage: Several mathematical tools like asymptotic analysis, logical proofs and probabilistic analysis are learnt as a part of the course.

6. The engineer and society : The knowledge about data structures is crucial to computing, it is required in every useful computing activity that the student may take up later in life in the domain of computing.

7. Environment and sustainability : The course stresses on efficiency in space and time, in computing, which is very useful for the conservation of computing resources and improving productivity. The emphasis on correctness instills the need for taking due care to provide correct solutions, thereby saving several hours of manpower, computing time, power and even disasters due to errors.

8. Ethics: The course lays emphasis on academic integrity.

9. Individual and team work : Individual work is strongly facilitated and assessed, through problems, assignments and examinations.  Group activity gets a lesser focus here due to the fundamental nature of the topic. But a few group assignments and discussions partly contribute towards the development of group working skills.

10. Communication: The course teaches a student to write algorithms in a precise, programming language independent, testable and easily understandable manner, which is a great communication skill. It also makes him understand the method for logically proving designs in a correct manner and the ability to state the correctness in a convincing manner. The ability to write solutions, analysis and proofs in a precise and complete manner is a major takeaway from the course. 

11. Life-long learning: The topic is of lifelong relevance and the interest generated in this course provides for a lifelong interest in the developments in this field, and its applications in various computing domains. 
Total Hours: 56 Hrs  
Module 1   (14 Hours)

Time and space complexity analysis of algorithms - Asymptotic analysis - Big Oh - Omega - theta notations - Searching and Sorting -  Binary search - Quick sort - Heap sort -  priority queue using heap - complexity analysis of search and sorting algorithms - average case analysis of quick sort.  
Module 2   (14 Hours)
Linked lists - Stack and Queue  - Binary tree - in-order, pre-order and post-order traversals - complexity analysis -   representation and evaluation of arithmetic expressions using binary tree -  Binary Search trees - insertion, deletion and search - average case complexity analysis. 
Module 3   (14 Hours)
File structure - Merge sort - B Tree - complexity analysis - Data structures for disjoint sets - union by rank and path compression - complexity analysis - Hash tables.
Module 4   (14 Hours)
Graph representation- DFS, BFS, minimum spanning tree problem - Kruskal's algorithm  - implementation using disjoint set data structure -  complexity analysis – Prim’s algorithm - Shortest path problem - Dijkstra's algorithms - implementation of Prim's and Dijkstra's algorithms using priority queue data structure - complexity analysis. Floyd-Warshall algorithm.
References:     
1. T. H. Cormen, C. E. Lieserson, R. L. Rivest, C. Stein, Introduction to Algorithms (3/e), MIT Press, 2003

2. S. Dasgupta, C. H. Papadimitriou, U. Vazirani, Algorithms, McGraw Hill, 2006

3. A. V. Aho,  J. D. Ullman and  J. E. Hopcroft,  Data Structures and Algorithms, Addison Wesley, 1983.  
CS2006 DISCRETE STRUCTURES

 Pre-requisite: Nil
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Course Outcomes: 
At the end of the course, students are expected to have an understanding of basic proof techniques. This course also provides an introduction to graph theory, combinatorics, discrete probability, relational and algebraic structures. 
1. Engineering knowledge : The course imparts training in proof techniques, modeling problems using discrete models. 

2. Problem analysis  :Problems involving mathematical analysis and proving facts.
3. Conduct investigations of complex problems : Mathematical problem solving.
4. Individual and team work :Individual work in problem solving.
5. Communication : A theorem-proof course, hence provide strong training in mathematical analysis and proof development. 

6. Life-long learning :  The mathematical maturity achieved in the process helps modeling skills, and also sets the base for further studies in algorithms, theory of computing etc. 
Total Hours:56 Hrs  

Module 1   (14 Hours)
Combinatorics:   Asymptotic analysis of recurrence - solution to linear recurrence relations -  Master's theorem, Recurrence relations with full history.   

Module 2   (14 Hours)
Probability:  Discrete probability spaces, random variables - Bernoulli, binomial and geometric random variables - conditional probability - Bayes theorem - linearity of expectations - Markov and Chebyshev inequalities - weak law of large numbers 

Module 3   (14 Hours)
Algebra: Groups, Lagrange's theorem, Homomorphism theorem, Rings and Fields, Structure of the ring Zn and the unit group Zn*.  

Module 4   (14 Hours)
Logic and Set Theory: Resolution in propositional logic - introduction to first order logic - set theory - countable and uncountable sets - diagonalization.

References:     
1. R. P. Grimaldi, Discrete and Combinatorial Mathematics: An Applied Introduction, Addison Wesley, 1998.

2. L. Lovasz, J. Pelikan and K. Vesziergombi, Discrete Mathematics, Springer, 2003.  

3. I. M. Copi, Symbolic logic, Prentice Hall, 1979
CS2093 HARDWARE LABORATORY

Pre-requisite: Nil
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Course Outcomes:   

1. Engineering knowledge :

    Learn 80x86 architecture

    Understand the 80x86 instruction set

    Able to write assembly language program for using integer and floating point operations.
2. Problem analysis  :Students will be able to write assembly language program for different integer and floating point applications.

3. Design/development of solutions :Learning this course will enhance the student’s ability to think at a lower level of programming(at machine language level) to solve problems where efficiency and memory space are the concern.

4. Conduct investigations of complex problems : There will be event to demonstrate programming proficiency using the various addressing modes and data transfer instructions of the target computer

5. Modern tool usage  : Students will be familiar with NASM assembler, which is used for programming in Assembly Level Language that helps to deal with computer hardware.

6. Ethics: Students are strongly motivated to pursue good conduct and eradicating dishonesty, finding short-cut etc., to achieve in their profession.   However, they are highly trained towards “if not able to trace, make an impact”

7. Individual and team work : Students are motivated to write their own versions of the code by using different combinations of instructions for a given problem
.

8. Life-long learning : This course will give a clear view of the 80x86 processor architecture. The course imparts a motivation to write system software for 80x86 architecture and efficient assembly language program.

Total Hours: 56 Hrs  

Theory (14 Hours) + Practical (42 Hours)

80X86 Assembly language programming:

Integer operations, recursive subroutines, two dimensional arrays (3(T) +12(P) Hours)


String manipulation, floating point operations (2(T) + 6(P) Hours)


DOS and BIOS interrupts. (2(T) + 6(P) Hours)

Embedded system experiments (RTLinux). (3(T) + 9(P) Hours)

Cache simulator – Performance evaluation of various cache organizations optimizations (2(T) +6(P) Hours)

Familiarization of PC hardware and trouble shooting (2(T) +3(P) Hours)

References:     
1. Peter Abel IBM PC Assembly Language and Programming (5/e), Prentice Hall, 2001.

2. Barry B Brey, Intel Microprocessors: Architecture and Programming, Prentice Hall, 2008.

CS2094 DATA STRUCTURES LABORATORY

Pre-requisite: Nil








     CORE

	L
	T
	P
	C

	1
	0
	3
	3


Course Outcomes:
1. Engineering knowledge :
a. Implementation aspects of searching, sorting and graph algorithms and the practical relevance of their theoretical time and space complexities

b. Implementation techniques for simple data structures like stacks, queues, linked lists, trees, binary search tree and hash tables and the practical aspects of their use in different applications.

 2. Problem analysis : The students learns to analyze the computing problems given and assess the suitability of different data structures and algorithms to solve the problem.

3. Design/development of solutions :The student learns to use simple data structures like arrays,  stacks, queues, linked lists, hash tables, binary search trees, trees and graphs in solving computing problems, and to modify or tune them to specific application scenarios.  The student also learns to assess the role of algorithmic solutions and devise new algorithms for given problems. 

4. Conduct investigations of complex problems : The scope for research level problems is limited due to the fundamental nature of this first level course, but it can be done for a few highly motivated and exceptional students.

5. Modern tool usage: The use of compilers of different programming languages, random number generators, debuggers, operating system tools for measuring time and memory consumption, are some of the tools familiarized as a part of the course.

6. The engineer and society : Programming skills, and a fundamental knowledge of using data structures judiciously in a computing problem, are essential for developing robust and reliable computing solutions. The role of such computing solutions is crucial for daily life in the present times, and is expected to become a critical component of the daily life and routine of the common man in the near future. hence engineers with such skills are absolutely essential to society.

7. Environment and sustainability : The course stresses on solutions' efficiency and its assessment. Computing time of solutions has a direct impact on power consumption, scalability of solutions and the necessity for network communication. Conserving all these is essential for the environment. Memory space consumption affects the running time of programming solutions and also determines the need for the upgrading the basic computing infrastructure, which basically influences the ustainability of infrastructure and the computing solutions. memory and time efficient scalable programs can result in the reduction of e-waste, and power consumption.

 8. Ethics:  The students are strictly required to practice ethics of computing, and the confidence to write and execute programs individually is nurtured and strengthened, in this lab.

9. Individual and team work : The students' confidence in problem solving, designing solutions, implementing them and testing them is built up by a systematic process of assignments, evaluations and tests. Team work is not formally stressed, but is implicit through discussion fora.

10. Communication : Programming as a communication skill, and the ability to write understandable programs and demonstrate them contributes to the development of communication skills in the student.

11. Project management and finance : These are not included formally, but project management is implied through the larger problem solving assignment sets, and their completion on given time and infrastructure constraints, amidst other academic and non academic activities.

12. Life-long learning: The course instills good programming practices, along with the knowledge about fundamental data structuring mechanisms which is a lifelong asset, and would reflect in all the programming and problem solving activities undertaken by the student later in his life. Such a person would naturally be on the lookout for newer developments in the area, and the differences caused by changes in computing paradigms through time. 

Total Hours: 56 Hrs  

Theory (14 Hours)
Review of dynamic memory allocation - use of pointers - review of recursion.  File organization.  

Practical (42 Hours)
1.  Searching:  Binary search implementation

2.  Sorting: Heap sort, Quick sort and Merge sort implementation

3.  Stack and Queue implementation using linked list

4.  Arithmetic expression to postfix

5.  Postfix to expression tree, tree traversal and evaluation

6.  Binary search tree - insert, delete and search

7.  Linear time DFS and BFS implementation with adjacency list representation

8.  Kruskal's algorithm implementation in O((n+e)log n) complexity.

9.  Prim's algorithm implementation in O((n+e) log n) complexity.   

10 Dijskstra's algorithm implementation in O((n+e) log n) complexity.

References:
1. T. H. Cormen, C. E. Lieserson and R. L. Rivest, Introduction to Algorithms, PHI, 1998

2. S. Sahni, Data structures, Algorithms, and Applications in C++,  McGraw Hill, 1998

CS3001 THEORY OF COMPUTATION

 Pre-requisite: Nil
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Course Outcomes: 
This course educates the student about various models of computation and the fundamental limits of computation. 
1. Engineering knowledge : Discretion - knowledge of what is solvable and what is not. 
2. Problem analysis : Methods to classify problems and place them in the right level of complexity. 
3. Conduct investigations of complex problems: Mathematical classification of problems according to complexity. 
4. Individual and team work : Individual work in problem solving. 
5. Communication : A theorem-proof course, hence provide strong training in mathematical analysis and proof development. 
6. Life-long learning : The mathematical maturity achieved in the process helps modeling skills, and also sets the base for further studies in algorithms, complexity theory etc. This is a fundamental course that forms the prerequisites for further learning in theoretical computer science. 
Total Hours: 56 Hrs  
Module 1   (14 Hours)

Basic concepts of Languages, Automata and Grammar. Regular Languages - Regular expression - finite automata equivalence, Myhill Nerode theorem and DFA State Minimization, Pumping Lemma and proof for existence of non-regular languages.

Module 2   (14 Hours)
Context Free languages, CFL-PDA equivalence, Pumping Lemma and proof for existence of non- Context Free  languages, CYK Algorithm,  Deterministic CFLs.

Module 3   (14 Hours)
Turing Machines: recursive and recursively enumerable languages, Universality of Turing Machine, Church Thesis. Chomsky Hierarchy, Undecidability, Reducibility Undecidability: Recursive and Recursively enumerable sets,  Rice Theorems., Recursion Theorem, Turing Reducibility,  Hierarchy theorems, 

Module 4   (14 Hours)
Complexity:  P, NP, NP Completeness, PSPACE and Log space. Logic: Propositional logic, compactness, Decidability, Resolution
References:
1. M. Sipser, Introduction to the Theory of Computation, Thomson, 2001.
2. C. H. Papadimitriou., Computational Complexity, Addison Wesley, 1994.
3. Jerome Keisler  H. Joel Robbin,  Mathematical Logic and Computability, McGraw-Hill International Editions, 2000.
4. C. H. Papadimitriou, H. Lewis, Elements of Theory of Computation, Prentice Hall, 1981.
5. J. E. Hopcroft R. Motwani and J. D. Ullman, Introduction to Automata Theory, Languages and Computation, Addison Wesley, 3/e, 2006.

6. J. C. Martin, Introduction to Languages and the Theory of Computation, Mc Graw Hill, 2002.

7. M. R. Garey and D. S. Johnson.  Computers & Intractability, W. H. Freeman & Co., San Francisco, 1979.

8. S. M. Srivastava, A Course on Mathematical Logic, Springer, 2008.
CS3002 DATABASE MANAGEMENT SYSTEMS

 Pre-requisite: Nil
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Course Outcomes:
1. Engineering knowledge : At the end of course, student is expected to have the basic knowledge of designing and creating a database meeting the required conditions, adhering to the required level of design quality. They are also expected to be acquainted with executing various database operations to extract the required data from a database in a secure manner.
2. Problem analysis   : Student is exposed to the challenge of identifying the key aspects of modeling a database from a given mini-world situation, designing a database satisfying a set of design criteria and satisfying a set of security and concurrency conditions.

3. Design/development of solutions  : At the end of the course, student will have the ability to understand the requirements of building a database, followed by designing, creating and handling the required database with the help of modeling tools and database languages.

4. Conduct investigations of complex problems :  As the Internet is growing in its size and techniques day-by-day, the latest research developments happening in these area are introduced in the classroom and this give an opportunity to students to investigate more into their area of interest.

5. Modern tool usage: Students are introduced to commonly used proprietary and open source database packages for getting hands on experience with database languages.

 6. The engineer and society : The knowledge that student obtain from classroom help him/her to address the existing challenges in database research, which will ultimately enhance the quality of database design and operations, saving lots of time and  other resources for the society. 

7. Environment and sustainability : The need for developing environmental friendly databases and their applications are discussed in the classroom. The importance of sustained existence of database, even in the midst of extreme external conditions or database security breach, are introduced to the students.

8. Ethics: Classroom discussions like efficient disk utilization and accessing of databases over network for constructive purposes impart the need for ethics in the subject.

9. Individual and team work : Assignments and course projects are given to improve the students' skill on individual and team work.

10. Communication: Assignments on preparing technical document related to the subject, programming assignments given and the Q&A sessions help students to improve their various communication skills.

11. Project management and finance : Students get project management skills by doing the course project in a time-bound manner.

12. Life-long learning  : As huge amount of various kinds of data are generated and made publicly available by various organizations and millions of applications over Internet, the subject matter generate a high interest to take up this area for a lifelong research or a job. As the field is ever evolving and generating new challenges, one who takes this field as their working area, must polish their aptitude and technical abilities to stay at the forefront.      

Total Hours: 70 Hrs  
Module 1   (10 (T) + 7(P) Hours)

Database System concepts and architecture, Data modeling using Entity Relationship (ER) model and Enhanced ER model, Specialization, Generalization, Data Storage and indexing, Single level and multi level indexing, Dynamic Multi level indexing using B Trees and B+ Trees.

Module 2   (10 (T) + 7(P)  Hours)
The Relational Model, Relational database design using ER to relational mapping, Relational algebra and relational calculus, Tuple Relational Calculus, Domain Relational Calculus, SQL.

Module 3   (10 (T) + 7(P) Hours)
Database design theory and methodology, Functional dependencies and normalization of relations, Normal Forms, Properties of relational decomposition, Algorithms for relational database schema design.

Module 4   (12 (T) + 7(P) Hours)
Transaction processing concepts, Schedules and serializability, Concurrency control, Two Phase Locking Techniques, Optimistic Concurrency Control, Database recovery concepts and techniques, Introduction to database security.

References:     
1. Ramez Elmasri and Shamkant B. Navathe, Fundamentals of Database Systems (5/e), Pearson Education, 2008.

2. Raghu Ramakrishnan and Johannes Gehrke, Database Management Systems (3/e), McGraw Hill, 2003. 

3. Peter Rob and Carlos Coronel, Database Systesm- Design, Implementation and Management (7/e),  Cengage Learning, 2007.

CS3003 OPERATING SYSTEMS
 Pre-requisite: Nil
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Course Outcomes:   

1. Engineering knowledge :Student will learn to design an efficient operating system for the given hardware by looking into the various issues and probable solutions in each phases of the design. 

2. Problem analysis  : Students will be able to compare the advantages and disadvantages of the various design alternatives in each phase of the OS

3. Design/development of solutions: Students will be able to design the solution by looking in to the specific objectives like energy efficiency, memory requirements and processor efficiency.

4. Conduct investigations of complex problems : Skill to determine solution like monolithic or microkernel based approach depending upon the requirement of the hardware and application area is imparted to the students. 

5. Modern tool usage  : As Linux is an open source operating systems all assignments are given to modify/ add functionalities in to the latest kernel. .

6. The engineer and society : Students will be able to add functionality to the existing Linux kernel, this will finally available to public freely 

7. Individual and team work : As operating systems implementation/ modification in Linux are   complex and time consuming task the course project are group activities. This enhance the interaction of the students in the group. 

8. Communication : Students are strongly motivated to attend workshop conducted on Linux operating system to build and join to the different communication bodies related to computer science to hook up some regular updates.

9. Life-long learning : Operating system is a booming area in mobile technology, nowadays. Bearing this in mind, students are advised to have fine-grained touch with the coding strategy in operating system. At times, this will be helpful and the gateway to pursue higher studies on distributed operating system.

Total Hours: 70 Hrs  
Module 1   (10 (T) + 7(P) Hours)

Review of operating system strategies - resources - processes - threads - objects - operating system organization - design factors - functions and implementation considerations - devices - characteristics - controllers - drivers - device management - approaches - buffering - device drivers - typical scenarios such as serial communications - storage devices etc

  
Module 2   (10 (T) + 7(P)  Hours)
Process management - system view - process address space - process and resource abstraction - process hierarchy - scheduling mechanisms - various strategies - synchronization - interacting & coordinating processes - semaphores - deadlock - prevention - avoidance - detection and recovery

  
Module 3   (10 (T) + 7(P) Hours)
Memory management - issues - memory allocation - dynamic relocation - various management strategies - virtual memory - paging - issues and algorithms - segmentation - typical implementations of paging & segmentation systems

  
Module 4   (12 (T) + 7(P) Hours)
File management - files - implementations - storage abstractions - memory mapped files - directories and their implementation - protection and security - policy and mechanism - authentication - authorization - case study of Unix kernel and Microsoft Windows NT (concepts only)

Virtual machines – virtual machine monitors – issues in processor, memory and I/O virtualization, hardware support for virtualization.

References:     
1. Silberschatz, Galvin and Gagne, Operating System Principles, 7/e, 2006, John Wiley

2. William Stallings, Operating Systems, 5/e, Pearson Education

3. Crowley C., Operating Systems- A Design Oriented Approach, Tata McGraw Hill, New Delhi

4. Tanenbaum A. S., Modern Operating Systems, 3/e Prentice Hall, Pearson Education

5. Gary J. Nutt, Operating Systems - A Modern Perspective,3/e   Addison Wesley
  
CS3004 SOFTWARE ENGINEERING

 Pre-requisite: Nil
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Course Outcomes:

Course facilitates students to have an understanding on the basic concepts, principles and theories in software engineering considering both technical and managerial aspects. It is intended to make students to learn different phases in the life cycle of software development and a closer look on various process models available. Student should be able to create well-structured software documentation /deliverables according to standards at each mile stones by making use of formal techniques and specification. Ability to analyze real problems/requirements and design appropriately by developing graphical models that abstracts complex systems. Learn testing principles , strategies and conduct good review processes. 

Student should understand and use standard metrics for software systems in practice. Different aspects in management dimensions such as cost/effort estimation, project scheduling and tracking, risk analysis and management, configuration management and quality assurance. Overview on advanced topics in software engineering like agile software development/Scrum.  

1. Engineering knowledge : Student must be able to comprehend and apply systematic and scientific methods for the creation development and maintenance of software.
 2. Problem analysis : Skill to analyze real problems/requirements, think critically in evaluating information and take design decisions to construct solutions by the choice of appropriate techniques from computing, mathematics and engineering.

 3. Design/development of solutions : Model, design, build, and evaluate software systems of varying complexity based on client requirements, and subject to realistic constraints. Design experiments and think critically in evaluating the design choices made and tradeoffs  considered when developing software systems.
4. Conduct investigations of complex problems : Apply the principles of abstraction and decomposition to deal with complex problems.

Make use of reusable components /CBD

5. Modern tool usage  : Familiarization to free software tools and Rational packages.
6. The engineer and society:  Graduates should act consistently with public interest and enable the technical work in harmony with society while avoiding unethical attitudes among self  and peers.

7. Environment and sustainability: Emphasis on best/agile methodologies, practices and principles that meets customer requirements while taking into account ecology and environment and thus enhances sustainable development.

8. Ethics: Recognize the social, professional, cultural, and ethical issues involved in the use of computer technology and give them due consideration. Commit themselves so as to make software engineering a beneficial and respected profession by adhering to the  code of ethics related to the behavior and decisions made by professional software engineers, including practitioners, educators, managers, supervisors and policy makers, as well as trainees and students of the profession.

9. Individual and team work : Students will be able to demonstrate the team work with an ability to design, develop, test and debug the project by developing professional interaction with each other that can lead to successful completion of project. Work effectively as a member or leader in a team.

10. Communication : Enhances effective communication skill and professionalism. Ability to conduct formal modelling methods to make precise technical documentation and hence communicate technical information effectively in writing

11. Project management and finance : Different aspects of software project management including effective planning, scheduling and tracking techniques. 

Study of different cost/effort estimation techniques, metrics and methods for quality assurance.

Ability to effectively analyze and manage risks.

12. Life-long learning : Acquire  lifelong learning skills regarding the practice of their profession  to cope up with ever changing nature of this discipline and to mould them as independent/self-directed learners.

Total Hours: 70 Hrs  
Module 1   (8 (T) + 7(P) Hours)

Introduction to Software Engineering – Reasons for software project failure – Similarities and differences between software and other engineering products.

Software Development Life Cycle (SDLC) – Overview of Phases.

Detailed Study of Requirements Phase: Importance of Clear Specification – Formal specification methods including algebraic specification in detail. 

Module 2   (15 (T) + 7(P)  Hours)
Problem partitioning (subdivision) -  Power of Abstraction 

Concept of functional decomposition – process modeling - DFDs

Concept of data modeling – ER diagrams

Class and component level designs –  Design  - UML and Design Patterns (only introduction)

Module 3   (8 (T) + 7(P) Hours)
Coding and Testing :

Structured programming – internal documentation and need for standards – Methods of version control - Maintainability.

Introduction to secure programming.

Types of testing – Specification of test cases – Code review process

Module 4   (11 (T) + 7(P) Hours)
Software Project Management: Introduction to metrics. Software Process Models. Costing, Scheduling and Tracking techniques.  Software configuration management - versioning. Reusable components. Mathematical methods of risk assessment and management. Methods of software licensing and introduction to free software.

References:     
1. Roger S Pressman,  Software Engineering: A Practitioner’s Approach (6/e.),  McGraw Hill, 2008.

2. T C Lethbridge and R Laganiere, Object Oriented Software Engineering (1/e), Tata McGraw Hill, 2004. 

3. Pankaj Jalote,  Software Engineering: A Precise Approach (1/e),  Wiley India, 2010.

4. A Shalloway and J Trott, Design Patterns Explained: A new perspective on object oriented design (2/e), Pearson, 2004.
CS3005 COMPILER DESIGN
Pre-requisite: CS2005 Data Structures and Algorithms



      CORE

	L
	T
	P
	C

	3
	0
	2
	4


Course Outcomes: 
Knowledge of the principles and techniques required for writing a compiler.

1. Engineering knowledge : Principles and techniques for writing a compiler.

2. Problem analysis  : Knowledge to do syntax and semantic analysis of programs.

3. Design/development of solutions : Knowledge to design a compiler.

4. The engineer and society : Ability to design complex systems.

5. Individual and team work :  Design experience

6. Project management and finance : Managing large systems

7. Life-long learning : Fundamental priciples of programming language translation

Total Hours: 70 Hrs  
Module 1   (6 (T) + 7(P) Hours)
Introduction to Programming language translation. Lexical analysis: Specification and recognition of tokens.
Module 2   (12 (T) + 7(P)  Hours)
Syntax analysis: Top-down parsing-Recursive descent and Predictive Parsers. Bottom-up Parsing- LR (0), SLR, and LR (1) Parsers.

Module 3   (16 (T) + 7(P) Hours)
Semantic analysis: Type expression, type systems, symbol tables and type checking.

Intermediate code generation: Intermediate languages. Intermediate representation-Three address code and quadruples. Syntax-directed translation of declarations, assignments statements, conditional constructs  and looping constructs.

Module 4   (8 (T) + 7(P) Hours)
Runtime Environments: Storage organization, activation records. Introduction to machine code generation and code optimizations.
References:  
1. Aho A.V.,  Lam M. S., Sethi R., and Ullman J. D.,  Compilers: Principles, Techniques and Tools, Pearson Education,  2007.

2. Appel A.W, and Palsberg J. , Modern Compiler Implementation in Java,  Cambridge University Press, 2002.
CS3006 COMPUTER NETWORKS

Pre-requisite: Nil
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Course Outcomes:
1. Engineering knowledge: At the end of the course, a student is expected to have the basic knowledge of designing and implementing a computer network with emphasis on routing of the network traffic. 
2. Problem analysis  : Student is exposed to the challenge of identifying the key aspects of designing a computer network, designing a computer network satisfying a set of performance criteria and testing the network to verify its correctness.
3. Design/development of solutions : At the end of the course, a student has the ability to understand the requirements of building a computer network, followed by designing and building the required computer network with the help of programming and simulation experiments.
4. Conduct investigations of complex problems : As the Internet is growing in its size and techniques day-by-day, the latest research developments happening in these area are introduced in the classroom and this gives an opportunity to students to investigate more into their area of interest.

5. Modern tool usage  : Students are introduced to commonly used networking tools and also to some of the advanced network simulators/emulators.

6. The engineer and society : The knowledge that student obtain from classroom help him/her to address the existing challenges in computer networking, which will ultimately enhance the quality of data transmission over networks, saving lot of time and  other resources for the betterment of the society. 

7. Environment and sustainability : As there are classroom discussions on the usage of different types of media used for wireless networking, the need for an environmental friendly communication is introduced to the students. Also the need for developing better standards which will last for long term and reduce the environmental hazards if any are also discussed.

8. Ethics:  Classroom discussion like minimizing the wastage of networking resources and accessing of other computing resources over network for constructive purposes impart the need for ethics in the subject.

9. Individual and team work : Assignments and course projects are given to improve the students' skill on individual and team work.

10. Communication : Assignments on preparing technical document related to the subject, programming assignments given and the Q&A sessions help students to improve their various communication skills.

11. Project management and finance : Students get project management skills by doing the course project in a time-bound manner.

12. Life-long learning : As the entire world is connected through Internet, comprising millions of devices, the subject matter generate a high interest to take up this area for a life long research or a job. As the field is ever evolving, one who takes this field as their working area, must polish their aptitude and technical abilities to stay at the forefront.      

Total Hours: 70 Hrs  

Module 1   (10 (T) + 7(P) Hours)

Computer Networks and Internet, the network edge, the network core, network access, delay and loss, protocol layers and services, Application layer protocols, Web 2.0, Socket Programming, 
Module 2   (10 (T) + 7(P)  Hours)
Transport layer services, UDP, TCP, New transport layer Protocols, congestion control, new versions of TCP, Network layer services, routing, IP, routing in Internet, router, IPV6, multicast routing. 
Module 3   (10 (T) + 7(P) Hours)
Link layer services, error detection and correction, multiple access protocols, ARP, Ethernet, hubs, bridges, switches, wireless links, mobility, PPP, ATM, MPLS, VLAN. 
Module 4   (12 (T) + 7(P) Hours)
Multimedia networking, streaming stored audio and video, real-time protocols, security, Cryptography, authentication, integrity, key distribution, network management.

References:     
1. J. F. Kurose and K. W. Ross, Computer Networking: A Top-Down Approach Featuring Internet, 3/e, Pearson Education, 2005. 

2. Peterson L.L. & Davie B.S., Computer Networks, A systems approach, 3/E, Harcourt Asia, 2003. 
3. Andrew S. Tanenbaum, Computer Networks, 3/E, PHI, 1996. 
4. Adrian Farrel, The Internet and its Protocols a Comparative Approach, Elsevier, 2005
5. IEEE/ACM Transactions on Networking 
CS4001 ENVIRONMENTAL STUDIES

 Pre-requisite: Nil
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Course Outcomes:

1. Engineering knowledge : The Environmental Studies in Engineering program is designed to provide a comprehensive knowledge of the fundamental environmental science and engineering principles necessary to solve environmental problems.

2. Problem analysis  :
It is an applied science as its seeks practical answers to making living and non-living sustainable on the earth’s finite resources.

3. Design/development of solutions : An ability to design a system, component, or process to meet desired needs within realistic constraints such as economic, environmental, social, political, ethical, health and safety, manufacturability, and sustainability. 

4. Conduct investigations of complex problems : It is the complex set of physical, geographic, biological, social, cultural and political conditions that surround an individual or organism and that ultimately determine its form and nature of its survival.

1)All factors living and nonliving that affect an individual organism or population at any point in the life cycle.

2) Set of circumstances surrounding a particular occurrence.

3) All the things that surrounds us in the environment.

5. Modern tool usage  : To be familiarize with sensor tools used in the environmental studies like Sensordrone, Lapka Environmental Monitor, Sensaris, Air Quality Egg, AirBot, WaterBot ,Electronic Nose Sensor, Pressure Net ,Broadcom Microchip, iGeigie

6. The engineer and society :
Apply reasoning informed by contextual knowledge to assess societal, health, safety, legal and environmental issues and the consequent responsibilities relevant to professional engineering practice.

7. Environment and sustainability :Understand the impact of professional engineering solutions in societal and Environmental context and demonstrate knowledge of and need for sustainable development.

8. Ethics: Apply ethical principles and commit to professional ethics and responsibilities and norms of engineering practice.

9. Individual and team work : Presentation and demonstration of environmental issues and prepare problem statements, effects and the precaution measures in the mini project as a team work in efficient manner.

10. Communication : Communicate effectively on complex engineering activities with the engineering community and with society at large, such as being able to comprehend and write effective reports and design documentation, make effective presentations and give and received clear instructions.

11. Project management and finance : Demonstrate knowledge and understanding of engineering and management principles and apply these to one’s own work, as a member and leader in a team, to manage projects and in multidisciplinary environments. 

12. Life-long learning : At one end it studies how the life process of a tribal community protects the environment surrounding it; On the other hand it probes what will be the effect of state of the art technology on human environment! Thus the scope of environmental studies is extremely wide and course provides lifelong interest, aptitude and ability for learning.

Total Hours: 42 Hrs  
Module 1   (10 Hours)

Definition, scope and importance - renewable and non-renewable resources -  Natural resources - forest, water, mineral, food and energy and land resources - study of problems - Role of individual in conservation - equitable use of resources and sustainable lifestyles.

Module 2   (10 Hours)
Eco systems - structure and function - producer, consumer and decomposer - energy flow - ecological succession- food chains- forest, grassland, desert and aquatic ecosystems - Biodiversity and conservation.  

Module 3   (10 Hours)
Environmental pollution - air, water, soil, marine, thermal, nuclear and noise pollution- methods of prevention - waste management - disaster management - environmental ethics - sustainable development models - water conservation - climate change and global warming - ozone layer depletion - nuclear holocaust - case studies - consumerism and waste products.  
Module 4   (12 Hours)
Human population and environment - family welfare - human health and environment - human rights.  

References:     
1. E. Bharucha,  Environmental Studies, Universities Press, 2005.  

2. UGC Syllabus on environmental studies available at http://www.ugc.ac.in/inside/syllabus.html accessed on 01-12-2010

MS4003 ECONOMICS
Pre-requisite: Nil
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Total Hours: 42 Hrs

Module 1 (11 hours)
 General Foundations of Economics; Nature of the firm; Forms of organizations-Objectives of firms-Demand analysis and estimation-Individual, Market and Firm demand, Determinants of demand, Elasticity measures and business decision making, Theory of the firm-Production functions in the short and long run

 Module 2  (9 hours)
 Cost concepts- Short run and long run costs- economies and diseconomies of scale, real and pecuniary economies; Product Markets; Market Structure- Competitive market; Imperfect competition (Monopoly, Monopolistic & Oligopoly) and barriers to entry and exit -Pricing in different 
Module 3  (11 hours)
 Macro Economic Aggregates-Gross Domestic Product; Economic Indicators; Models of measuring national income; Inflation ; Fiscal and Monetary Policies ; Monetary system; Money Market, Capital market; Indian stock market; Development Banks; Changing role of Reserve  Bank of India

Module 4 (11 hours)

International trade -   Foreign exchange market- Balance of Payments (BOP) and Trade-Effects of disequilibrium in BOP in business- Trade regulation- Tariff versus quotas- International Trade and development and role of international institutions (World Bank, IMF and WTO) in economic development.

 
References
1. Bo Soderston,International Economics,

2. Gupta, S.B Monetary Economics,. (1994). S. Chand & Co., New Delhi.

3. Gregory.N.Mankiw,Principles of Micro Economics, Cengage Publications,2007

4. Gregory.N.Mankiw ,Principles of Macro Economics, Cengage Publications,2007
5. Indian Economy – Its Development Experience, Misra, S.K. and V.K. Puri (2001)Himalaya Publishing House, Mumbai,2009.

6. Microeconomics, R.S. Pindyck, D.L Rubinfield and P.L. Mehta ,Pearson Education, 2005. Advanced Economic Theory, Micro Economics H.L. Ahuja,Chand Publications,2004.
7. Economics, Samuelson, P.A.;& W.D. Nordhaus , Tata McGraw Hill,18 Ed.,2005.

8. Public Finance , B.P.Tyagi,Jai PrakashNath & Co.,1997.

ME4104 PRINCIPLES OF MANAGEMENT
Prerequisite: Nil                                                                            
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Total Hours: 42 hours

Module 1 (9 Hours)
Introduction to management theory, Characteristics of management, Management as an art – profession, Systems approach to management, Task and responsibilities of a professional manager, Levels of managers and skill required. Management process – planning – mission – objectives – goals – strategy – policies – programmes – procedures. 
Module 2 (9 Hours)
Organizing – principles of organizing – organization structures, Directing – delegation – span of control – leadership – motivation – communication, Controlling.
Module 3 (12 Hours)
Decision making process – decision making under certainty – risk – uncertainty – models of decision making, Project management – critical path method – programme evaluation and review technique – crashing.
Module 4 (12 Hours)
Introduction to functional areas of management, Operations management, Human resources management, Marketing management, Financial management.
References
1. Koontz, H., and Weihrich, H., Essentials of Management: An International Perspective, 8th ed., McGraw Hill, 2009.

2. Hicks, Management: Concepts and Applications, Cengage Learning, 2007.

3. Mahadevan, B., Operations Management, Theory and Practice, Pearson Education Asia, 2009.

4. Kotler, P., Keller, K.L, Koshy, A., and Jha, M., Marketing Management, 13th ed., 2009.

5. Khan, M.Y., and Jain, P.K., Financial Management, Tata-Mcgraw Hill, 2008. 
CS4021 NUMBER THEORY AND CRYPTOGRAPHY

Pre-requisite: Nil








    ELECTIVE
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Course Outcomes:

Knowledge of cryptographic techniques including symmetric and public key crypto systems.

Ability to solve number theoretic problems and understand their connection to crypto systems with some support tools.

Study existing methods for digital signature, digital water marking and other applications of cryptography.

Introduction to network security and their relevance in the current world.

Acquire the ability to analyze the strength of modern day crypto systems and be aware of the security triad - confidentiality, integrity and availability.

1.Engineering knowledge : The student can employ cryptographic techniques to prevent, detect, and mitigate security threats against the network in network security and management mechanisms. 

2. Problem analysis : Skills for writing mathematics proof, constructing mathematical arguments about the security of crypto systems. 

3. Modern tool usage : Familiarity with tools like Pari-GP for working with number theoretic problems. 

4. The engineer and society : The student can contribute to Information and network security which is a major concern in today's world. 

5. Ethics:  Internet privacy. Methods of watermarking, digital signature etc.

6. Life-long learning : Cryptography is an area for critical thinking and the importance of information security and network vulnerabilities induces a lifelong interest for learning.
Total Hours: 70 Hrs  
Module 1 (8 (T) + 7(P) Hours)
Divisibility theory in integers. Extended Euclid’s algorithm. Modular Arithmetic – exponentiation and inversion. Fermat’s Little Theorem, Euler’s Theorem. Solution to congruences, Chinese Remainder Theorem.

Module 2 (12 (T) + 7(P)  Hours)
Review of abstract algebra – Study of Ring Zn, multiplicative group Zn* and finite field Zp – Gauss Theorem (cyclicity of Zp*) -  Quadratic Reciprocity.

Primality Testing – Fermat test, Carmichael numbers, Solovay Strassen Test, Miller Rabin Test - analysis.

Module 3 (13 (T) + 7(P) Hours)
Notions of security.  Introduction to one secret key cryptosystem (DES) and one cryptographic hash scheme (SHA). 

Public Key Cryptosystems – Diffie Hellman Key Agreement Protocol, Knapsack crypto systems, RSA. Elgamal’s encryption and signature scheme.
Module 4 (9 (T) + 7(P) Hours)
Authentication Protocols:  One way and Mutual Authentication, Challenge Response protocols, Lamport’s scheme, Needham Schroeder protocol. Interactive proof systems, Zero Knowledge Proof systems – soundness and completeness – Fiat-Shamir identification scheme.

References:     
1. H. Delfs and H. Knebl, Introduction to Cryptography: Principles and Applications, Springer-Verlag, 2002.

2. Serge Vaudney, A Classical Introduction to Cryptography: Applications for Communications Security, Springer, 2009.

3. Bernard Menezes, Network Security and Cryptography. Cengage Learning, 2010.

4. B A Forouzan and D Mukhopadyay, Cryptography and Network Security(2/e). Tata McGraw Hill, 2010

CS4022 PRINCIPLES OF PROGRAMMING LANGUAGES

Pre-requisite: Nil








     ELECTIVE
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Course Outcomes:

1. Engineering knowledge : The student acquires knowledge in design and implementation of Programming Languages, formal semantics of programming languages, type systems in programming languages, and type safety.

2. Problem analysis :The problem analysis skills are improved by means of assignments and regular evaluations. 

3. Design/development of solutions : Student acquires skills in programming language design, with special emphasize on the type safety aspect of programming languages.

4. Conduct investigations of complex problems : The study of formal systems like lambda calculus, abstractions, and models of computations sets the foundation for any advanced study/research in the theory of programming Languages. 

5. Modern tool usage :The student gets familiarized with the tools required for formally specifying language features. Automatic program development tools are introduced as part of the practical component.

6. The engineer and society : The study of type safety helps the student in designing safe programming languages. It also helps developing systems with minimum runtime errors. 

7. Ethics: The course appraises the need for reliable software.

8. Individual and team work : The assignments are done in an environment where team work is ensured. Every evaluation ensures that individual effort is put in. 

9. Communication : The student learns to write precise mathematical statements about properties of systems, and different proof techniques. The formal systems introduced in the course helps in precise and unambiguous communication of programming language features and properties. 

10. Project management and finance : The practical component develops skills required for software project management.

11. Life-long learning : The course sets the foundation required for clearly understanding the features of any new programming language. The study of formal systems sets the foundation for any advanced study/research in programming Language theory. 

Total Hours: 70 Hrs  
Module 1   (10 (T) + 7(P) Hours)
Programming Languages: Concepts and Constructs. Untyped Arithmetic Expressions – Introduction, Semantics, Evaluation.

Module 2   (10 (T) + 7(P)  Hours)
Untyped Lambda Calculus – Basics, Semantics. Programming in Lambda Calculus.

Module 3   (10 (T) + 7(P) Hours)
Typed Arithmetic Expressions – Types and Typing relations, Type Safety. 

Simply Typed Lambda Calculus – Function types, Typing relations, Properties of typing.

Module 4   (12 (T) + 7(P) Hours)
Extensions to Simply Typed Lambda Calculus – Unit type, Let bindings, Pairs, Records, Sums, Variants, References, Exceptions.

References:     

1. Benjamin C. Pierce,  Types and Programming Languages ,  MIT Press, 2002

2. David A. Schmidt, Programming Language Semantics. In Allen B. Tucker, Ed. Handbook of Computer Science and Engineering,  CRC Press, 1996.

3. Luca Cardelli,  Type Systems. In Allen B. Tucker, Ed. Handbook of Computer Science and Engineering,  CRC Press, 1996.

4. Michael L. Scott, Programming Language Pragmatics, Elsevier (2/e), 2004
CS4023 COMPUTATIONAL INETELLIGENCE

 Pre-requisite: Nil








    ELECTIVE
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Course Outcomes: 

The fundamental concepts like knowledge representation, state space representation and search, and appropriate algorithms along with machine learning techniques will enable the students to build intelligent systems. An insight into the future scope of research and problem analysis can be obtained with this foundation course. 

1. Engineering knowledge: The ability to design, implement and evaluate a computer-based expert system will be acquired by the student.   

2. Problem analysis : The student will learn to apply knowledge representation techniques and problem solving strategies to common AI problems. 

3. Design/development of solutions  : An insight into the future scope of research and problem analysis is possible with this foundation course.         

4. Conduct investigations of complex problems: A feasibility study can be done by the student to analyze and make an outline of the complex problems and the future research probabilities of the problem.        

5. Tool usage : Software tools like LISP and PROLOG are introduced .  

6. The engineer and society : Intelligent systems helps/assists mankind/society in doing laborious/dangerous jobs,as well as helps experts in decision making and reduces the cost by automating various processes.        

7. Environment and sustainability : Intelligent systems helps/assists mankind/society in doing laborious/dangerous jobs, as well as helps experts in decision making and reduces the cost by automating various processes. 

8. Individual and team work  : Group work helps the students to identify the different areas in solving a problem and to divide it among themselves effectively. This will help the students work in an environment.          

9. Communication  : The course has added on to the students oral communication, programming skills, logical proof development and presentation skills.                    

10. Life-long learning : The student will build self-learning and research skills to be able to tackle a topic of interest on his/her own. 

Total Hours: 70 Hrs  
Module 1   (10(T)  + 7(P) Hours)

Artificial Intelligence: History and Applications, Production Systems, Structures and Strategies for state space search- Data driven and goal driven search, Depth First and Breadth First Search, DFS with Iterative Deepening, Heuristic Search- Best First Search, A* Algorithm, AO* Algorithm, Local Search Algorithms and Optimization Problems, Constraint satisfaction, Using heuristics in games- Minimax Search, Alpha Beta Procedure. Implementation of Search Algorithms in LISP.

  
Module 2   (10(T)  + 7(P) Hours)
Knowledge representation - Propositional calculus, Predicate Calculus, Forward and Backward chaining, Theorem proving by Resolution, Answer Extraction, AI Representational Schemes- Semantic Nets, Conceptual Dependency, Scripts, Frames, Introduction to Agent based problem solving. Implementation of Unification,  Resolution and Answer Extraction using Resolution.

Module 3   (10(T)  + 7(P) Hours)
 Machine Learning- Symbol based and Connectionist, Social and Emergent models of learning, Planning-Planning and acting in the real World, The Genetic Algorithm- Genetic Programming, Overview of Expert System Technology- Rule based Expert Systems, Introduction to Natural Language Processing. Implementation of Machine  Learning algorithms. 
Module 4   (12(T)  + 7(P) Hours)
 Languages and Programming Techniques for AI- Introduction to PROLOG and LISP, Search strategies and Logic Programming in LISP, Production System examples in PROLOG.

References:     
1. George F Luger, Artificial Intelligence- Structures and Strategies for Complex Problem Solving, 4/e, 2002, Pearson Education. 

2. E. Rich and K.Knight, Artificial Intelligence, 2/e, Tata McGraw Hill 

3. S Russel and P Norvig, Artificial Intelligence- A Modern Approach, 2/e, Pearson Education, 2002

4. Nils J Nilsson, Artificial Intelligence a new Synthesis,  Elsevier,1998
5. Winston. P. H, LISP, Addison Wesley 

6. Ivan Bratko, Prolog Programming for Artificial Intelligence, 3/e, Addison Wesley, 2000

7. Dr.Russell Eberhart and Dr.Yuhui shi, Computational Intelligence - Concepts to Implementation, Elsevier, 2007

8. Fakhreddine O Karray, Clarence De Silva, Soft Computing and Intelligent Systems Design- Theory tools and Applications, Pearson Education, 2009.
CS4024 INFORMATION THEORY

Pre-requisite: Nil
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Course Outcomes: 

a). Understanding of basic mathematical models of storage and communication. 

b) An understanding of what is not achievable in storage, communication and encryption security. 

1. Engineering knowledge :Apply a), b) above to analyze feasibility of requirement specifications for the design of storage/communication systems.  

2. Problem analysis :Training in mathematical modeling and analysis of the problem domain. 

3. Design/development of solutions :Ability to rule out infeasible requirement specifications in the domain of data compression, communication and encryption. 

4. Conduct investigations of complex problems :Training in modeling communication channels. 

5. Modern tool usage : Probabilistic as a mathematical tool to study data communication.  

6. The engineer and society  : The course does introduce notions of data security at a mathematical way. 

7. Individual and team work : Individual work involving mathematical modeling and analysis of data communication models.  

8. Communication :A theorem-proof course, hence provide strong training in mathematical analysis and proof development.  

9. Life-long learning : The mathematical maturity achieved in the process helps modeling skills, and also sets the base for several advanced subjects, including interdisciplinary areas, even unrelated to computer science like thermodynamics.  

Total Hours: 56 Hrs  
Module 1   (14 Hours)
Foundations:  Review of probability theory, entropy and information, random sources, i.i.d and Markov sources, discrete finite state stationary Markov sources, Entropy rate of stationary sources, Computation of stationary distributions.

Module 2   (14 Hours)
Source Coding:  Prefix and uniquely decodable codes - Kraft's and Macmillan's inequalities - Shannon's source coding theorem - Shannon Fano code, Huffman code - optimality - Lempel Ziv code - optimality for stationary ergodic sources.  

Module 3   (14 Hours)
Channel Coding:  BSC and BEC channel models - Channel capacity - Shannon's channel coding theorem - existence of capacity achieving codes for BEC, Fano-Elias Inequality.  

Module 4   (14 Hours)
Cryptography:  Information theoretic security - Perfect secrecy - Shannon's theorem - perfectly secret codes - Introduction to computational security and pseudo random sources.

References:     
1. T. M. Cover and J. A. Thomas, Elements of Information Theory, Addison Wesley, 1999.  

2. D. J. Mackay, Information Theory, Inference and Learning Algorithms. Cambridge University Press, 2002.

3. H. Delfs and H. Knebl,  Introduction to Cryptography(2/e),  Springer, 2010.
CS4025 GRAPH THEORY AND COMBINATORICS

Pre-requisite: Nil
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Total Hours: 56 Hrs  
Module 1   (14 Hours)

Generating functions and applications:   Power series expansion and generating functions, Catalan and Stirling numbers,  solving recurrence equations using generating functions, Lambert series, Bell series and Dirichlet series, Applications.  

Module 2   (14 Hours)
Existential  Combinatorics:  Ramsey theory, Ramsey theorem, Ramsey numbers,  lower bound for R(k,k),  Lovasz local lemma - bound on R(k,k) using Lovasz lemma, applications of local lemma.

Module 3   (14 Hours)
Matching theory:  Bipartite matching,  Konig's theorem, Hall's Matching Theorem, Network flow, Max flow min cut theorem, integrality, Ford Fulkerson method

Connectivity:  Properties of 2 connected and 3 connected graphs, Menger's theorem, Applications

Module 4   (14 Hours)
Planar graphs and Colouring:  Planar graphs, 5 color theorem, Brook's theorem, edge coloring, Vizing's theorem, list colouring, Thomassen's theorem.  

References:     
1. R. P. Grimaldi, Discrete and Combinatorial Mathematics, Addison Wesley, 1998.

2. R. P.  Stanley. Enumerative Combinatorics,   Cambridge University Press, 2001.

3. P. J. Cameron, Combinatorics:  Topics, Techniques and Algorithms, Cambridge University Press, 1995.
CS4026 COMBINATORIAL ALGORITHMS

Pre-requisite: Nil
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Course Outcomes:

1. Engineering knowledge : The student learns to identify combinatorial optimization problems in real-life problems to be solved using computer programs, and solve them using various techniques of combinatorial algorithms learnt as part of the course.  

2. Problem analysis : Training in analyzing algorithms in general and analysis using techniques of primal-dual theory.

3. Design/development of solutions: Ability to design/develop efficient algorithms for combinatorial optimization problems. 

4. Conduct investigations of complex problems : The student learns to investigate complex combinatorial optimization problems for which efficient exact solutions are unlikely, and gets trained in developing approximate solutions for the same. Such problems are common when one does research in computer science.

5. Modern tool usage : Learns to use the tool of primal-dual theory for designing and analyzing algorithms. 

6. The engineer and society : The course helps the student understand that all problems may not have efficient exact solutions, and many times  approximate solutions are sufficient to solve the problem. 

7. Individual and team work: Enhances individual work involving algorithm design and analysis. 

8. Communication: Provides training in mathematical reasoning.

9.. Life-long learning: The subject trains the student to look for a combinatorial optimization problems in real-life situations, thus developing an interest in continuous learning and application of the subject.

Total Hours: 70 Hrs  
Module 1   (10 (T) + 7(P) Hours)
Network Flows:  Review of graph theory – spanning trees, shortest paths.  Connectivity, Network Flows -  Max flow min cut theorem, algorithms of Ford-Fulkerson, Edmond Karp, preflow-push algorithms.  

Module 2   (10 (T) + 7(P)  Hours)
Primal Dual Theory: Linear programming – Primal dual theory,  LP-duality based algorithm design.  

Applications to Network flow and other combinatorial problems, Applications to graph theory - Konig's theorem, Halls theorem, Menger's theorem.  
Module 3   (10 (T) + 7(P) Hours)
Matching Theory:  Tutte's theorem, Primal dual algorithms – Hungarian algorithm,  Edmond's maximum matching algorithm.  Application to marriage problems, Hopcroft Karp algorithm.  

Module 4   (12 (T) + 7(P) Hours)
Approximation:  Primal Dual approximation algorithms for set cover, Maximum satisfiability, Steiner tree, multicut, Steiner forest, sparsest cut and k-medians.  

References:     
1. D. West, Graph Theory, Prentice Hall, 2002.

2. D. Jungnickel, Graphs Networks and Algorithms, Springer 2005.

3. U. Vazirani,  Approximation Algorithms, Springer 2003.  

4. T. H. Cormen, C. E. Leiserson, R. L. Rivest, S. C. Stein, Introduction to Algorithms (4/e), McGraw Hill, 2010.
CS4027 TOPICS IN ALGORITHMS

Pre-requisite: Nil
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Course Outcomes:

1. Engineering knowledge: Knowledge about different ways to design algorithms, other than the traditional ways. The student learns to solve several difficult problems using computer programs in an efficient manner, using the appropriate technique. 

2. Problem analysis : Training in probabilistic modeling and analysis. 

3. Design/development of solutions : Ability to design algorithms that gives practical solutions that run efficiently.

4. Conduct investigations of complex problems: Gives the student training in mathematical modeling using the techniques of probabilistic analysis that is helpful in their research related fields.

5. Modern tool usage: Probabilistic method as a mathematical tool to analyze algorithms.  

6. The engineer and society: The course introduces randomized algorithms, which helps the student understand that a practical solution to a problem need not be one that is guaranteed to give a correct answer always. 

7. Individual and team work  : Enhances individual work involving detailed mathematical analysis of problems. 

8. Communication: Provides good training in mathematical analysis and arguing out things in a logical way. 

9. Life-long learning : The subject induces interest in learning mathematical concepts and arguing out things logically, some of which are not very intuitive. This helps the student develop a liking for learning similar topics in theoretical computer science.

Total Hours: 56 Hrs  
Module 1   (14 Hours)

Discrete Probability: Probability, Expectations, Tail Bounds, Chernoff Bound, Markov Chains. Random Walks Exponential Generating Functions, homogeneous and non-homogeneous of first and second degrees.  Review of algorithm analysis. 

Module 2   (14 Hours)
Randomized Algorithms, Moments and Deviations. Tail Inequalities. Randomized selection.

Las Vegas Algorithms. Monte Carlo Algorithms. Parallel and Distributed Algorithms.  De-Randomization 

Complexity: Probabilistic Complexity Classes

Module 3   (14 Hours)
Proof Theory.   Examples of probabilistic algorithms. Probabilistic Method and Proofs, Proving that an algorithm is correct 'Almost sure'.  Complexity analysis of probabilistic algorithms, Probabilistic Counting. Super recursive algorithms and inductive Turing machines
Module 4   (14 Hours)
Kolmogorv Complexity – Basic concepts. Models of Computation. Applications to analysis of algorithms. Lower bounds. Relation to Entropy. Kolmogorov complexity and universal probability.  Godel's Incompleteness Theorem. Chatin’s Proof for Godel’s Theorem.
References:   
1. R. Motwani and P. Raghavan, Randomized Algorithms, Cambridge University Press, 1995

2. C. H. Papadimitriou, Computational Complexity, Addison Wesley, 1994

3. Dexter C. Kozen, The Design and Analysis of Algorithms, Springer Verlag N.Y, 1992

4. Ronald Graham, Donald Knuth, Oren Patashnik (1989): Concrete Mathematics, Addison-Wesley, ISBN 0-201-14236-8 

5. Current Literature

CS4028 QUANTUM COMPUTATION

 Pre-requisite: Nil
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Course Outcomes: 

The student learns the qunatum computation model, gates, quantum circuits and study some standard problems solved by such models. The student also learns simple quantum communication models and simple problems. 

1. Engineering knowledge: Being a futuristic model, the scope and extendibility of the techniques learned will only be asserted by time. However, the understanding gained in the fundamental laws of Physics in the process yields considerable insights into the scientific limits achievable in the field of computation and communication.  

2. Problem analysis: Training in mathematical modeling and analysis of the problem domain. 

3. Design/development of solutions : Intricate mathematical analysis and design methods. 

4. Conduct investigations of complex problems : Provides valuable experience in translating the body of mathematics learned during the undergraduate curriculum to computing/communication solutions. 

5. Modern tool usage : Probability and matrix methods.  

6.Environment and sustainability: The notion of energy efficient computation which comes naturally in the context of the quantum computation models. 

7. Individual and team work : Individual work involving mathematical modeling and analysis. 

8. Communication : A theorem-proof course, hence provide strong training in mathematical analysis and proof development.  

9. Life-long learning: The mathematical maturity achieved in the process helps modeling skills. Further, it sets the base for several advanced subjects and Physics.

Total Hours: 56 Hrs  
Module 1   (14 Hours)

Review of Linear Algebra. The postulates of quantum mechanics. Review of Theory of Finite Dimensional Hilbert Spaces and Tensor Products 

Module 2   (14 Hours)
Complexity classes. Models for Quantum Computation. Qubits. Single and multiple qubit gates. Quantum circuits. Bell states.  Single qubit operations. Controlled operations and measurement. Universal quantum gates. Quantum Complexity classes and relationship with classical complexity classes

Module 3   (14 Hours)
Quantum Algorithms – Quantum search algorithm -  geometric visualization and performance. 
Quantum search as a quantum simulation. Speeding up the solution of NP Complete problems. 
Quantum search as an unstructured database. Grover’s and Shor’s Algorithms. 

Module 4   (14 Hours)
Introduction to Quantum Coding Theory. Quantum error correction. The Shor code. Discretization of errors, Independent error models, Degenerate Codes. The quantum Hamming bound. Constructing quantum codes – Classical linear codes, Shannon entropy and Von Neuman Entropy.

References:     
1. Nielsen, Michael A., and Isaac L. Chuang, Quantum Computation and Quantum Information. Cambridge, UK, Cambridge University Press, September 2002
 2. Gruska, J. Quantum Computing, McGraw Hill, 1999.

3. Halmos, P. R. Finite Dimensional Vector Spaces, Van Nostrand, 1958.
4.  Peres, Asher. Quantum Theory: Concepts and Methods. New York, NY: Springer, 1993. ISBN: 9780792325499.
CS4029 TOPICS IN THEORY OF COMPUTATION

 Pre-requisite: CS3001 Theory of Computation
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Total Hours: 56 Hrs  
Module 1   (14 Hours)

Recursion, The primitive recursive functions, Turing machines, Arithmetization, Coding functions , The normal form theorem, The basic equivalence and Church’s thesis, Canonical coding of finite sets, Computable and computably enumerable sets,  Diagonalization, Computably enumerable sets , Undecidable sets , Uniformity, Many-one reducibility, The recursion theorem, Proof for Godel’s Incompleteness Theorem based on Recursion theorem.
Module 2   (14 Hours)
The arithmetical hierarchy, Computing levels in the arithmetical hierarchy , Relativized computation and Turing degrees, Turing reducibility , Limit computable sets,  Incomparable degrees 

Module 3   (14 Hours)
The priority method,  Diagonalization, Turing incomparable  sets , Undecidability ,  Constructivism, randomness and Kolmogorov complexity, Compressibility and randomness, Undecidability

Module 4   (14  Hours)
Scheme, programming and computability theory based on a term-rewriting, "substitution" model of computation by Scheme programs with side-effects; computation as algebraic manipulation: Scheme evaluation as algebraic manipulation and term rewriting theory.
References:     
1. R. I. Soare, Recursively enumerable sets and degrees, Springer-Verlag, 1987

2. G. E. Sacks, Higher recursion theory, Springer Verlag, 1990.

3. M. Li and P. Vitányi, An introduction to Kolmogorov complexity and its applications, Springer-Verlag, 1993

4. Dexter C. Kozen, Automata and Computability, Springer-Verlag, Inc., New York, NY, 1997.

5. S. C. Kleene, Introduction to Metamathematics, Van Nostrand Co., Inc., Princeton, New Jersey, 1950.

6. MIT OpenCourseWare  on Computability Theory of and with Scheme at http://ocw.mit.edu/courses/electrical-engineering-and-computer-science/6-844-computability-theory-of-and-with-scheme-spring-2003/ accessed on 26/11/2010
CS4030 COMPUTATIONAL COMPLEXITY

 Pre-requisite: Nil
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Course Outcomes: 

At the end of the course, the student will learn basic complexity classes involving space, time, parallelism, oracle models, interactive protocols and approximation. The inter-relationships between the classes will also be discussed. 

1. Engineering knowledge :The course helps the student in grasping the complexity of a given unknown problem before attempting its solution. This allows her/him to approach the problem using the most appropriate methodology for instance whether parallelization/randomization will work for the problem or whether only an approximate solution is practically computable etc.  

2. Problem analysis :The student learns the powerful methods of reductions to correlate the unknown problem with the known problem. 

3. Design/development of solutions: Though this is not the objective of the course, a limited exposure to prototypical examples in various models of computation will be discussed. 

4. Conduct investigations of complex problems :The course involves exercises in the complexity analysis of problems. 

5. Modern tool usage : The course draws tools and methods from discrete mathematics. The student gets acquainted to these methods. 

6. Individual and team work : Individual work involving mathematical modeling and analysis.  

7. Communication : A theorem-proof course, hence provide strong training in mathematical analysis and proof development. 

8. Life-long learning : The course is a fundamental pre-requisite to advanced studies in any field of theoretical computer science. 

Total Hours: 56 Hrs  
Module 1   (14 Hours)
Review of Complexity Classes, NP and NP Completeness, Space Complexity, Hierarchies, Circuit satisfiability, Savitch and Immerman theorems, Karp Lipton Theorem.
Module 2   (14 Hours)
Randomized Complexity classes, Adleman's theorem, Sipser Gacs theorem,  Randomized Reductions, Counting Complexity, Permanent’s and Valiant’s Theorem
Module 3   (14 Hours)
Parallel complexity, P-completeness, Sup-liner space classes, Renegold's theorem, Polynomial hierarchy and Toda's theorem

Module 4   (14 Hours)
Arthur Merlin games, Graph Isomorphism problem, Goldwasser-Sipser theorem, Interactive Proofs, Shamir's theorem.  

References:     
1. S. Arora, B. Barak, Computational Complexity:  A Modern Approach, Cambridge University Press, 2009.  

2. Papadimtriou C. H..,  Computational Complexity,  Addison Wesley, First Edition, 1993
3. Motwani R, Randomized Algorithms, Cambridge University Press, 1995.

4. Vazirani V.,  Approximation Algorithms,  Springer, First Edition, 2004.
CS4031 COMPUTATIOAL ALGEBRA

Pre-requisite: Nil








    ELECTIVE

	L
	T
	P
	C

	3
	0
	2
	4


Course Outcomes:

 At the end of the course, students are expected to have an understanding of the algorithmic solutions to certain important computational problems in algebra, insights into the methodology of algorithm design for such problems, and an appreciation of the application of these methods in practice. 

1. Engineering knowledge :The problems and solutions studied in this course like algorithms for discrete fourier transform, GCD computation and its applications, factorization of polynomials over finite fields are important engineering problems that get applied in several fields like error control codes, cryptography etc.  

2. Problem analysis :The student gains exposure to analysis of computational questions in algebra using methods from algebra and linear algebra. 

3. Design/development of solutions :Some discussion on the application of the algorithms to solve real problems in coding theory/cryptography. However, this is not the focus area of the course. 

4. Conduct investigations of complex problems : The problems studied in the course are mathematically challenging. However, the course does not focus on investigating solutions of open problems. 

5. Modern tool usage : Some exposure with software tools which uses computational algebra.  

6. Individual and team work : Individual work involving mathematical modeling and analysis.  

7. Communication : A theorem-proof course, hence provide strong training in mathematical analysis and proof development. 

8. Life-long learning: The mathematical maturity achieved in the process helps modeling skills, and also sets the base for further studies in cryptography, communication theory and other areas involving methods in algebra. 
Total Hours: 70 Hrs  
Module 1   (10 (T) + 7(P) Hours)
Number Theory: Review of groups and rings and vector spaces, Euclid's algorithm, Structure of the ring  Z_n Algorithms for computation in the ring Z_n - modular inversion, exponentiation, Chinese remaindering.  

Module 2   (10 (T) + 7(P)  Hours)
Finite fields:  Structure theory of finite fields - Factorization of polynomials over finite fields - Berlekamp's algorithm, Cantor Zassenhaus algorithm, Fourier Transform algorithm for finite fields. 

Module 3   (10 (T) + 7(P) Hours)
Primality Testing:  Solovay Strassen test, Miller Rabin test, Agrawal, Kayal Saxena algorithm.  

Module 4   (12 (T) + 7(P) Hours)
Applications: Euclid's algorithm for rational polynomial approximation and decoding BCH and RS codes.  Applications to public key cryptography. 

References:     
1. V. Shoup, A computational Introduction to Number Theory and Algebra, Cambridge University Press, 2005.

2. H. Delfs and H. Knebl, Introduction to Cryptography, Springer, 1998.

3. J. von zur Gathen, Modern Computer Algebra, Cambridge University Press, 2003.

4. W. C. Huffman and V. Pless, Fundamentals of Error Correcting Codes, Cambridge University press, 2003.

CS4032 COMPUTER ARCHITECTURE

Pre-requisite: Nil
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Course Outcomes:   

1. Engineering knowledge : Students will be able to understand and design a new processor by exploring the various ILP , TLP and DLP techniques.  

2. Problem analysis : Students analyze the optimization techniques employed in memory hierarchy design, Instruction Level Parallelism (static and dynamic scheduling strategy) and multicore More specifically, students are involved to work with dynamic scheduling strategy such as Tomasulo and speculation algorithm. 

3. Design/development of solutions : Students will be able to design a new processor by exploring the various ILP , TLP and DLP techniques based on the current trends in technology like IC technology , memory technology , network technology etc.   

4. Conduct investigations of complex problems : After explaining every major topic, a case study of the latest processor available in the market is conducted to understand the concepts, complexity of the design and issues in the implementation. 

5. Modern tool usage : The following tools/Languages are used to implement the concepts

i)Simple scalar Toll kit

ii)CUDA programming

iii)OpenMP and MPI programming

6. The engineer and society : One of the emphasize of this course is the issue of Power and Energy.

7. Ethics : Students are strongly motivated to pursue good conduct and eradicating dishonesty, finding short-cut etc., to achieve in their profession.   However, they are highly trained towards “if not able to trace, make an impact”

8. Individual and team work: The assignments are individual assignment and team project. 

9. Life-long learning: Clear understanding of the processor architecture is required to develop systems programs like operating systems, compilers etc. This course gives a clear direction for research the area of Computer Architecture and architectural support for OS and compilers etc. 

Total Hours: 70 Hrs  
Module 1   (8(T) + 7(P) Hours)
Fundamentals – Technology trend -performance measurement –Comparing and summarizing performance- quantitative principles of computer design –Amdahl’s law- instruction set architectures – memory addressing-  –type  and size operand - encoding an instruction set - role of compilers  - case study – MIPS 64 architecture – Review of  pipelining  - MIPS architecture
Module 2   (10(T)   + 7(P) Hours)
Instruction level parallelism  and its limits  - dynamic scheduling –-dynamic hardware prediction - multiple issue processor – multiple issue with dynamic scheduling-hardware based speculation- limitation of ILP-Case study P6 micro-architecture  Introduction to multicore processors, 
Module 3   (16(T)  + 12(P) Hours)
Multiprocessor and thread level parallelism- classification of parallel architecture-models of communication and memory architecture-Symmetric shared memory architecture-cache coherence protocols-distributed shared memory architecture-directory based cache coherence protocol- Memory consistency-relaxed consistency models multi threading- exploiting thread level parallelism multicore architecture, Memory hierarchy design - reducing cache misses and miss penalty, reducing hit time - main memory organization - virtual memory and its protection -. Memory issues in multicore processor based systems
 
Module 4   (8(T)   +  2(P) Hours)
Storage Systems, Faults and reliability, Networks, Queuing, Design of storage systems – case studies
References 

1. Hennesy J. L. & Pattersen D. A., Andrea C. Arpaci-Dusseau, Computer Architecture: A Quantitative approach, 4/e, Morgan Kaufman, 2007

2. Pattersen D. A. & Hennesy J. L., Computer Organisation and Design: The Hardware/ Software Interface, 3/e, Harcourt Asia Pte Ltd (Morgan Kaufman), Singapore
CS4033 DISTRIBUTED COMPUTING
Pre-requisite:  CS2005 Data Structures and Algorithms
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Course Outcomes:

1. Engineering knowledge The engineering knowledge of the student gets the following addition after undergoing the course:Simple data structures and the relevance of different data structures, the concept of algorithms and their role in computing         

2. Problem analysis : Several analysis techniques are studied as a part of this course. 

a. The role and method for asymptotic analysis of algorithms for assessing their time and space complexities 

b. Analyzing algorithms for correctness 

c. Analysis of the performance of algorithms based on input cases, mainly worst case, best case and expected performance analysis.

d. Analyzing the efficiency of applying different data structure to different application tasks.        

3. Design/development of solutions: The course provides the student with situations for designing solutions to problems in the form of class discussions on topics like graph problems, and through problems posted as assignments and examinations. It also provides the student with tools for self assessment of their solutions through correctness checks, time and space efficiency analysis, and reports on the design from the evaluator, thereby getting a feedback on their problem solving skills.      

4. Conduct investigations of complex problems : The course is a first level core course and the primary agenda is foundation building. The scope for research level problems is limited to exceptional students with a research interest in advanced topics in the area.

5. Modern tool usage : Several mathematical tools like asymptotic analysis, logical proofs and probabilistic analysis are learnt as a part of the course. 

6. The engineer and society : The knowledge about data structures is crucial to computing, it is required in every useful computing activity that the student may take up later in life in the domain of computing.        

7. Environment and sustainability : The course stresses on efficiency in space and time, in computing, which is very useful for the conservation of computing resources and improving productivity. The emphasis on correctness instills the need for taking due care to provide correct solutions, thereby saving several hours of manpower, computing time, power and even disasters due to errors.

8. Ethics: The course lays emphasis on academic integrity.

9. Individual and team work : Individual work is strongly facilitated and assessed, through problems, assignments and examinations.  Group activity gets a lesser focus here due to the fundamental nature of the topic. But a few group assignments and discussions partly contribute towards the development of group working skills. 

10. Communication: The course teaches a student to write algorithms in a precise, programming language independent, testable and easily understandable manner, which is a great communication skill. It also makes him understand the method for logically proving designs in a correct manner and the ability to state the correctness in a convincing manner. The ability to write solutions, analysis and proofs in a precise and complete manner is a major takeaway from the course.           

11. Life-long learning: The topic is of lifelong relevance and the interest generated in this course provides for a lifelong interest in the developments in this field, and its applications in various computing domains.           

Total Hours: 70 Hrs  
Module 1   (10(T)  + 7(P) Hours)

Characteristics of Distributed Systems, Distributed systems Versus Parallel systems, Models of  distributed systems, Happened Before and Potential Causality Model, Models based on States, Logical clocks, Vector clocks, Verifying clock algorithms, Direct dependency clocks.
Module 2   (10(T)  + 7(P) Hours)
Mutual exclusion using Time stamps, Distributed Mutual Exclusion (DME) using timestamps, token and Quorums, Centralized and distributed algorithms, proofs of correctness and complexity analysis. Drinking philosophers problem, Dining philosophers problem under heavy and light load conditions. Implementation and performance evaluation of DME algorithms.
Module 3   (10(T)  + 7(P) Hours)
Leader election algorithms, Global state detection, Global predicates, Termination Detection, Control of distributed computation, disjunctive predicates.  Performance evaluation of leader election algorithms on simulated environments.
Module 4   (12(T)  + 7(P) Hours)
Self stabilization, knowledge and common knowledge, Distributed consensus, Consensus under Asynchrony and Synchrony, Check pointing for Recovery, R- Graphs
References:     
1. Vijay K. Garg., Elements of Distributed Computing, Wiley & Sons, 2002

2. Sukumar Ghosh, Distributed Systems An Algorithmic Approach, Chapman & Hall, CRC Computer and Information Science Series, 2006.
3. Tanenbaum S, Distributed Operating Systems, Pearson Education.,2005

4. Coulouris G, Dollimore J. & Kindberg T., Distributed Systems Concepts And Design, 2/e, Addison Wesley 2004

5. Chow R. and Johnson T., Distributed Operating Systems and Algorithms, Addison Wesley, 2002

CS4034 MIDDLEWARE TECHNOLOGIES
Pre-requisite: CS4033 Distributed Computing
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Course Outcomes:

1. Engineering knowledge : The engineering knowledge of the student gets the following additions after undergoing the course: The concepts of content based routing, publish subscribe model of computing, peer to peer systems, distributed algorithms and their role in computing.         

2. Problem analysis: Several analysis techniques are studied as a part of this course. a. Asymptotic analysis of algorithms for assessing their message ( time)  and space complexities

b. Analyzing algorithms for correctness, safety and liveness. 

c. Analysis of the performance of algorithms based on input cases.        

3. Design/development of solutions:The course provides the student with situations for designing solutions to problems in the form of class discussions on topics like routing algorithms, composite event handling etc.        

4. Conduct investigations of complex problems : The course is a second  level course with focus on research and current trends of the field. There is a term paper activity in the course where students have to survey on some research topics in the area, write a technical report on the topic given and present in the class.

5. Modern tool usage : Laboratory exercises which in turn require the use of systems like IBM websphere, JMS are given. 

6. The engineer and society: The knowledge of distributed event based sytems and middleware will help the students throughout their career. The importance of these topics in the computing field is increasing especially with the advances happening in the Internet.         

7. Environment and sustainability : The course stresses on efficiency in time and space, in computing, which is very useful for the conservation of computing resources and improving productivity. 

8. Ethics: The course lays emphasis on academic integrity.

9. Individual and team work: There are quizzes, examinations and programming assignments which the students have to do individually. Also there are group activities like term paper writing and term projects, given as part of the course.          

10. Communication: The ability to develop solutions, do analysis and prove the correctness in a precise and complete manner is a major takeaway from the course.           

11. Project management and finance: There are term projects given which are to be completed within the deadlines specified. This activity contributes to the project management skills of the students.         

12. Life-long learning: The topics discussed are very much connected to Intenet based computing. As the importance of the Internet is increasing day by day, the concepts studied in this course will be useful to the students throughout in her/his career in the IT field. 
Total Hours: 70 Hrs  
Module 1   (10 (T) + 7(P) Hours)

Publish/Subscribe matching algorithm, event based systems, notification filtering mechanisms, Composite event processing, content based routing, content based models and matching, matching algorithms, distributed hash tables (DHT)
Module 2   (10 (T) + 7(P)  Hours)
Distributed notification routing, content based routing algorithms, engineering event based systems, Accessing publish/subscribe functionality using APIs. Scoping, event based systems with scopes, notification mappings, transmission policies, implementation strategies for scoping.
Module 3   (10 (T) + 7(P) Hours)
Composite event detection, detection architectures, security, fault tolerance, congestion control, mobility, existing notification standards- JMS, DDS, HLA.
Module 4   (12 (T) + 7(P) Hours)
Topic based systems, Overlays, P2P systems, overlay routing, Case studies- REBECA, HERMES, Gryphon. Commercial systems- IBM Websphere MQ, TIBCO Rendezvous.
References:     
1. Gero Muhl, Ludger Fiege, Peter R. Pietzuch, Distributed Event Based Systems. Springer, 2006

2. Chris Britton and Peter Bye, IT Architectures and Middleware. Pearson Education, (2/e), 2005 

3. Yanlei Diao, and Michael J. Franklin, Query Processing for High-Volume XML Message Brokering. VLDB 2003. 

4. Chee-Yong Chan, Minos Garofalakis and Rajeev Rastogi, RE-Tree: An Efficient Index Structure for Regular Expressions, VLDB 2002. 

5. Peter R. Pietzuch, Brian Shand, Jean Bacon. A Framework for Event Composition in Distributed Systems, Proc. of the 4th Int. Conf. on Middleware (MW'03) 
CS4035 COMPUTER SECURITY

Pre-requisite: Nil
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Course Outcomes: 

On successful completion of the course, students are expected

1. To understand the concerns of security and privacy in the information domain.

2. To have studied the formal models of information security and fundamentals of cryptography.

3. To be familiar with the authentication protocols.

4. To have studied attacks and defenses in wifi, cellphone, and online banking scenarios.

5. To identify and solve a security concern in a variety of environments (as part of course project).

1. Engineering knowledge :  To have studied the formal models of information security and fundamentals of cryptography. To be familiar with the authentication protocols.

2. Problem analysis : To identify and solve a security concern in a variety of environments (as part of course project).

3. Design/development of solutions  : To have studied attacks and defenses in wifi, cell- phone, and online banking scenarios. To identify and solve a security concern in a variety of environments (as part of course project).

4. The engineer and society : To understand the concerns of security and privacy in the information domain.

5. Ethics: To understand the concerns of security and privacy in the information domain.

6. Individual and team work : To identify and solve a security concern in a variety of environments (as part of course project). 
7. Life-long learning : To understand the concerns of security and privacy in the information domain. 

Total Hours: 70 Hrs  
Module 1   (10 (T) + 7(P) Hours)

Operating system security - Access Control – MAC, DAC, RBAC. Formal models of security - BLP, Biba, Chinese Wall and Clark Wilson. Overview of SE Linux. Software vulnerabilities - Buffer and stack overflow, Phishing. Malware - Viruses, Worms and Trojans.
Module 2   (14 (T) + 7(P)  Hours)
Network Security - Security at different layers – IPSec /  SSL / PGP. Security problems in network domain - DoS, DDoS, ARP spoofing and session hijacking. DNS attacks and DNSSEC. Cross-site scripting XSS worm, SQL injection attacks. Intrusion Detection Systems (IDS). DDoS detection and prevention in a network.

Module 3   (9 (T) + 7(P) Hours)
Security in current domains – WEP - Wireless LAN security -  Vulnerabilities - frame spoofing. Cellphone security - GSM and UMTS security. Mobile malware - bluetooth security.

Module 4   (9 (T) + 7(P) Hours)
Security in current applications – Security case studies of Online banking and Credit Card Payment Systems. Challenges in security for web services and clouds.

References:     
1. Bernard Menezes, Network security and Cryptography, Cengage Learning India, 2010. 

2. B A Forouzan and D Mukhopadyay, Cryptography and Network Security(2/e). Tata McGraw Hill, 2010

3. Dieter Gollmann, Computer Security, John Wiley and Sons Ltd., 2006.

CS4036 ADVANCED DATABASE MANAGEMENT SYSTEMS
Pre-requisite:  CS3002 Database Management Systems
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Course Outcomes:

1. Engineering knowledge : The engineering knowledge of the student gets the following additions after undergoing the course: The concepts of distributed databases, Spatial and temporal databases, modern concepts like BASE properties of  distributed databases and their role in computing.         

2. Problem analysis: Several analysis techniques are studied as a part of this course. a. Analyzing algorithms and various protocols for correctness. b. Analysis of the performance of algorithms based on various input cases.        

3. Design/development of solutions: The course provides the student with situations for designing solutions to problems in the form of class discussions on topics like distributed data security and data consistency protocols.       

 4. Conduct investigations of complex problems : The course is a second  level course with focus on research and current trends of the field. There is a term paper activity in the course where students have to survey on some research topics in the area, write a technical report on the topic given and present in the class.

5. Modern tool usage : Laboratory exercises which in turn require the use of Database systems like MongoDB. 

6. The engineer and society : The knowledge of Advanced DBMS will help the students throughout their career. The importance of these topics in the computing field is increasing especially with the advances happening in the web and databases areas.         

7. Environment and sustainability : The course stresses on efficiency in time and space in all the solutions for the issues in the modern database management systems, which is very useful for the conservation of computing resources and improving productivity. 

8. Ethics: The course lays emphasis on academic integrity.

9. Individual and team work : There are quizzes, examinations and programming assignments which the students have to do individually. Also there are group activities like term paper writing and term projects, given as part of the course.          

10. Communication : The ability to develop solutions, do analysis and prove the correctness in a precise and complete manner and communicate the same effectively is a major takeaway from the course.           

11. Project management and finance : There are term projects given which are to be completed within the deadlines specified. This activity contributes to the project management skills of the students.       

12. Life-long learning: The topics discussed are very much relevant in the IT world. As the importance of databases are increasing, the concepts studied in this course will be useful to the students throughout in her/his career in the IT field.

Total Hours: 70 Hrs  

Module 1   (10 (T) + 7(P) Hours)

Distributed database concepts - overview of client - server architecture and its relationship to distributed databases, Concurrency control Heterogeneity issues, Persistent Programming Languages, Object Identity and its implementation, Clustering, Indexing, Client Server Object Bases, Cache Coherence.
Module 2   (10 (T) + 7(P)  Hours)
Parallel Databases: Parallel Architectures, performance measures, shared nothing/shared disk/shared memory based architectures, Data partitioning, Intra-operator parallelism, Pipelining, Scheduling, Load balancing, Query processing- Index based, Query optimization:  cost estimation, Query optimization: algorithms, Online query processing and optimization, XML, DTD, XPath, XML 

indexing, Adaptive query processing
Module 3   (10 (T) + 7(P) Hours)
Advanced Transaction Models: Savepoints, Sagas, Nested Transactions, Multi Level Transactions. Recovery: Multi-level recovery, Shared disk systems, Distributed systems 2PC, 3PC, replication and hot spares, Data storage, security and privacy- Multidimensional K- Anonymity, Data stream management.
Module 4   (12 (T) + 7(P) Hours)
Models of Spatial Data: Conceptual Data Models for spatial databases (e.g. pictogram enhanced ERDs), Logical data models for spatial databases: raster model (map algebra), vector model, Spatial query languages, Need for spatial operators and relations, SQL3 and ADT. Spatial operators, OGIS queries
References:   
1. Avi Silberschatz, Hank Korth, and S. Sudarshan. Database System Concepts, (5/e),  McGraw Hill, 2005

2. S. Shekhar and S. Chawla. Spatial Databases: A Tour, Prentice Hall, 2003. 

3. Ralf Hartmut Guting, Markus Schneider, Moving Objects Databases Morgan Kaufman, 2005.

4. R. Elmasri and S. Navathe, Fundamentals of Database Systems, Benjamin- Cummings ,(5/e), 2007

CS4037 CLOUD COMPUTING
Pre-requisite: CS4033 Distributed Computing
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Course Outcomes:

1. Engineering knowledge : The engineering knowledge of the student gets added with the concept of virtualization technology and the ideas like service oriented architecture of software development:         

2. Problem analysis : Analysis of efficient and scalable  techniques for parallel computation are studied as a part of this course.       

3. Design/development of solutions: The course provides the student with situations for designing solutions to problems in the form of class discussions on topics like Map Reduce programming. 

4. Conduct investigations of complex problems : The course is a first level elective course. However there is enough scope for research level problems for exceptional students with a research interest in advanced topics in the area.

5. Modern tool usage :The students will get exposure to  many systems and tools  like VMWare, Xen, Ajax, Hadoop and Hive. 

6. The engineer and society: The knowledge about cloud computing, will be highly useful in the computing world  and will help the student in all activities that the student may take up later in life in the domain of computing.        

7. Environment and sustainability : The course stresses on efficiency in space and time, in cloud computing solutions, which is very useful for the conservation of computing resources and improving productivity.

8. Ethics: The course lays emphasis on academic integrity.

9. Individual and team work: There are quizzes, examinations and programming assignments which the students have to do individually. Also there are group activities like term paper writing and term projects, given as part of the course.          

10. Communication: The ability to develop solutions, do analysis and prove the correctness in a precise and complete manner and communicate the same effectively is a major takeaway from the course.            

11. Project management and finance :  There are term projects given which are to be completed within the deadlines specified. This activity contributes to the project management skills of the students.         

12. Life-long learning: The topics discussed are very much relevant in the IT world. As the importance of cloud model of computing is increasing, the concepts studied in this course is expected to be useful to the students throughout in her/his career in the IT field.

Total Hours: 70 Hrs 
Module 1   (10 (T) + 7(P) Hours)
New Computing Paradigms & Services: Cloud computing , Edge computing , Grid computing , Utility computing , Cloud Computing Architectural Framework, Cloud Deployment Models, Virtualization in Cloud Computing, Parallelization in Cloud Computing, Security for Cloud Computing, Cloud Economics , Metering of services.
Module 2   (10 (T) + 7(P)  Hours)
Cloud Service Models: Software as a Service (SaaS), Infrastructure as a Service (IaaS), Platform as a Service (PaaS), Service Oriented Architecture (SoA), Elastic Computing, On Demand Computing, Cloud Architecture, Introduction to virtualization.
Module 3   (10 (T) + 7(P) Hours)
Types of Virtualization, Grid technology , Browser as a platform, Web 2.0, Autonomic Systems, Cloud Computing Operating System, Deployment of applications on the cloud, Case studies- Xen, VMware, Eucalyptus,  Amazon EC2.
Module 4   (12 (T) + 7(P) Hours)
Introduction to Map Reduce, Information retrieval through Map Reduce, Hadoop File System, GFS, Page Ranking using Map Reduce, Security threats and solutions  in clouds, mobile cloud computing, Case studies- Ajax, Hadoop.
References:     
1. Tom  White, Hadoop:  The  Definitive  Guide,  O'Reilly  Media,  2009

2. Jason  Venner,  Pro  Hadoop,  Apress,  2009

3. Timothy Chou , Introduction to cloud computing & Business, Active Book Press, 2010

4.  Current literature- Journal & conference papers
CS4038 DATA MINING

Pre-requisite: Nil
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Course Outcomes:


On completing this course students gain a proper knowledge to group heterogeneous and unstructured data. They acquire knowledge in using the data mining functionalities namely classification and clustering for the given dataset, and also to select the right tool for generating useful patterns; for a given data set. 

1. Engineering knowledge: They learn to artfully bring about results from quantitative and qualitative data.

2.Problem analysis : Handling multi diversified data and making right decisions about the techniques and tools used in solving them. They also acquire skills in making judicious decisions on data mining functionalities to be used for analyzing the given problem. 

3.Design/development of solutions:
They can independently suggest the design methodology and the functional diagrams by which the problem can be solved. A thorough understanding on the functionalities especially classification, clustering and association enable them to use the tool wisely.

4.Conduct investigations of complex problems: Exposure to multi-dimensional, multi-faceted data is easily possible with internet. Such free data along with the knowledge acquired from class room learning helps them in integrating problems. It also enables them to analyse them quantitatively or sometimes use regression methods for solving them.

5.Modern tool usage: 
WEKA

6. The engineer and society : They are ready for Big Data Analysis as well as to formulate new algorithms for Machine Learning.

7. Environment and sustainability: Data Mining, Machine Learning, SVM.

8. Ethics: Use the data wisely, knowledge is yours.

9. Individual and team work
: Projects with high value of Interestingness were delivered.  Display a comprehensive understanding of different data mining tasks and the algorithms most appropriate for addressing these tasks enabling the student to independently carry out data mining projects 

10. Communication: Acquire skills in formulating new algorithms in various fields of Data Mining. Technical writing skill improves to a large extend on reading various research papers. Reading papers is an inevitable task in knowing more about Data Mining.

11.Life-long learning: The volume of research papers read and the easiness with which the can be related to examples known to us contribute greatly in keeping a life-long interest in this subject.

Total Hours: 70 Hrs  
Module 1   (10 (T) + 7(P) Hours)

Introduction to data mining-challenges and tasks Data preprocessing data analysis, measures of similarity and dissimilarity, Data visualization –concepts and techniques
Module 2   (10 (T) + 7(P) Hours)
Classification- decision tree-performance evaluation of the classifier, comparison of different classifiers, Rule based classifier, Nearest-neighbor classifiers-Bayesian classifiers-support vector machines, Class imbalance problem
Module 3   (10 (T) + 7(P) Hours)
Association analysis –frequent item generation rule generation, evaluation of association patterns
Module 4   (12 (T) + 7(P) Hours)
Cluster analysis,-types of clusters, K means algorithm, cluster evaluation, application of data mining to web mining and Bioinformatics
References:     
1. Pang-Ning Tan,Michael Steinbach and Vipin Kumar ,  Introduction to Data Mining,   Pearson Education 2006. 

2. Han and Kamber,  Data Mining: Concepts and Techniques (2e), Morgan Kaufmann, 2005.  

CS4039 MULTI AGENT SYSTEMS

Pre-requisite: Nil
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Course Outcomes:   

1. Engineering knowledge: Students will learn how multi-agent based systems can be used in a particular environment to solve the problem. 

2. Problem analysis:  Students will be able to design a multi-agent systems for a specific problem.

3. Design/development of solutions : This course helps the student to design a specific solution to a complex problem using multiple agents by specifying the number of agents and the behavior of each agent.

4. Conduct investigations of complex problems :  Programming assignments to develop multi-agent solutions for complex problems will enable the students the skill to design and develop solution to complex problems

5. Modern tool usage : Many open source tools are available for multi-agent based problem solving. JADE platform is used to solve the programming assignments and course project.

6. The engineer and society : Multi-agent systems can be utilized to reduce the human interaction with computer by deploying a personal agent in his computer that will act on behalf of the user. 

7. Ethics  : Students are strongly motivated to pursue good conduct and eradicating dishonesty, finding short-cut etc., to achieve in their profession

8. Individual and team work :  The assignments are individual assignment and team project. 

9. Communication : This course familiarizes basis terms and technology in the multi-agent systems, methodology to analyze the result. Finally students will be able write their own research paper in this area

10. Life-long learning This course will give impact to the students about the current trend and innovation in making agent based systems as a tool for solving complex problem in the areas of e-commerce, data mining, bioinformatics etc. 

Total Hours: 70 Hrs  

Module 1   (10 (T) + 7(P) Hours)

Introduction to agent and multi-agent systems, different types of agents, abstract architecture, distributed problem solving, application areas, Software tools for modeling Multi-Agent Systems
Module 2   (10 (T) + 7(P) Hours)
Agent communication, communication languages KQML and FIPA ACL Communication policies and protocols, Protocol Modeling
Module 3   (10 (T) + 7(P) Hours)
Negotiation in multi-agent- agent environment, game theoretical model , heuristic approach, argumentation based approach
Module 4   (12 (T) + 7(P) Hours)
Distributed decision making –evaluation criteria -Social welfare, Pareto Efficiency, Individual Rational, Stability, Application of multiagent systems in complex distributed problem solving, Modeling distributed multi-agent systems.
References:     
1.  M. Wooldrige, An Introduction to multi-agent systems, Wiley, 2009.

2. R. Norvig, Artificial Intelligence: A modern approach, Prentice Hall, 2010. 
CS4040 BIOINFORMATICS

Pre-requisite: Nil
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Course Outcomes:

1. Engineering knowledge : Students get accustomed with the existing Bioinformatics algorithms and tools which enable them to acquire the necessary skills for developing new and innovative techniques. 

2. Problem analysis: Students acquire necessary skills for analyzing Biological problems from a computing perspective.

3. Design/development of solutions :At the end of the course, the students are in a position to develop new algorithms and to refine the existing algorithms for solving biological problems.

4. Conduct investigations of complex problems :Owing to the peculiar nature of the field, students get exposed to various open research problems in the Biological domain and get an insight into the possible computing solutions.

5. Modern tool usage: Students get familiarized with many of the existing tools in the Bioinformatics field.

6. The engineer and society: Students get necessary skills to develop new algorithms and techniques for solving Biological problems, which ultimately leads to improving the quality of life. 

7. Environment and sustainability : Many of the Biological problems tend to have a profound influence on maintaining environmental balance. Computer aided solutions to such problems can contribute to sustainability of environment.

8. Ethics: Ethical aspects of utilizing Bioinformatics techniques are also dealt with, with a view to enable the students to build their skills with a strong footing on ethical values. 

9. Individual and team work: Assignments and Course projects are given to improve the students' skill on individual and team work. 

10. Communication: The subject matter of the course is explained with a view to improve the communication skill of the students. 

11. Project management and finance: Students get Project management skills by doing the course project in a time-bound manner.

12. Life-long learning : The course is handled in such way that the students get motivated to learn more about the subject to fine-tune their skills. 

Total Hours: 70 Hrs  
Module 1   (10 (T) + 7(P) Hours)
Molecular biology primer, gene structure and information content, Bioinformatics tools and databases, genomic information content, Sequence Alignment, Algorithms for global and local alignments, Scoring matrices, Dynamic Programming algorithms. 
Module 2   (10 (T) + 7(P)  Hours)
Introduction to Bio-programming languages, Restriction Mapping and Motif finding, Gene Prediction, Molecular Phylogenetics, Phylogenetic trees, Algorithms for Phylogenetic Tree construction.
Module 3   (10 (T) + 7(P) Hours)
Combinatorial pattern matching, Repeat finding, Keyword Trees, Suffix Trees, Heuristic similarity search algorithms, Approximate pattern matching. 
Module 4   (12 (T) + 7(P) Hours)
Microarrays, Gene expression, Algorithms for Analyzing Gene Expression data, Protein and RNA structure prediction, Algorithms for structure prediction. Emerging trends in bioinformatics algorithms and databases. 
References:     
1. Neil C Jones and Pavel A Pevzner, An Introduction to Bioinformatics Algorithms, MIT Press, 2004.

2. David W Mount, Bioinformatics- Sequence and Genome Analysis, (2/e), Cold Spring Harbor Laboratory Press, New York, 2004. 

3. D. E. Krane and M. L. Raymer, Fundamental Concepts of Bioinformatics, Pearson Education, 2003.

4. T. K. Attwood and D. J. Parry-Smith, Introduction to Bioinformatics, Pearson Education, 2003.

5. Current Literature.

CS4041 NATURAL LANGUAGE PROCESSING

Pre-requisite: Nil
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Course Outcome:  

At the end of this course students have better understanding of grammars. They get acquainted with morphology,syntactic structure and semantic interpretation of natural data.They also compute representations of the sentence meaning to be used for reasoning task.

1. Engineering knowledge: 

The student will gain knowledge about different parsing techniques in processing natural language,thus enabling information retrieval and text-based analysis.

2. Problem analysis: The student will be trained to deeply analyze the grammar and structure of the text in the process of natural language understanding.        

 3. Design/development of solutions : Student will be able to develop NLP tools to facilitate the parsing, analyzing, understanding, and generation of human languages by, or with assistance from computers.

4. Conduct investigations of complex problems  :The course will introduce students to the most active research areas related to the different course topics such as ontology,speech synthesis etc.

5. Modern tool usage : Familiarized with NLTK and other modern aids like wordnet and stemmers          

6. The engineer and society: Student will be capable of developing a system that bridges the gap between human and machine in applications like question answering systems,dialogue systems and so on.         

7. Individual and team work : As an individual the student is able to understand existing methodologies in processing natural language, the application of these methodologies,modern trends and tools used. They will get the experience of how to work as a team for accomplishing a project and how to share responsibilities and ideas which improve their relationships.

8. Communication: The course has added on to the student's oral communication, programming skills,presentation, technical writing and also the experience about how to manage a class.

9. Life- long learning: NLP is an area for innovative thinking and the need of information retrieval and text based processing develops a lifelong interest for learning. 

Total Hours: 70 Hrs  
Module 1    (10(T)+7(P) Hours)
Introduction to Natural Language Processing, Different Levels of language analysis, Representation and understanding, Linguistic background. Grammars and parsing, Top down and Bottom up parsers.
Module 2   (10(T)+7(P) Hours)
Transition Network Grammars, Feature systems and augmented grammars, Morphological analysis and the lexicon, Parsing with features, Augmented Transition Networks.
Module 3    (10(T)+7(P) Hours)
 Grammars for natural language, Movement phenomenon in language, Handling questions in context free grammars, Hold mechanisms in ATNs, Gap threading, Human preferences in parsing, Shift reduce parsers, Deterministic parsers, Statistical methods for Ambiguity resolution 
Module 4    (12(T)+7(P) Hours)
Semantic Interpretation, word senses and ambiguity, Basic logical form language, Encoding ambiguity in logical from, Thematic roles, Linking syntax and semantics, Information Retrieval, Recent trends in NLP.
References:
1. James Allen, Natural Language Understanding (2/e), Pearson Education, 2003

2. T Siddiqui and U S Tiwary, Natural Language Processing and Information Retrieval, Oxford University Press, 2008

3. D Juraffsky and  J H Martin, Speech and Language Processing, Pearson Education, 2000

CS4042 WEB PROGRAMMING

Pre-requisite: Nil








    ELECTIVE

	L
	T
	P
	C

	3
	0
	2
	4


Course Outcomes: 

At the end of the course, student is expected

1. To have understood the software components that makes the internet run.

2. To be able to design and develop web solutions using latest tools and technologies.

3. To make a judicious choice of matching / appropriate technologies for development.

4. To attain the skills to learn new and evolving web technologies.

1. Engineering knowledge : Ability to engineer web solutions using appropriate technologies

2. Problem analysis : Analyse the complexity of a problem and propose a web-based solution based on the situation 

3. Design/development of solutions : Work towards the design and development of web applications in languages like PHP and Ruby on Rails. 

4. Modern tool usage  : Get familiarized with the application server platforms like WAMP and Instant rails. 

5. Individual and team work :Ability to develop few parts of the project individually and to contribute to the development of the project team. Web based solutions are primarilty multiple solutions using multiple technologies integrated into one. 

6. Life-long learning: The basic understanding of some of the web designing technologies encourage to learn and cope-up with the up-to-date technologies. Students are directly exposed to technology choice and continued learning in this cutting edge field. 

Total Hours: 70 Hrs  
Module 1   (10 (T) + 7(P) Hours)

Internet and its architecture, Client Server Networking - Creating an Internet Client, Application Protocols and http, Presentation aspects html, CSS and Java script, Creating a web server, Serving Dynamic Content- CGI – overview of technologies like PHP – applets – JSP. Implementation examples.
Module 2   (10 (T) + 7(P) Hours)
Web server architecture, Programming threads in C, Shared memory synchronization, Performance measurement and workload models. Comparison using existing benchmarks.
Module 3   (10 (T) + 7(P) Hours)
Web development frameworks – Detailed study of one open source web framework -  Ruby Scripting, Ruby on rails – Design, Implementation and Maintenance aspects.  
Module 4   (12 (T) + 7(P) Hours)
Service Oriented Architecture – SOAP. Web 2.0 technologies. – AJAX. Development using Web2.0 technologies. Introduction to semantic web.
References:     
1. Dave Thomas, with Chad Fowler and Andy Hunt. Programming Ruby: The Pragmatic Programmer's Guide (3/e), Pragmatic Programmers, May 2008. 

2. Balachander Krishnamurthy and Jennifer Rexford. Web Protocols and Practice: HTTP/1.1, Networking Protocols, Caching, and Traffic Measurement (1/e), Addison Wesley Professional, 2001
CS4043 IMAGE PROCESSING

Pre-requisite: Nil
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Course Outcomes:      

Students will be able to understand the concepts of image processing after completing the course. The student will be able to implement the various techniques learned as well as to use them to solve new challenges in the domain. After successfully completing the course they will become capable to approach research oriented problems/projects in the area with the strong foundations acquired during the course along with the knowledge of the software tools learned during the course.

1. Engineering knowledge  : The student learns the fundament concepts regarding image acquisition, transform and spatial domain processing, image restoration and reconstruction. All these topics requires sound knowledge in engineering mathematics. 

2. Problem analysis  : The concepts learned during the course enables the student to analyze a new challenge in the domain  and to propose a feasible solution.

3. Design/development of solutions :The student will be able to design and implement application softwares and algorithms specifically for image processing.

4.Conduct investigations of complex problems: After successfully completing the course they will become capable to approach research oriented problems in the field.

5. Modern tool usage  Student shall have an understanding of the free software tools available in generic image processing. Octave, Scilab and Python etc.are introduced in the course so that students are aware of the open software alternatives to the expensive proprietary tools available. 

6. The engineer and society : Image processing applications are widely used in medical diagnosis, satellite Imaging, remote sensing, robotics, Military and defense, traffic etc. Students will be able to provide solutions to the society as well as to people with special needs.

7. Environment and sustainability : Image Processing applications are now essential in areas like animal tracking, remote sensing, weather forecasting etc.

8. Individual and team work : Emphasis is given to carry out experiments/assignments which will improve individual and team efforts.

9. Communication  : A student’s communication skills are improved by preparing reports and presentations.

10. Life-long learning : The course gives an exposure to the potential of higher learning and research in the related fields like computer vision, Medical Image processing, computer graphics, Pattern Recognition etc and hence motivates the student for life-long learning.

Total Hours: 70 Hrs  
Module 1   (10 (T) + 7(P) Hours)
 Fundamentals of Image processing: Digital image representation, Elements of Digital image processing systems, Image model, Sampling and Quantization, Basic relations between pixels.
Image transforms: One dimensional Fourier transform, Two dimensional Fourier transform, Properties of two dimensional Fourier transform. Walsh transform, Hadamard transform, Discrete cosine transform, Haar transform, Slant transform.

Module 2   (10 (T) + 7(P)  Hours)
Image enhancement techniques:  Spatial domain methods, Frequency domain methods, Intensity transform, Histogram processing, Image subtraction, Image averaging, Smoothing filters, Sharpening filters, Spatial masks from frequency domain. 

Module 3   (10 (T) + 7(P) Hours)
Image Segmentation: Thresholding: Different types of thresholding methods, Point detection, Edge detection: Different types of edge operators, Line detection, Edge linking and boundary detection, Region growing, Region splitting, Region Merging.
Module 4   (12 (T) + 7(P) Hours)
Image Data Compression: Fundamentals, Compression models, Error free compression, Lossy Compression, Image compression standards.
Applications of Image Processing: Medical imaging, Robot vision, Character recognition, Remote Sensing.

References:     
1. R.C.Gonzalez and R.E.Woods, . Digital Image Processing, Addison-Wesley Publishing Company, 2007.

2. Milan Sonka, Vaclav Hlavac and Roger Boyle, Image Processing, Analysis, and Machine Vision, (2/e), PWS Publishing, 1999

CS4044 PATTERN RECOGNITION
Pre-requisite: Nil
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Course Outcomes:  

After successfully completing the course the student will be able to design a proper pattern recognition system for a given simple classification problem. It requires knowledge about data acquisition, pre-processing, feature extraction, dimensionality reduction, classification and post-processing. The student will be able to choose a proper classifier that is most suitable for the problem.

1. Engineering knowledge : For building a pattern recognition system different design stages like  data collection, data analysis, designing the classifier, testing and validation etc. are required. Hence the course sharpens such skills. 

2. Problem analysis: Identify the proper features and choose the right available existing classifier.

3. Design/development of solutions: Pattern recognition systems are widely used in areas like security, public health, weather forecasting, market predication etc.

4. Conduct investigations of complex problems: The problem should be well studied and requires proper investigation before designing a suitable classifier and the proper feasibility studies should be conducted.

5. Modern tool usage : Students can use R/Weka/Python/Matlab etc. as per their convenience while building their classifier. 

6. The engineer and society : Large scope for developing application for the usage of common man with knowledge acquired during the course

7. Environment and sustainability: Inspires the students to appreciate the beauty and the complexity of the design of every form of life in Nature. 

8. Individual and team work : Group assignment as well as individual assignments ensures group and individual activity.

9. Communication: Report preparation for the assignment improves skills in writing technical reports. 

10. Life-long learning:  The course gives an insight to the Machine learning techniques and motivates the students to continue learning subjects like Artificial intelligence,Data Mining, Machine Vision etc. which will enable them for building/Doing Research in Pattern recognition systems.

Total Hours: 70 Hrs  
Module 1   (10 (T) + 7(P) Hours)
Introduction:  Machine    Perception , Pattern  Recognition  Systems, The   Design Cycle,  Learning   and  Adaptation.
Baye’s  Decision Theory:   Bayes   Decision   Theory,  Minimum     Error     rate Classification,  Classifiers,   Discriminant    functions   and    Decision Surfaces, Normal   Density,  Discriminant     functions   for     the    Normal  Density, Bayes Decision   Theory   for   Discrete features 

Module 2   (10 (T) + 7(P)  Hours)
Maximum   Likelihood   and  Bayesian  Parameter  Estimation :Maximum Likelihood     Estimation,  Bayesian Estimation, Bayesian Parameter Estimation, Gaussian      Case       and       General      Theory.
Non Parametric Techniques: Density  Estimation, Parzen  Windows  , K- Nearest   Neighbor Estimation,NN  rule, Metrics and NN Classification,  Fuzzy Classification

Module 3   (10 (T) + 7(P) Hours)
Linear  Descriminant  Functions : Linear  Discriminant    Functions    and Decision   Surfaces, Generalized   Discriminant   Functions, The   two-category   linearly     separable    case , Minimizing    the    perceptron   criterion     function, relaxation       procedures,   non-   separable   behavior, Minimum   Squared- Error procedures.

Module 4   (12 (T) + 7(P) Hours)
Multi  Layer  Neural  Networks :   Feed-forward Operation, Classification, Back    –     propagation     Algorithm,   Error     Surfaces,  Back-propagation as Feature mapping.
References:   
1. R. O. Duda, P. E. Hart and D. G. Stork, Pattern   Classification , John-Wiley, 2004

2. J. T. Tou and R. C. Gonzalez, Pattern  Recognition  Principles, by Tou  and   Gonzalez, Wiley,  1974.
CS4045 MEDICAL IMAGE PROCESSING
 Pre-requisite: Nil








ELECTIVE

	L
	T
	P
	C

	3
	0
	2
	4


Course Outcomes:

1. Engineering knowledge :At the end of the course, a student is expected to have a good understanding of the technicalities behind the process of image formation in various medical imaging modalities and various existing medical image analysis techniques.

2. Problem analysis : A student is exposed to the challenge of devising better techniques for automated analysis of medical images generated by various imaging modalities so that quality assistance can be provided to the medical community.

3. Design/development of solutions: At the conclusion of the course, a student will have the ability to understand the requirements of designing computationally efficient techniques for automated analysis of medical images produced by various imaging modalities.

4. Conduct investigations of complex problems: As part of the course, various modern techniques for planning treatment of diseases, assessing the treatment / disease progression with help of medical images, are introduced to the students which in turn will motivate the student to dig deeper into this area.

5. Modern tool usage : During the course, standard tools for computer processing and analysis of medical images are introduced to the students. 

6. The engineer and society :The key ideas which a student acquires at the end of the course will help in addressing the issues, challenges, and opportunities that exist in the medical imaging field for a better service of the human society.

7. Environment and sustainability :A student is exposed to most of the computer-based techniques in the medical imaging area, which can be upgraded or improved for achieving better protocols with reduced impacts on the human body.

8. Ethics: A clearer knowledge about the humanitarian aspects of existing techniques in the medical imaging area like providing quality services to every common man in the society, convey the need for ethics in the subject. 

9. Individual and team work: Emphasis is given to carry out experiments/assignments which will improve individual and team efforts.

10. Communication : A student’s communication skills are improved by documenting, implementing lab exercises and the like.

11. Project management and finance:  Project management skills improve as each student will get an opportunity to do a course project.

12. Life-long learning : As the human community is highly benefitted with any progress in the medical imaging field, this course creates a reasonable interest in a student which he/she can take up for life-long learning.

Total Hours: 70 Hrs  
Module 1   (10 (T) + 7(P) Hours) 

Introduction to digital image processing: images, image quality, basic operations.

Radiography: Introduction, X-rays, interaction with matter, detectors, dual energy imaging, quality clinical use, biologic effect and safety, Fourier Slice Theorem Basics.
Module 2   (10 (T) + 7(P) Hours)
X-ray Computed tomography: Introduction, X-ray detectors in CT, imaging, cardiac CT, image quality, clinical use, biologic effects and safety. 

Magnetic resonance imaging: Introduction, physics of transmitted signal, interaction with tissue, signal detection and detector, imaging. Biologic effects and safety
Module 3   (10 (T) + 7(P) Hours)
Nuclear imaging, Introduction, radionuclides, interaction of Gama-photons and particles with matter, data acquisition, imaging, image quality, equipment, clinical use, biologic effects and safety

Ultrasound imaging: Physics of acoustic waves, generation and detection of ultrasound, grayscale imaging, Doppler imaging, image quality, equipment, clinical use, biologic effects and safety.
Module 4   (12 (T) + 7(P) Hours)
Medical image analysis: Manual and automated analysis, computation strategies for automated medical image analysis, pixel classification.
References:
1. Paul Suetens, Fundamentals of medical imaging, Cambridge University  Press, 2009

2. Bushberg, J. A. et al. The Essential Physics of Medical Imaging (2e),  L. Williams and Wilkins, 2002 
CS4046 COMPUTER VISION
 Pre-requisite: Nil
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Course Outcomes:    

After completing the course the student will have strong foundations on computer vision which will enable him/her to design and develop computer vision based applications which are usually good examples of engineering solutions useful to the society by providing facilities in areas like surevellience/military applications/satellite imaging/health sector/oil and mineral excavation/outer space exploration etc. The individual assignments and group projects done during the course will sharpen the technical skills since the students will be using modern tools like Matlab/open CV/Python/Octave for implementing their project and it also demands them to work as a team. The design document and presentation will be useful for them in developing written and oral communication skills and to learn the basics of technical report writing.

1. Engineering knowledge : Sound knowledge in mathematical courses and computer science courses along with the computer vision course will enable the student to build/provide efficient solution to vision based problems. 

2. Design/development of solutions: To design and develop computer vision based applications.

3. Conduct investigations of complex problems : Student acquires strong fundaments in the area of computer vision which enables him/her to conduct investigations/research on complex problems in the domain.

4. Modern tool usage : modern tools like Matlab/open CV/Python/Octave for implementing their project 

5. The engineer and society  : Computer vision based applications which are usually good exmples of engineering solutions useful to the society by providing facililities in areas like surevelliece/military applications/satellite imaging/health sector/oil and mineral excavation/outer space exploration etc. 

6. Environment and sustainability : Vision based on applications are proven useful in animal tracking ,satellite imaging etc. 
7. Individual and team work : The group project ensures team work and rest of the activities measures the effort of the individual. 

8. Communication: The design document and presentation will be useful for them in developing written and oral communication skills and learn the basics of technical report writing. 

9. Life-long learning : The course motivates the students to learn further in the field of image processing and pattern recognition for building better solutions.

Total Hours: 70 Hrs  
Module 1   (10 (T) + 7(P) Hours)

Introduction and overview, pinhole cameras, radiometry terminology. Sources, shadows and shading: Local shading models- point, line and area sources; photometric stereo. Color: Physics of color; human color perception, Representing color; A model for image color; surface color from image color. 

Module 2   (10 (T) + 7(P) Hours)
Linear filters: Linear filters and convolution; shift invariant linear systems- discrete convolution, continuous convolution, edge effects in discrete convolution; Spatial frequency and fourier transforms; Sampling and aliasing; filters as templates; Normalized correlations and finding patterns. Edge detection: Noise; estimating derivatives; detecting edges. Texture: Representing texture; Analysis using oriented pyramid; Applications; Shape from texture. The geometry and views: Two views. 

Module 3   (10 (T) + 7(P) Hours)
Stereopsis: Reconstruction; human stereo; Binocular fusion; using color camera. 

Module 4   (12 (T) + 7(P) Hours)
Segmentation by clustering: Human vision, applications, segmentation by graph theoretic clustering. Segmentation by fitting a model, Hough transform; fitting lines, fitting curves;  
References:     
1. David A Forsynth and Jean Ponce, Computer Vision- A modern approach, Pearson education series, 2003.

2. Milan Sonka, Vaclav Hlavac and Roger Boyle , Digital image processing and computer vision, Cengage learning, 2008.
3. Schalkoff R. J., Digital Image Processing and Computer Vision, John Wiley, 2004.
CS4047 COMPUTER GRAPHICS

 Pre-requisite: Nil
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Course Outcomes:

1. Engineering knowledge: At the end of the course, a student is expected to have a thorough knowledge to computer graphics techniques, focusing on 3D modeling, image synthesis, and rendering. 

2. Problem analysis : A student is exposed to the interdisciplinary nature of computer graphics, which provides a good platform devising better techniques in the areas where computer graphics finds its theoretical and practical applications.

3. Design/development of solutions : At the conclusion of the course, a student will have the ability to understand the requirements of designing computationally efficient techniques in the production of 3D models, lighting, and rendering etc.

4. Conduct investigations of complex problems:  As part of the course, various modern techniques for lighting, shading and geometric modeling etc are introduced to the students which in turn will motivate the student to dig deeper into this area.

5. Modern tool usage: Assignments will primarily be programming assignments requiring implementation of applications employing the theory covered in the lectures and the books. 

6. The engineer and society : The key principles which a student acquires at the end of the course will help in addressing the issues, challenges, and opportunities that exist because of the interdisciplinary nature of computer graphics.

7. Environment and sustainability: A student is exposed to several programming assignments to promote familiarity with 3D graphical software concepts which can be upgraded or improved further.

8. Ethics :A clearer knowledge about the social impacts with the advancements in computer graphics make the students aware of the need for ethics in the subject. 

9. Individual and team work :  Emphasis is given to carry out experiments/assignments which will improve individual and team efforts.

10. Communication :A student’s communication skills are improved by documenting, implementing lab exercises and the like.

11. Project management and finance: Project management skills improve as each student will get an opportunity to do a course project.

12. Life-long learning As computer graphics has numerous number of applications in the day-to-day life, this course creates high interest in a student which he/she can apply for undertaking creative work and research in 3D graphics. 

Total Hours: 70Hrs  
Module 1   (10 (T) + 7(P) Hours)

Graphics Pipeline -  overview of vertex processing, primitive generation, transformations and projections, clipping, rasterisation, fragment processing - Graphics Hardware - overview of GPU architecture, how GPUs SIMD architecture suits computer graphics. 

Module 2   (10 (T) + 7(P) Hours)
Coordinate Systems - representations, homogenous coordinates, object, camera, world, and screen coordinate system, changing coordinate systems. Transformations - affine transformations, translation, rotation, scaling in homogenous coordinates, matrix representations,  cumulation of transformations. Viewing and Projections - orthographic and perspective projection, camera positioning, Hidden Surface Removal - its importance in rendering, z buffer algorithm, clipping, culling, Data Structures for efficient implementation of the transformations and projections.

Module 3   (10 (T) + 7(P) Hours)
Lighting and Shading - light sources, normal computation, reflection models, flat and smooth shading , Introduction to Textures and Mapping - Rendering Techniques - slicing, volume rendering, iso-surface extraction, ray casting, multi resolution representations for large data rendering. Data Structures for efficient implementation.

Module 4   (12 (T) + 7(P) Hours)
Geometric Modelling - Data structures - tree representations, hierarchical models, scene graphs - particle systems and representations - introduction to modeling and solving dynamics based on physics, Introduction to Curves Surfaces (Bezier, splines) and Meshes - structured and unstructured.  

References:     
1. E.  S.  Angel, Interactive Computer Graphics, A top-down approach with OpenGL, (5e), Pearson Education, 2009.. 

2. D. Hearn and M. P. Baker, Computer Graphisc with OpenGL, Prentice Hall, 2003, (3/e), Prentice Hall, 2003.
CS4048:  TOPICS IN COMPILERS

Prerequisite: CS 3005 Compiler Design
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Total Hours: 70 Hrs  
Module 1: Attribute grammars (10(T) + 7(P) hours)
Analysis, use, tests, circularity. Issues in type systems.

Module 2: Analysis and Optimizations (10(T)+7(P) hours)
Advanced topics in Data Flow, Control Flow and Dependency analysis, Loop optimizations – invariant code motion, elimination of partial redundancy, Experimental platforms – SUIF.  

Module 3: ILP Compilation (11(T) + 7(P) hours)
Issues in compilation for ILP based processors. Effect of VLIW, Speculative, Predicated instructions, multithreaded processors.

Module 4: Dynamic Compilation (11(T)+7(P) hours)
Introduction, methods, case studies, implementation, software tools.  
References:
1. ACM SIGPLAN.

2. ACM Transactions on Programming languages and Systems.

3. STEVEN MUCHNICK. Advanced Compiler Design Implementation, Morgan Kauffmann Publishers, 1997

4. Aho A.V, Lam M.S, Sethi R and Ullman J. D, Compilers – Principles, Techniques and Tools, Pearson, 2007.

CS4049 ADVANCED COMPUTER NETWORKS

Pre-requisite: CS3006 Computer Networks
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Course Outcomes: 

Student should be able to apply new system networking technologies & develop methods to design and effectively manage. Skill to integrate new version of IP (Internetworking protocol) stack to implementing of features and programming are essential. Student must be able to design routing mechanisms and multicasting techniques on real case scenario. Ability to incorporate and use TCP (Transmission Control protocol) for new generation networks along with existing standards with usage of wireless techniques is highly desired.  Different aspects of security and web server systems and modeling of networks based on covered protocols and network design theory are expected to mastered by end of course.

1. Engineering knowledge: An ability to apply knowledge of computing and skills appropriate to the engineering discipline.

2. Problem analysis:  At the end of this course, the students acquire necessary skills for analyzing a given problem. 

3. Design/development of solutions: Logical reasoning capabilities of the students get sharpened and they are in a better position to develop solution to the networking problems.

4. Conduct investigations of complex problems: Graduate student must be motivated to further study about advanced issues and ways to tackle it in subject area. 

5. Modern tool usage:  IPV6 networking programming tools, Open source tools 

6. The engineer and society: To enable the technical work in harmony with society while avoid unethical attitudes in among self and peers. 

7. Ethics:  Integrity and workmanship to encourage professional pride and justice in work.

8. Individual and team work: Skills and knowledge developed during project and learning to easily get and effectively well along project teams

9. Communication: Develop strong language skills to communicate with client for better technical writing, support etc.

10. Project management and finance:  Understand business aspects on industry and maintain standards for profits and quality.

11. Life-long learning: Encourage and cultivate spirit of learning and practice among newer students and colleagues.

Total Hours: 70 Hrs  
Module 1 (10 (T) + 7(P) Hours): Introduction- Internet design philosophy, layering and end to end design principle. MAC protocols for high-speed LANS, MANs, wireless LANs and mobile networks, VLAN. Fast access technologies. 

Module 2 (10 (T) + 7(P) Hours):  IPv6: Why IPv6, basic protocol, extensions and options, support for QoS, security, neighbour discovery, auto-configuration, routing. Changes to other protocols.  Application Programming Interface for IPv6, 6bone. IP Multicasting, wide area multicasting, reliable multicast. Routing layer issues, ISPs and peering, BGP, IGP, Traffic Engineering, Routing mechanisms: Queue management, packet scheduling. MPLS, VPNs

Module 3   (10 (T) + 7(P) Hours): TCP extensions for high-speed networks, transaction-oriented applications. New options in TCP, TCP performance issues over wireless networks, SCTP, DCCP.

Module 4  (12 (T) + 7(P) Hours): DNS issues, other naming mechanisms, overlay networks, p2p networks, web server systems, web 2.0, Internet traffic modelling, Internet measurements. Security – Firewalls, Unified threat Management System, Network Access Control.

References:     
1. Adrian Farrel, The Internet and its protocols a comparative approach, Elsevier, 2005

2. M. Gonsalves and K. Niles._IPv6 Networks, McGraw Hill, 1998.

3. W. R. Stevens, TCP/IP Illustrated, Volume 1: The protocols, Addison Wesley, 1994.

4. G. R. Wright, TCP/IP Illustrated, Volume 2: The Implementation, Addison Wesley, 1995.

5. W. R. Stevens, TCP/IP Illustrated, Volume 3: TCP for Transactions, HTTP, NNTP, and the Unix Domain Protocols, Addison Wesley, 1996.

6. Articles in various journals and conference proceedings.

7. RFCs and Internet Drafts, available from Internet Engineering Task Force.
CS4050 DESIGN AND ANALYSIS OF ALGORITHMS

Pre-requisite: CS2005 Data Structures & Algorithms
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Course Outcomes:

1. Engineering knowledge          

a. The concepts of algorithm analysis, including amortized and probabilistic techniques.          

b. Problem solving, through an intuitive understanding of classical algorithm design paradigms.         c. Inculcating the capability to approach problem complexity assessment         

d. An introduction to randomized algorithms. 

2. Problem analysis :Problem analysis forms the core of the content of the course. Amortized analysis of algorithms is studied in depth in this course, and probabilistic analysis is familiarized with. Problem analysis in a systematic approach to test for properties like repeated subproblems, optimal substructure and greedy choice is focused upon. Complexity analysis and the ability to intuitively recognize hard problems, and the method for systematic establishment of their complexity is also imparted through the course.  

3. Design/development of solutions: At the end of the course the students is able to design algorithms for solving problems, based on the classical design strategies, like divide and conquer, dynamic programming, branch and bound and greedy algorithmic solutions. The student also learns to assess problems for their suitability to such approaches, and learns to develop proofs for establishing the hardness of harder problems. Solutions based on randomized approaches and approximate algorithms, and the approximability of problems is also introduced.

4. Conduct investigations of complex problems: Research level problems are plenty in this area, especially in the topics of scheduling and graph theoretic problems, and the course encourages students to take up challenging problems in the area. 

5. Modern tool usage :Mathematical tools, like matroid based modeling of problems, and potential based analysis of algorithms, are used during the course. 

6. The engineer and society: A systematic approach to problem solving and a problem complexity assessment is useful in all walks of life, and especially to those with a career in engineering. 

7. Environment and sustainability: The course stresses on time and space complexity analysis and efficiency in designing solutions, which ultimately contributes to the conservation of resources for the environment and promotes sustainability in design.

8. Ethics: Academic integrity is enforced as a policy.

9. Individual and team work : Problem solving in the individual mode is largely stressed though the assignments and tests and assessed. Team work in the manner of group discussions in class is also encouraged. 

10. Communication : The ability to depict solutions as precisely written and easy to understand algorithms is a communication skill. Moreover the ability to provide similar logical proofs for the correctness of the solutions is also inculcated. 

11. Project management and finance : Not directly applicable, but larger design assignments could be viewed as projects to be managed within time constraints.

12. Life-long learning : The problem solving skills and methodology would be a lifelong asset to the student, and prompt him to know more about the applicability of old and new techniques to various life scenarios.

Total Hours: 70 Hrs  
Module 1   (10 (T) + 7(P) Hours)

Analysis: RAM model - big Oh - big Omega – Asymptotic Analysis, recurrence relations, probabilistic analysis - linearity of expectations - worst and average case analysis of sorting algorithms, binary search - hashing algorithms - lower bound proofs for the above problems - amortized analysis - aggregate - accounting and potential methods - analysis of Knuth-Morris-Pratt algorithm - amortized weight balanced trees

 

Module 2   (10 (T) + 7(P)  Hours)
Problem Solving, Classical Algorithm paradigms,: divide and conquer - Strassen's algorithm, O(n) median finding algorithm - dynamic programming - matrix chain multiplication - optimal polygon triangulation - optimal binary search trees - Floyd-Warshall algorithm - CYK algorithm - greedy - Huffman coding - Knapsack, Kruskal's and Prim's algorithms for MST - backtracking - branch and bound - traveling salesman problem - matroids and theoretical foundations of greedy algorithms

Module 3   (10 (T) + 7(P) Hours)
Complexity: complexity classes - P, NP, Co-NP, NP-Hard and NP-complete problems - cook's theorem- NP-completeness reductions for clique - vertex cover - subset sum - hamiltonian cycle - TSP - integer programming - approximation algorithms - vertex cover - TSP - set covering and subset sum

  
Module 4   (12 (T) + 7(P) Hours)
Probabilistic algorithms: pseudo random number generation methods - Monte Carlo algorithms - probabilistic counting - verifying matrix multiplication - primality testing - Miller Rabin test - integer factorization - Pollard’s rho heuristic - amplification of stochastic advantage - applications to cryptography - interactive proof systems - les vegas algorithms - randomized selection and sorting - randomized solution for eight queen problem - universal hashing - Dixon’s integer factorization algorithm 

References:
1. Cormen T.H., Leiserson C.E, Rivest R.L. and Stein C, Introduction to Algorithms, Prentice Hall India, 3/e, 2010

2. Motwani R and Raghavan P., Randomized Algorithms, Cambridge University Press, 2001

3. Anany Levitin, Introduction to the Design & Analysis of Algorithms, Pearson Education. 2003 

4. Basse S., Computer Algorithms: Introduction to Design And Analysis, Addison Wesley.

5. Manber U., Introduction to Algorithms: A Creative Approach, Addison Wesley 

6. Aho A. V., Hopcroft J. E. & Ullman J. D., The Design And Analysis of Computer Algorithms, Addison Wesley
CS4051 CODING THEORY

Pre-requisite: Nil
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Course Outcomes:

1.Engineering knowledge : The course provides the student with knowledge of various error correcting codes and makes him/her informed enough to choose the right code for a given engineering situation.  

2. Problem analysis : Mathematical analysis of performance and decoder complexity leads insights not only into such analysis, but also for  the case of error correcting codes. 

3. Design/development of solutions : The student learns various error handling situations. The ideas developed in the course should make her/him capable of choosing the right error control strategy depending on the problem situation. 

4. Conduct investigations of complex problems : The course works with the mathematical abstractions for communication channels and study the methods of designing error correcting codes for these situations

5. Modern tool usage :Methods in computational algebra are used in the design of decoders for algebraic codes.  

6. The engineer and society :The student learns how the theory of error correcting codes have revolutionized the field of communication a very important component in modern information technology revolution.  

7. Individual and team work: Individual work involving mathematical modeling and analysis.  

8. Communication :  A theorem-proof course, hence provide strong training in mathematical analysis and proof development.  

9. Life-long learning : The mathematical maturity achieved in the process helps modeling skills, and also sets the base for further studies in communication theory and other related areas. 

Total Hours: 70 Hrs  
Module 1   (10 (T) + 7(P) Hours)
Linear Codes:  Review of  linear algebra - Linear  codes and syndrome decoding. Generator and parity check matrices. Hamming geometry and code performance. Hamming codes. Error correction and concept of hamming distance. 
Module 2   (10 (T) + 7(P)  Hours)
Cyclic codes: BCH codes, Reed-Solomon  codes – Polynomial time decoding. Shift register encoders for cyclic codes.  Cyclic hamming codes. Decoding BCH – key equation and algorithms. Berlekamp's Iterative decoding Algorithm.
Module 3   (10 (T) + 7(P) Hours)
Convolutional codes : Viterbi decoding. Concept of forward error correction. State diagram, trellises. 

Concept of space time codes. Space Time Trellis codes. Path enumerators and proof of error bounds. 

Applications to wireless communication.

Module 4   (12 (T) + 7(P) Hours)
Codes on Graphs:  Concept of girth and  minimum distance in graph theoretic codes. Expander Graphs and  Codes – linear time decoding. Basic expander based construction of list decodable codes. Sipser Spielman algorithm.  Bounding results.
References:     
1. R. Johannesson and K. Sh. Zigangirov, Fundamentals of Convolutional Coding, Wiley-IEEE Press, 1999.

2. W. C. Huffman and V. Pless,  Fundamentals of error correcting codes, Cambridge University Press, 2003.

3. van Lint  J. H. An Introduction to Coding Theory, (2/e). New York: Springer-Verlag, 1992.

4. R.J. McEliece, The Theory of Information and Coding, Addison Wesley, 1997.
CS4052 LOGIC FOR COMPUTER SCIENCE

Pre-requisite: Nil
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Course Outcomes:

1. Engineering knowledge : Knowledge about how to apply concepts of logic in different areas of computer science, from hardware design to complexity theory. The student learns to deduce logical inferences from the known facts.  


2. Problem analysis :Training in logical analysis of arguments and proofs.

3. Design/development of solutions  :Ability to design proofs that are correct and complete. 

4. Conduct investigations of complex problems  :Gives the student a training in investigating the logical correctness and completeness of arguments, that helps in research especially in the field of theoretical computer science.

5. Modern tool usage : Propositional and First order logic as a tool for constructing arguments. 

6. The engineer and society  :The course helps the student approach the problems affecting the society and analyze them in a logical manner. 

7. Individual and team work :Enhances individual work involving logical analysis of proofs and arguments. 

8. Communication  :Provides good training in arguing out things in a logical way.  

9. Life-long learning :The subject induces interest in learning to argue out things logically as well as learning to reach logical inferences. 

Total Hours: 70 Hrs  
Module 1   (10 (T) + 7(P) Hours)

Propositional logic, syntax of propositional logic, semantics of propositional logic, truth tables and tautologies, tableaus, soundness theorem, finished sets, completeness theorem. 

Module 2   (10 (T) + 7(P)  Hours)
Predicate logic, syntax of predicate logic, free and bound variables, semantics of predicate logic, graphs, tableaus, soundness theorem, finished sets, completeness theorem, equivalence relations, order relations, set theory. 
Module 3 (10 (T) + 7(P) Hours)
Linear time Temporal Logic(LTL), syntax of LTL, semantics of LTL,  Buchi Automata,  Buchi recognizable languages and their properties,  Automata  theoretic methods, Vardi-Wolper Construction, Satisfiability problem of LTL,  Model checking problem of LTL.
Module 4   (12 (T) + 7(P) Hours)
Software Verification:  Introduction to Tools used for software verification - SPIN and SMV, Method of verification by the tools.  
References:
1. Jerome Keisler  and H. Joel Robbin, Mathematical Logic and Computability, McGraw-Hill International Editions, 1996
2. Papadimitriou. C. H., Computational Complexity, Addison Wesley, 1994
3. Gallier, J. H., Logic for Computer Science: Foundations of Automatic Theorem Proving, Harper and Row, 1986.
CS3091 COMPILER LABORATORY

Pre-requisite: Nil
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Course Outcomes:

Ability to write a compiler

1. Engineering knowledge : Practical knowledge in design and development of a compiler. 

2. Problem analysis: Practical knowledge in analyzing large systems.

3. Design/development of solutions:  Experience in writing large software.

4. Conduct investigations of complex problems : Experience in investigating large software.

5. Modern tool usage: Experience in usage of tools such as Lex/Flex and Yacc/Bison for lexical analysis and syntax analysis.

6. Individual and team work: Development experience, both individual and in team

7. Project management and finance : Practical experience in managing large systems.

8. Life-long learning: Experience in development and maintenance of large systems.

Total Hours: 56 Hrs  

Theory (14 Hours) Practical (42 Hours)

Module 1   (2 (T) + 6(P) Hours)
Generation of lexical analyzer using tools such as LEX
Module 2   (6 (T) + 14(P) Hours)
Generation of parser  using tools such as YACC.  Creation of Abstract Syntax Tree

Module 3   (3 (T) + 10(P) Hours)
Creation  of Symbol tables.  Semantic  Analysis.

Module 4  (3 (T) + 12(P) Hours)
Generation of target code.

References:     
1.W. Appel,  Modern Compiler Implementation in C ,  Cambridge University Press, 1998.

2. V. Aho, M. S. Lam, R. Sethi, J. D. Ullman,  Compilers- Principles, Techniques & Tools  (2/e),  Pearson Education, 2007.

CS3092 OPERATING SYSTEMS LABORATORY

Pre-requisite: Nil
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Course Outcomes:

1. Engineering knowledge: Practical knowledge is gained by implementing the data structures of a functional (but simple) operating system.

2. Problem analysis: The system is functionally decomposed into several units and each sub-problem solved using standard implementation methods.

3. Design/development of solutions:  students learn to build a complex working system from given primitives.

4. Conduct investigations of complex problems: The problem of implementing an OS is a complex programming project and hence provides the student with an experience of complex computing solutions.

5. Ethics: Issues in enforcing ethical usage of computational resource in a time-shared system has to be implemented by an Operating System to some extent. These issues will be addressed.
6. Individual and team work: The students have to form teams of two to three members, split the work into well defined modules, solve the individual parts and combine the solutions into a working solution for the whole problem.
7. Life-long learning: Working at the low level of architecture and operating Systems puts the student on a firm foundation for appreciating application software development into which she/he is likely to be involved in future professional life. The programming project in the laboratory also puts the student on a firm foundation which will help her/him master the complexity of real operating systems in the future.
Total Hours: 56Hrs  

Theory (14 Hours)
Unix  system programming fundamentals and system calls.  
Practical (42 Hours)
Linux shell programming, Inter process communication-Pipes, semaphores, Shared memory and Message passing Loading executable programs into memory and execute System Call implementation-read(), write(), open () and close()

Multiprogramming-Memory management- Implementation of Fork(), Wait(), Exec() and Exit() System calls

Support for software TLB- TLB implementation – implementation of LRU replacement algorithm

File system implementation-demand paging  - page fault exception – page replacement policy

Implementation of Synchronization primitives -Semaphore, Locks and Conditional Variables

Build Networking facilities - Mailbox

References:     
1. Gary J. Nutt, Operating Systems, Pearson Education, 3/e, 2004.

2. Daniel P Bovet , Marco Cesati , Understanding the Linux Kernel, O'Reilly Media, (3/e), 2005
3. Course Web page
CS3093 NETWORKS LABORATORY

Pre-requisite: Nil
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Course Outcomes:

1. Engineering knowledge:At the end of the course, a student is expected to have the basic knowledge of designing and developing network applications using socket programming, use of important network tools and protocols for analyzing network features and experimentation with network emulation and simulation tools.  

2. Problem analysis : Student is exposed to the challenge of designing the key aspects of developing a network application, examining the difference in working and performance of various network protocols, analyzing a network for its effective working and to fine-tune the network parameters if it's required to improve.

3. Design/development of solutions: At the end of the course, a student has the ability of designing and building a complete network application with correct protocols and having the best network throughput and the capability of designing simulation and emulation experiments using existing tools.

4. Conduct investigations of complex problems: As the Internet is growing in its size and techniques day-by-day, the latest research developments happening in these areas are introduced in the laboratory and this gives an opportunity to students to investigate more into their area of interest.

5. Modern tool usage : Students are introduced to commonly used networking tools and also to some of the advanced network simulators/emulators. 

6. The engineer and society: The knowledge that student obtain from laboratory help him/her to address the existing challenges in computer networking, which will ultimately enhance the quality of data transmission over networks, saving lot of time and  other resources for the betterment of the society. 

7. Environment and sustainability: As there are laboratory discussions on the usage of different types of media used for wireless networking, the need for an environmental friendly communication is introduced to the students. Also the need for designing and developing better standards and protocols which will last for long term and reduce the environmental hazards, if any are also discussed.

8. Ethics: Laboratory discussions like minimizing the wastage of networking resources and accessing of other computing resources over network for constructive purposes impart the need for ethics in the subject.

9. Individual and team work: Programming assignments and projects are given to improve the students' skill on individual and team work.   

10. Communication :Laboratory assignments on preparing technical document related to application development, programming assignments given and the Q&A sessions help students to improve their various communication skills. 

11. Project management and finance: Students get project management skills by doing the laboratory project in a time-bound manner.

12. Life-long learning: As the entire world is connected through Internet, comprising millions of devices, the subject matter generate a high interest to take up this area for a lifelong research or a job. As the field is ever evolving, one who takes this field as their working area must polish their aptitude, technical abilities and programming skills to stay at the forefront.      

Total Hours: 56 Hrs  

Theory (14 Hours):  Introduction, Overview of Unix Programming Environment, Unix Programing Tools, Introduction to Computer Networking and TCP/IP, Introduction to Socket Programming, TCP Sockets and Concurrent Servers, Threads, I/O Multiplexing and Socket Options, UDP Sockets and Name and Address Conversions, Daemon Processses and Inetd Superserver, Advanced I/O and Timeouts, Non-blocking Sockets, Unix Domain Sockets, Broadcasting, Multicasting, Advanced UDP Sockets, Ioctl Operations.

Introduction to open source firewall packages. Introduction to network emulators and simulators.
Practical (42 Hours)
Experiment 1: Implementation of basic Client Server program using TCP Socket (Eg. Day time server and clent).

Experiment 2: Implementation of basic Client Server program using UDP Socket.

Experiment 3: Implementing a program with TCP Server and UDP Client.

Experiment 4: Implementation of TCP Client Server program with concurrent connection from clients.

Experiment 5: Implementing fully concurrent application with a TCP server acting as a directory server and client programs allowing concurrent connection and message transfer (Eg. Chat sytem).

Experiment 6: Fully decentralized application like a Peer to Peer system. This program is to implement without a designated Sever as in the case of experiment 5.

Experiment 7: Experiments with open source firewall/proxy packages like iptables,ufw, squid etc.

Experiment 8: Experiments with Emulator like Netkit, Emulab etc.

Experiment 9: Experiments with Simulator like NS2, NCTU NS etc.
References:     
1. W. Rıchard Stevens, Unix Network Programming – Networking APIs: Sockets and XTI Volume 1, 2nd Edition, Pearson Education, 2004.

2. W. Rıchard Stevens, Unix Network Programming – Interprocess Communications  Volume 2, 2nd Edition, Pearson Education, 2004.

3. Warren W. Gay, Linux Socket Programming by Example, 1st Edition, Que Press, 2000.
4. Brian Hall,  Beej's Guide to Network Programming, http://beej.us/guide/bgnet/
5. Elliotte Rusty Harold, Java Network Programming, 3rd Edition, O’Reilly, 2004.

6. Douglas C. Schmidt, and Stephen D. Huston, C++ Network Programming, Volume 2, Addison-wesley, 2003
CS3094 PROGRAMMING LANGUAGES LABORATORY
Pre-requisite: Nil
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Course Outcomes:

1. Engineering knowledge :Knowledge of functional programming paradigm. Understanding of the issues in Design and implementation of Programming Languages. 

2. Problem analysis :The design stage of assignment evaluations ensure that the students understand the problem before attempting the solution. This helps in improving the problem analysis and understanding skills of the student.

3. Design/development of solutions: The student practices the use of formal specifications and learns how to build systems based on formal specifications.

4. Conduct investigations of complex problems: The student acquires the skill required for developing scalable software systems.

5. Modern tool usage: The student learns the use of automatic program development tools for developing some of the modules of the implementation.

6. The engineer and society: The course imparts the skills required for building reliable software systems.  

7. Environment and sustainability: Educates the student to follow safe programming practices which in turn   minimizes undesired program behaviors during run time. 

8. Ethics:  Course appraises the need for developing reliable software systems.

9. Individual and team work: The practice sessions are done in an environment which ensures team work. Every evaluation ensures that individual effort is put in. 

10. Communication: The student learns a new programming paradigm. The course improves the programming skills of the student.  

11. Project management and finance: The assignments improves the skills in software project management. 

12. Life-long learning: The course sets the foundation required for clearly understanding the features of any new programming language that may be required in future. 

Total Hours: 56 Hrs  
Theory (14 Hours)
Functional programming foundations review. 
Practical (42 Hours)

Module 1   (5 (T) + 12(P) Hours)
Introduction to functional programming. Interpreter for the language of untyped arithmetic expressions.

Module 2   (3 (T) + 12(P) Hours)
Interpreter for the language of Untyped Lambda Calculus

Module 3   (3 (T) + 9(P) Hours)
Interpreter for the language of Typed arithmetic expressions.

Module 4   (3 (T) + 9(P) Hours)
Interpreter for Simply Typed Lambda Calculus and its extensions.
References:     
1. Benjamin C. Pierce,  Types and Programming Languages ,  MIT Press, 2002.

CS3095 DATABASE MANAGEMENT SYSTEMS LABORATORY
Pre-requisite: Nil
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Course Outcomes:

1. Engineering knowledge :At the end of course, students are expected to have the basic knowledge of designing and developing a database application meeting the required conditions, adhering to the required level of design quality and security. 

2. Problem analysis : Student is exposed to the challenge of identifying the key aspects of modeling a database from a given mini-world situation, designing and developing a database application that satisfies a set of design criteria and a set of security and concurrency conditions.

3. Design/development of solutions: At the end of the course, student will have the ability to understand the requirements of building a database application, followed by designing, developing and handling the required database with the help of various web programming techniques.

4. Conduct investigations of complex problems :As the database field is growing in its size and techniques day-by-day, the latest research developments happening in these area are introduced in the laboratory and this give an opportunity to students to investigate more into their area of interest.

5. Modern tool usage : Students are introduced to latest open source database packages and web programming techniques, enabling them to develop the required database application. 

6. The engineer and society :The knowledge that student obtain from laboratory help him/her to address the existing challenges in database application development, which will ultimately enhance the quality of database application developed, saving lots of time and  other resources for the betterment of the society. 

7. Environment and sustainability :The need for developing environmental friendly databases and their applications are discussed in the laboratory theory sessions. The importance of sustained existence of database, even in the midst of extreme external conditions or database security breach, are introduced to the students.

8. Ethics: Laboratory discussions like efficient utilization of database and computing resources and accessing of databases over network for constructive purposes impart the need for ethics in the subject.

9. Individual and team work: Laboratory experiments and projects are given to improve the students' skill on individual and team work.   

10. Communication : Laboratory experiments on preparing technical document related to the subject, programming assignments given and the Q&A sessions help students to improve their various communication skills. 

11. Project management and finance: Students get project management skills by doing the laboratory experiments and project in a time-bound manner.

12. Life-long learning: As huge amount of various kinds of data are generated and made publicly available by various organizations and millions of applications over Internet, the subject matter generate a high interest to take up this area for a lifelong research or a job. As the field is ever evolving and generating new challenges, one who takes this field as their working area, must polish their aptitude and technical abilities to stay at the forefront.    
Total Hours: 56 Hrs  

Theory (14 Hours)
Study of Postgres SQL, PL/SQL programming and JDBC. Concepts of views, scripts, triggers and transactions, SQL DBA, PHP, Eclipse. Servlets
Practical (42 Hours)
Laboratory exercises which include defining schemas for applications, creation of a databases, writing SQL and PL/SQL queries, to retrieve information from the databases, use of host languages, interface with  embedded SQL, use of forms & report writing packages available with the chosen RDBMS product preferably Postgres SQL Programming  exercises on  using scripting languages like PHP, Giving web interfaces for back end database applications.

Exercises on  Programming  in Java for connecting Postgres SQL databases using JDBC.

Exercises on creating web page interfaces for database applications using servlets.
References:     
1. Avi Silberschatz, Hank Korth, and S. Sudarshan, Database System Concepts, (5/e),  McGraw Hill, 2005

2. R. Elmasri and S. Navathe, Fundamentals of Database Systems, Addison Wesley , (5/e) , 2007
CS3096 COMPUTATIONAL INETELLIGENCE LABORATORY
 Pre-requisite: Nil
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Course Outcomes:  

The usage of functional and logical programming in the problem solving of Computational Intelligence problems. With the fundamental concepts inAI the student is able to built intelligent systems.

1. Engineering knowledge : The ability to design, implement and evaluate a computer-based expert system will be acquired by the student.                    

2. Problem analysis: The student will learn to apply knowledge representation techniques and problem solving strategies to common AI problems.

3. Design/development of solutions: The student will learn to design and develop intelligent systems.  

4. Conduct investigations of complex problems :The student is able to analyze and attempt complex and research level problems. 

5. Modern tool usage: Software tools like PROLOG and LISP 

6. The engineer and society :Intelligent systems helps/assists mankind/society in doing laborious/dangerous jobs, as well as helps experts in decision making and reduces the cost by automating various processes.          

7. Environment and sustainability:  Intelligent systems helps/assists mankind/society in doing labourous/dangerous jobs,as well as helps experts in decision making and reduces the cost by automating various processes. 

8.Communication: The course has added on to the programming skills and logical proof development. 
9. Life-long learning: The student will build self-learning and research skills to be able to tackle a topic of interest on his/her own. 

Total Hours: 56 Hrs  
Theory (14 Hours)
State Space Search, Two-agent Games, Logic, Machine Learning
Practical (42 Hours)
State Space Search – Water Jug Problem, Missionaries and cannibals, Tower of HANOI, Eight puzzle, Implementation of these problems using both uninformed and informed search. – BFS, DFS, Best First Search, A*
Two-agent Games – Tic-Tac-Toe using Min-Max search and Alpha-Beta pruning, Constraint Satisfaction Problems – N-Queens using Heuristic repair and constraint propagation
Logic-Unification, Resolution,Answer Extraction Using Resolution
Machine Learning – Decision Tree, Candidate Elimination, Clustering (K-means), Neural net learning (Perceptron), Genetic algorithms (2SAT), Expert Systems, Natural Language Processing
References:     
1.George F Luger,  Artificial Intelligence- Structures and Strategies for Complex Problem Solving, 4/e, 2002, Pearson Education. 

2. E. Rich, K.Knight, Artificial Intelligence, 2/e, Tata McGraw Hill 

3. S Russel, P Norvig, Artificial Intelligence- A Modern Approach, 2/e, Pearson Education, 2002
4. Winston. P. H, LISP, Addison Wesley 

5. Ivan Bratko, Prolog Programming  for Artificial Intelligence, 3/e, Addison Wesley, 2000

CS3097 WEB PROGRAMMING LABORATORY

Pre-requisite: Nil
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Course Outcomes:

1. Engineering knowledge: Design and implement dynamic websites by acquiring the fine art of website designing with innovative ideas.

2. Problem analysis: Understand the role of computer languages and protocols related to the web and to be able to analyse the roles of HTTP, HTML, CSS, Javascript, SQL and other languages in web applications.

3. Design/development of solutions: Work towards the design and development of web applications.

4. Conduct investigations of complex problems : Analyze in depth a current internet technology  in terms of its underlying technology, security model, user interface, extent to which it is customizable by the users,etc.

5. Modern tool usage :Get familiarized with the application server platforms like WAMP and Instant rails as well as languages like PHP.

6. Life-long learning : The basic understanding of some of the web designing technologies encourage to learn and cope-up with the up-to-date technologies.
Total Hours: 56 Hrs  

Theory (14 Hours)
Review of basic technologies and concepts in Web Programming
Practical (42 Hours)
· Basic web client: Client programming, processing and parsing data when reading from a network socket - basics of the HTTP protocol. 

· Basic web server: Client-server programming - Implement a protocol. 1.0 specification of HTTP -  conditional get and cookies.

· Concurrent web server: Modifying web server for pool of threads - semaphores to synchronize access to shared memory.

· Performance evaluation: Workload generation, and performance evaluation. performance improvement gained by using threads - optimization.

· Peer-to-peer web browser: Peer-to-peer programming – building a distributed system. Peer to peer file sharing – synchronization similar to BitTorrent tracker. Quantifying scalability.

· Complete web application: Developing a database-driven complete web application following SDLC. Database backend (say MySQL) – application in PHP / Rails. 
References:
1. Sam Ruby, Dave Thomas and David Heinemeier Hansson. Agile Web Development with Rails (3/e),  Pragmatic Programmers, 2009.

2. Hugh E. Williams and David Lane. Web Database Applications with PHP and MySQL (2/e), O'Reilly & Associates, May 2004
CS4091 BIOCOMPUTING LABORATORY

Pre-requisite: Nil
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Total Hours: 56Hrs  
Module 1 (3 (T) + 10 (P) Hours)
Familiarization with Bioinformatics Resources: Understanding of biological databases [GenBank, EMBL, DDBJ, PDB, PIR, SwissProt], Retrieving and analyzing various types of data from these databases, Study of sequence alignment tools (both standalone and online versions) [DotPlot, Clustal, BLAST, FASTA], Study of PHYLIP.
Module 2 (3 (T) + 10 (P) Hours)
Introduction to Bio-programming languages: BioPerl, BioPython, BioJava.

Module 3 (3 (T) + 10 (P) Hours)
Study of Genomics and Proteomics Tools: Working with Genscan, Study of molecular visualization tools [Rasmol, Deep View], Study of Protein structure prediction tools [SCOP, MODELLER, I-TASSER]
Module 4 (5 (T) + 12 (P) Hours)
Implementation of algorithms in Bioinformatics: Sequence analysis and alignment, Motif finding, Protein structure prediction, Construction of Phylogenetic trees. 

References:     
1. Neil C Jones and Pavel A Pevzner, An Introduction To Bioinformatics Algorithms, MIT Press, August 2004. 

2. Richard Ernest Bellman, Dynamic Programming, Princeton University Press, 2003.

3. Dan Gusfield, Algorithms On Strings, Trees, And Sequences, Cambridge University Press, 1997.

4. Gary Benson and Roderic Page, Algorithms In Bioinformatics, Springer, Vol 2812, 2003. 
CS4092 DATA MINING LABORATORY
Pre-requisite: Nil
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Course Outcomes:


On completing this course students acquire knowledge in using the data mining functionalities namely classification, clustering and association. They get familiarized with the algorithms and problem solving methods that can be practiced for real. 

1.Engineering knowledge: They learn to artfully bring about results from quantitative and qualitative data with the help of software and many problem solving methods.

2.Problem analysis: They also acquire skills in making judicious decisions on data mining functionalities to be used for analysing the given problem.  Creatively deal with data related issues that need to be addressed for successful data mining to be carried out.

3.Design/development of solutions: They can independently suggest the design methodology and the functional diagrams by which the problem can be solved.  Conceptualize a data mining solution to a practical problem .

4. Conduct investigations of complex problems: Systematically evaluate models/algorithms with respect to their accuracy. Be able to approach data mining as a process, by demonstrating competency in the use Data Mining, including the business understanding phase, the data understanding phase, the exploratory or the data analysis phase, the modeling phase, the evaluation phase, and the deployment phase.

5.Modern tool usage  : Be proficient with leading data mining software, including WEKA, Clementine by SPSS, and the R language.

6. The engineer and society: Understand and apply the most current data mining techniques and applications, such as text mining, mining genomics data, and other current issues.

7. Environment and sustainability: Data Mining, Machine Learning, SVM.

8. Ethics: Don’t get drowned in data and stop starving for knowledge; Data Mining has come, just grab it, and enlighten the world with knowledge.

9. Individual and team work
: Projects with high value of Interestingness will be delivered.  Students will easily gel with team members as they work in the lab sessions as a group of four. The work distribution is well defined among themselves so that by the end of the course each one of them will be exposed to the various phases in the KDD cycle.

10.Communication: Carry out a self -directed piece of practical work that requires the application of data mining techniques in a creative manner.Reading papers is an inevitable task in knowing more about Data Mining.

11. Life-long learning: Based on current industry practice, a selection of advanced topics like Mining Data Streams, Graph Mining, Multi-Relational Mining, Text Mining will be familiar to the students. The volume of research papers read and the easiness with which the can be related to examples known to us contribute greatly in keeping a life-long interest in this subject.

Total Hours: 56 Hrs  

Theory (14 Hours) + Practical (42 Hours)
Introduction to Scilab Matrix operations,     Plotting functions, contours (2(T)+6(P)Hours)    

Classification  Bayesian classifier, Perceptron , Support Vector Machine(3(T)+12(P) Hours)

Clustering K-means and EM Clustering    (3(T)+6(P) Hours) Association rule mining  (2(T)+6(P) Hours) 

Feature selection (2(T)+6(P) Hours) Introduction to Weka    (2(T)+6(P) Hours)
References:     
1. Pang-Ning Tan,Michael Steinbach and Vipin Kumar  Introduction to Data Mining,  Pearson Education 2006.

2. Han and Kamber, Data Mining: Concepts and Techniques, (2/e), Morgan Kaufmann
CS4093 IMAGE PROCESSING LABORATORY
Pre-requisite: Nil






                          ELECTIVE

	L
	T
	P
	C

	1
	0
	3
	3


Course Outcomes:   

The student will be able to design and implement simple image processing application based on the concepts learned in the course. The student will get motivated for learning advanced courses in the area like computer vision and pattern recognition and also may become interested in doing research in thearea after understanding the scope of research in the field .

1. Engineering knowledge: Enable the students to learn the concepts in image processing by implementing the fundamental algorithms in Image processing.    

2. Life-long learning: The course motivates the students to learn further in the field of computer vision and pattern recognition for building better solutions.

Total Hours: 56 Hrs  

Theory (14 Hours)
An introduction  to digital images- sampling, quantization. Basic image processing, arithmetic processing. Image enhancement and point operation. Image enhancement and spatial operation. Color images and models models. Frequency domain operations.

Practical (42 Hours)
Lab1: An introduction to digital images- sampling, quantization, Image re-sampling, Image properties: bit-depth

Lab2: Basic image processing, arithmetic processing

Lab3: Image enhancement and point operation- Linear point operation, clipping, thresholding, negation, non-linear mapping, intensity slicing, image histogram, histogram equalization.

Lab4: Image enhancement and spatial operation- Convolution, correlation, linear filtering, edge detection.

Lab5: Color images- color models, color enhancement, color thresholding.

Lab6: Frequency domain operations- fourier transform, freq domain filtering

References:  
1.  Rafael C., Gonzalez & Woods R.E., Digital Image Processing, Addison Wesley, 2007.

2.  Jain A.K, Fundamentals of Digital Image Processing, Prentice Hall, Englewood Cliffs, 2002.

3.  Schalkoff R. J., Digital Image Processing and Computer Vision, John Wiley, 2004.
CS4094 COMPUTER VISION LABORATORY

Pre-requisite: Nil







              ELECTIVE

	L
	T
	P
	C

	1
	0
	3
	3


Course Outcomes:   

The foundations laid in the computer vision theory course will get strengthened after completing the lab. The student will able to confidently approach any  computer vision based problems and will be able to solve any new challenges using fundamental concepts, programming skills and the hands on experience from the lab session. This will provide the student an aptitude or confidence for pursuing higher studies or research in the area.

1. Engineering knowledge :To implement the various existing algorithms in computer vision. 

2. Design/development of solutions : The course motivates the students to learn further in the field of image processing and pattern recognition for building better solutions.        

3. Modern tool usage : Matlab/Octave/Python/Open CV 

4. The engineer and society : Enables the student for developing vision based engineering solutions for the society/military/health care and differently able persons. 
5. Life-long learning :The course motivates the students to learn further in the field of image processing and pattern recognition for building better solutions.    

Total Hours: 56 Hrs  

Theory (14 Hours)
Edge operations: Various edge operators.

Segmentation and  clustering techniques and applications.

Colouring and color image processing. Object detection and classification.

Computation of 3D scene from 2D.
Practical (42 Hours)
MatLab implementation for the following:

1. Edge operations: 

2. Segmentation: by clustering, segmentation by fitting models-Vision applications.

3. Colouring techniq ues, Pseudo-colouring, 

4. Colour image analysis.

5. Object detection and classifications

6. Computation of  3D scene from 2D.
References:   
1. David A Forsynth and Jean Ponce (2003),  Computer Vision- A modern approach, Pearson education series, 2003.

2. Milan Sonka, Vaclav Hlavac and Roger Boyle (2008), Digital image processing and computer vision, Cengage learning, 2008
3. Schalkoff R. J., Digital Image Processing and Computer Vision, John Wiley, 2004.
CS4095 COMPUTER GRAPHICS LABORATORY

Pre-requisite: Nil







      
   ELECTIVE

	L
	T
	P
	C

	1
	0
	3
	3


Course Outcomes:

1. Engineering knowledge: At the end of the course, a student is expected to have a thorough knowledge on 3D modeling, image synthesis, and rendering. 

2. Problem analysis: Students learn to implement the fundamental algorithms in computer graphics which enables them in analyzing new challenges in the domain and proposing solutions based on their fundamental knowledge in the area.

3. Design/development of solutions: At the conclusion of the course, a student will have the ability to understand the requirements of designing computationally efficient programs or tools in the production of 3D models, lighting, rendering etc.

4. Conduct investigations of complex problems: As part of the course, various modern techniques for lighting, shading and geometric modeling etc are introduced to the students which in turn will motivate the student to develop newer and better algorithms in this area.

5. Modern tool usage: As part of the course programming assignments using various computer graphics APIs or packages will be given, employing the theory covered in the lectures and the text books. 

6. The engineer and society :Knowledge in Computer Graphics enables  the students to develop softwares/tools that helps in designing/modeling/visualization/ creating animation movies etc.

7. Individual and team work :Emphasis is given to carry out experiments/assignments which will improve individual and team efforts.

8. Communication: A student’s communication skills are improved by documenting, implementing lab exercises and the like.

9. Project management and finance: Project management skills improve as each student will get an opportunity to do a course project.

10. Life-long learning: As computer graphics has numerous number of applications in the day-to-day life, the practical knowledge creates high interest in a student which he/she can apply for undertaking creative work and research in 3D graphics. 

Total Hours: 56 Hrs  

Theory (14 Hours)
OpenGL programming - constructs and standards.  

Practical (42 Hours)
Drawing Geometric Primitives - case studies.

Create simple models.  

Interactive Transformations and Projections

Parsing simple mesh file formats

Rendering  meshes.

Case Study:  Model a scene, Place lights on the scene, render shadows and texture models.

References:     
1. D. Shreiner, M. Woo, J. Neider and T. Davis, OpenGL Programming Guide, Addison Wesley, 2005.  
CS4096 SOFTWARE ENGINEERING LABORATORY
Pre-requisite: CS3004 Software Engineering 



              ELECTIVE

	L
	T
	P
	C

	1
	0
	3
	3


Course Outcomes:

i. The student takes part in full lifecycle of the development of a significant software product.

ii. The student gets chance to apply the principles learnt in software engineering and use tools as a when needed. 

iii. The student gets to understand the challenges of working in team and playing different roles in development.

iv. The students gets a hands on experience on the managerial and risk issues in software development. 

1. Engineering knowledge: The student gets a chance to apply the principles learnt in software engineering and develop a software product. The student gets a chance to use the tools at different phases of development and produce the various deliverables.  

2. Problem analysis :Student has to critically evaluate the requirements collected to convert them into specifications. Problem analysis is needed throughout the development of the product as each phase calls for making critical decisions to make useful, sustainable product. 

3. Design/development of solutions: At the end of the course the student has to develop a significant software product which is solution to the problem considered

4. Conduct investigations of complex problems: Student gets a chance to breakdown complex problems, evaluate alternatives and propose efficient solutions

5. Modern tool usage :Students are advised to use appropriate tools that help in each phase from either suites like Rational Rose or from free software suites for Software Engineering. 

6. The engineer and society: This course increases the confidence of the student in developing software products.

7. Environment and sustainability: Student is advised to keep the environmental consideration like green computing to provide sustainable solutions.

8. Ethics: Strong professional and work ethics are promoted among the student group while development of software

9. Individual and team work: The projects are expected to be done as a group where different students are expected to take roles of different stake holders. Hence student gets a real time experience of the challenges in working as a team and as a individual        

10. Communication: Every phase of the development has defined deliverables in the form of documents which gives opportunity for students to do technical writing. The multiple reviews and demos planned at different checkpoints give student a chance to improve oral communication. 

11. Project management and finance : The managerial part of software development like cost and time estimation is done by the students as part of their work. 

12. Life-long learning: The intent of course is to instill the importance of engineering software rather than adhoc development. The course and lab introduces the basic foundational concepts. The lab gives a hands on experience on how the development works in real time. This experience will motivate the student to develop good softwares which needs continuous updation of what is happening in the industry. 

Total Hours: 56 Hrs  

Theory (14 Hours)
Introductory Lectures on the use of appropriate tools is to be given.

Peer review discussions of deliverables will also be done in theory sessions.
Practical (42 Hours)
Objective is to develop a significant software product using sound software engineering principles by small student groups. Choice of appropriate methodology and standard tools are also expected. The lab will have deliverables at each milestone of development. 

1. Problem Statement / Product Specification

2. Project Plan – Project Management Tool to be identified and Estimation and Costing to be done.

3. Requirements Document – Specification Tool choice to be justified  - In class Review

4. Design Document – Choice of Methodology to be justified - In class Review

5. Code and Test Report – Peer review documents of standards adherence to be provided

6. Demo – Integrated Product or Solution to the problem

7. Review of the process and analysis of variation from initial plan and estimation. 

References:     
1. Roger S Pressman, Software Engineering: A Practitioner’s Approach (6/e.),  Mc Graw Hill, 2008.
CS4097 OBJECT ORIENTED PROGRAMMING LABORATORY

Pre-requisite: Nil


  




              ELECTIVE

	L
	T
	P
	C

	1
	0
	3
	3


Course Outcomes:

1. Engineering knowledge: Student must be able to assess the complexity involved in practical system development. Further, the student should be able to design the system from an OO perspective such that concepts of information hiding and ability to reuse are given prominence. 

2. Problem analysis: Skill to analyze requirement and take design decisions to develop the project and providing the solutions.

3. Design/development of solutions: Ability to use the UML concepts in design and use OO based tools like Umbrello / Rational Rose to draw 

a)Use Case Diagrams 

b)Class Diagrams 

c)Sequence Diagrams etc.

4. Conduct investigations of complex problems: To understand the power of procedural and data abstraction in addressing complex problems and how OO concepts help in achieving them.

5. Modern tool usage: The course ensures familiarity with SWE design tools and development environments. 
6. Ethics: The ethical standards of a SWE professional (based on ACM guidelines) are referred in the course and will be adhered to in the lab assignments as applicable.

7. Individual and team work : Software development is a highly human intensive interactive job. Current approaches like agile development, extreme programming are all introduced and teamwork is given prominence. 

8. Communication: For an engineer, communicating the design is of paramount importance. UML is the language in OO domain for this. Prototype development is also encouraged.

9. Life-long learning : Ability to design complex systems and be up-to-date with the current tools will ensure that the students can cope up with the evolutions in the domain. 

Total Hours: 56 Hrs  

Theory (14 Hours)
Procedural vs. Objected oriented approaches – Concept of Abstraction - Design and analysis using OO methodologies. Introduction to UML.

Practical (42 Hours)
The implementation has to be done using languages like C++/Java/C#.

Programs to study

Functions – Control structures – String handling – File handling

Error and Exception handling

Class – Objects –Instantiation 

Principles of Inheritance, Encapsulation, Polymorphism – Overloading, Virtual functions

OO Design with stress on interface specification.  Automated code generation and component 
reuse - UML
References:     
1. B Stroustrup, The C++ Programming Language (3/e). Addison Wesley, 1997. 

2. Steve Oualline, Practical C++ Programming (2/e). O'Reilly & Associates, 2002.

3. J Nino and F A Hosch, An introduction to programming and object oriented design using Java. Wiley India, 2010

Course Assessment Methods

The method of assessment for any course is decided by the concerned faculty in consultation with the class committee and announced to the students in the beginning of the semester. We adopt a continuous evaluation policy for all lecture and practical courses. The evaluation consists of two tests and an end semester examination. A minimum of 40% weightage is assigned to the end semester examination. Continuous evaluation may include assignments or quizzes. The results are discussed in class committee consisting of a committee chairman, faculty and students.

The assessment methods and weightage for each course is tabulated below.

	Code
	Course
	Test I
	Test II
	End

Semester Exam
	Assignments
	Lab Exercises
	Quiz
	Projects
	Presentations
	Total

	CS 1001
	FOUNDATIONS OF COMPUTING
	15
	15
	50
	20
	-
	-
	-
	-
	100

	ZZ1004
	COMPUTER PROGRAMMING
	15
	15
	50
	-
	20
	-
	-
	-
	100

	MA2001
	MATHEMATICS III
	25
	25
	50
	-
	-
	-
	-
	-
	100

	CS2001
	LOGIC DESIGN
	25
	25
	50
	-
	-
	-
	-
	-
	100

	CS2002
	FOUNDATIONS OF PROGRAMMING
	25
	25
	50
	-
	-
	-
	-
	-
	100

	EC2014
	SIGNALS AND SYSTEMS
	20
	20
	50
	10
	-
	-
	-
	-
	100

	CS2091
	LOGIC DESIGN LABORATORY
	30(Viva) + 40
	-
	30
	
	-
	-
	100

	CS2092
	PROGRAMMING LABORATORY
	25 * 4
	-
	-
	-
	-
	-
	100

	MA2002
	MATHEMATICS IV
	20
	20
	50
	10
	-
	-
	-
	-
	100

	CS2004
	COMPUTER ORGANIZATION
	20
	20
	50
	10
	-
	-
	-
	-
	100

	CS2005
	DATA STRUCTURES AND ALGORITHMS
	20
	20
	40
	20
	-
	10
	-
	-
	100

	CS2006
	DISCRETE STRUCTURES
	30
	30
	40
	-
	-
	-
	-
	Moodle10%
	Rounded to 100%

	CS2093
	HARDWARE LABORATORY
	20
	20
	30
	-
	30
	-
	-
	-
	100

	CS2094
	DATA STRUCTURES LABORATORY
	20
	20
	20
	25
	15
	-
	-
	100

	CS3001
	THEORY OF COMPUTATION
	30
	30
	40
	-
	-
	-
	-
	-
	100

	CS3002
	DATABASE MANAGEMENT SYSTEMS
	20
	20
	50
	10
	-
	-
	-
	-
	100

	CS3003
	OPERATING SYSTEM
	20
	20
	50
	10
	-
	-
	-
	-
	100

	CS3004
	SOFTWARE ENGINEERING
	15
	15
	50
	-
	-
	10
	10
	-
	100

	CS3005
	COMPILER DESIGN
	25
	25
	50
	-
	-
	-
	-
	-
	100

	CS3006
	COMPUTER NETWORKS
	20
	20
	50
	10
	-
	-
	-
	-
	100

	CS4001
	ENVIRONMENTAL STUDIES
	-
	-
	-
	-
	-
	-
	-
	25*4
	100

	MS4003
	ECONOMICS
	20
	20
	50
	-
	-
	10
	-
	-
	100

	ME4104
	PRINCIPLES OF MANAGEMENT
	20
	20
	50
	10
	-
	-
	-
	-
	100

	CS4021
	NUMBER THEORY AND CRYPTOGRAPHY
	15
	15
	50
	15
	-
	5
	-
	-
	100

	CS4022
	PRINCIPLES OF PROGRAMMING LANGUAGES
	15
	15
	50
	10
	-
	10
	-
	-
	100

	CS4023
	COMPUTATIONAL INETELLIGENCE
	15
	15
	50
	20
	-
	-
	-
	-
	100

	CS4024
	INFORMATION THEORY
	30
	30
	40
	-
	-
	-
	-
	-
	100

	CS4025
	GRAPH THEORY AND COMBINATORICS
	25
	25
	40
	10
	-
	-
	-
	-
	100

	CS4026
	COMBINATORIAL ALGORITHMS
	30
	30
	40
	-
	-
	-
	-
	-
	100

	CS4027
	TOPICS IN ALGORITHMS
	30
	30
	40
	-
	-
	-
	-
	-
	100

	CS4028
	QUANTUM COMPUTATION
	30
	30
	40
	-
	-
	-
	-
	-
	100

	CS4029
	TOPICS IN THEORY OF COMPUTATION
	30
	30
	40
	-
	-
	-
	-
	-
	100

	CS4030
	COMPUTATIONAL COMPLEXITY
	30
	30
	40
	-
	-
	-
	-
	-
	100

	CS4031
	COMPUTATIONAL ALGEBRA
	30
	30
	40
	-
	-
	-
	-
	-
	100

	CS4032
	COMPUTER ARCHITECTURE
	20
	20
	50
	10
	-
	-
	-
	-
	100

	CS4033
	DISTRIBUTED COMPUTING
	20 + 50
	10
	-
	5
	10
	5
	100

	CS4034
	MIDDLEWARE TECHNOLOGIES
	-
	-
	70
	10
	-
	5
	10
	5
	100

	CS4035
	COMPUTER SECURITY
	15
	15
	50
	5
	-
	-
	10
	5
	100

	CS4036
	ADVANCED DATABASE MANAGEMENT SYSTEMS
	20
	20
	50
	10
	-
	-
	-
	-
	100

	CS4037
	CLOUD COMPUTING
	20
	20
	50
	10
	-
	-
	-
	-
	100

	CS4038
	DATA MINING
	20
	20
	50
	10
	-
	-
	-
	-
	100

	CS4039
	MULTI AGENT SYSTEMS
	15
	15
	50
	15
	-
	5
	
	
	100

	CS4040
	BIOINFORMATICS
	20
	20
	50
	10
	-
	-
	-
	-
	100

	CS4041
	NATURAL LANGUAGE PROCESSING
	15
	15
	50
	10
	-
	10
	-
	-
	100

	CS4042
	WEB PROGRAMMING
	15
	15
	50
	-
	-
	-
	20
	-
	100

	CS4043
	IMAGE PROCESSING
	15
	15
	50
	-


	20
	-
	-
	-
	100

	CS4044
	PATTERN RECOGNITION
	15
	15
	50
	-


	20
	-
	-
	-
	100

	CS4045
	MEDICAL IMAGE PROCESSING
	15
	15
	50
	-


	20
	-
	-
	-
	100

	CS4046
	COMPUTER VISION
	15
	15
	50
	-
	20
	-
	-
	-
	100

	CS4047
	COMPUTER GRAPHICS
	20
	20
	50
	10
	-
	-
	-
	-
	100

	CS4048
	TOPICS IN COMPILERS
	25
	25
	50
	-
	-
	-
	-
	-
	100

	CS4049
	ADVANCED COMPUTER NETWORKS
	15
	15
	50
	10
	-
	10
	-
	-
	100

	CS4050
	DESIGN AND ANALYSIS OF ALGORITHMS
	20
	20
	40
	10
	-
	10
	-
	-
	100

	CS4051
	CODING THEORY
	30
	30
	40
	-
	-
	-
	-
	-
	100

	CS4052
	LOGIC FOR COMPUTER SCIENCE
	25
	25
	40
	10
	-
	-
	-
	-
	100

	CS3091
	COMPILER LABORATORY
	-
	-
	20
	-
	70
	10
	-
	-
	100

	CS3092
	OPERATING SYSTEMS LABORATORY
	-
	-
	20
	-
	70
	10
	-
	-
	100

	CS3093
	NETWORKS LABORATORY
	-
	-
	-
	-
	90
	10
	-
	-
	100

	CS3094
	PROGRAMMING LANGUAGES LABORATORY
	-
	-
	-
	-
	20 * 5
	-
	-
	-
	100

	CS3095
	DATABASE MANAGEMENT SYSTEMS LABORATORY
	-
	-
	-
	-
	90
	10
	-
	-
	100

	CS3096
	COMPUTATIONAL INETELLIGENCE LABORATORY
	20 * 5
	-
	-
	-
	-
	-
	100

	CS3097
	WEB PROGRAMMING LABORATORY
	20 * 5
	-
	-
	-
	-
	-
	100

	CS4091

	BIOCOMPUTING LABORATORY
	-
	-
	-
	-
	90
	10
	-
	-
	100

	CS4092
	DATA MINING LABORATORY
	-
	-
	-
	-
	90
	10
	-
	-
	100

	CS4093
	IMAGE PROCESSING LABORATORY
	30
	-
	70
	-
	-
	-
	100

	CS4094

	COMPUTER VISION LABORATORY
	30
	-
	70
	-
	-
	-
	100

	CS4095
	COMPUTER GRAPHICS LABORATORY
	30
	-
	70
	-
	-
	-
	100

	CS4096
	SOFTWARE ENGINEERING LABORATORY
	20 * 5
	-
	-
	-
	-
	-
	100

	CS4097
	OBJECT ORIENTED PROGRAMMING LABORATORY
	25 * 4

	-
	-
	-
	-
	-
	100

	CS4098
	SEMINAR
	15 (viva)
	-
	-
	-
	-
	-
	-
	30 + 30 (Report) + 10 (Topic) + 15(Slides)
	100

	CS4089
	PROJECT
	
	
	
	
	
	
	
	20(Report) + 80(Presentations)
	100

	CS4099
	PROJECT
	
	
	
	
	
	
	
	20(Report) + 80(Presentations)
	100








