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4. Foreword

Systematic education in computer science at the University of Szeged was launched within the Mathematical Institute at the end of the 1950's. Professor László Kalmár, a Kossuth laurate mathematician recognized the importance of that new-born science, and used his authority to put informatics to the place it belongs. He offered the first computer courses at the University of Szeged, and had a decisive role in starting computer science programs in 1963, and in founding Computer Science department within the Bolyai Mathematical Institute.

From that time the education, the research and the infrastructural and human resources that provide the base for that activities have undergone profound changes. One of the most important steps of that development came in 1990, when the independent Institute of Informatics was founded within the Faculty of Natural Science, and as a new entity took over the computer science education. In the old system of higher education the Institute of Informatics successfully managed the computer engineering programs along with the business informatics, engineering informatics, and informatics teacher programs.

The recent restructure of the higher education (Bologna process) was implemented in our Institute, too. In 2005, among the firsts in the Hungarian higher education, we started BSc programs in Software Information Technology and Business Information Technology, then in 2006 in Engineering Information Technology. We were pioneering in launching Software Information Technology MSc program in 2007, which were followed with MSc program in Business Information Technology and and MA program in Teacher of Informatics in 2008.
Our next plans include launching an Engineering Information Technology MSc program. The Institute of Informatics has had a PhD program since 1993. Gradually we have built up an independent Doctoral School, which is authorized to issue PhD degrees.

The education is conducted both in traditional lecture halls and computerized classrooms or terminal rooms. Our well-equipped classrooms give opportunity to our student to work with the cutting edge computers and softwares. About 25 high performance server machines provide the necessary computational capacity. In the terminal rooms our students have a wide access to machines and the Internet off class, too.    

5. Organization
The Institute consists of six departments and a research group which are as follows.
Department of Computational Optimization,

head: Prof. Tibor Csendes

Department of Computer Algorithms and Artificial Intelligence, 

head: Dr. Csanád Imreh

Department of Foundations of Computer Science, 

head: Prof. Zoltán Ésik

Department of Image Processing and Computer Graphics, 

head: Dr. Zoltán Kató

Department of Software Engineering, 

head: Prof. Tibor Gyimóthy

Department of Technical Informatics, 

acting head: Dr. Zoltán Gingl

Research Group on Artificial Intelligence of the Hungarian Academy of Sciences, 

head: Prof. János Csirik

The head of the Institute: Prof. Zoltán Fülöp. The deputies of the head: Dr. Éva Gombás (student affairs) and Dr. Károly Dévényi (management) and Dr. László Nyúl (chair of the hardware-software committee).

In these departments about 50 professors and researchers teach and conduct research.

6. Main courses (by departments):
Department of Computational Optimization
BSc: Business Informatics, Introduction to interval analysis, Linear Programming (talent program) level, Linear Programming, Numeric and symbolic calculations, Decision Models.

MSc/PhD: Computational statistics, Logistics and Business Process Modeling, Logistics, Serving Networks, Technical Analysis in the Stock Market, Integrated Corporate Management, Numerical and Symbolic Computing II., Computer Algebra and Scientific Computing, Information Visualization, Nonlinear Programming, Fundamentals of Information Society, Computational statistics, Optimization applications, Mathematical modeling of economic processes, Applications of Linear Programming, Combinatorial optimization, Game Theory, Selected Topics from Operational Research: Positional Games, Graph theory  algorithms.
Department of Computer Algorithms and Artificial Intelligence
BSc: Algorithms and data structures I., Algorithms and data structures II., Artificial Intelligence I.  
MSc/PhD: Informatical systems helping education, Packing and scheduling, Reinforcement Learning, Applied Informatics, Intelligent visualization technologies,  Hungarian language processing, Natural language processing and speech recognition, Developing algorithms, Theory of machine learning, Elements of symbolic knowledge representation, Multicriteria decision models, Fuzzy theory, Pattern Recognition, Optimization problems in robotics, String processing methods, Online algorithms, Machine learning, Statistical machine learning, Data Mining.

Department of Foundations of Computer Science

BSc: Verification of Hardware and Software Systems, Logic and its applications in informatics, Foundations of Computer Science, Formal languages, Complexity Theory.

MSc/PhD: Automata and formal languages, Tree automata, Theory of Computation, Term Rewrite Systems, Semantics of Programming Languages, Quantum Computing, Process Algebra, Model checking, Finite model theory, Finite Transition Systems, Dynamic Logic, DNA Computing, Cryptography, Automata and Formal Logic.
Department of Image Processing and Computer Graphics

BSc: Image Analysis (Talent Care Program), Computer Aided Design, Computer graphics, Elements of computer graphics, Structured Computer Organization, Operating Systems, Introduction to informatics, Digital Image Processing, Introduction into Image Processing, Assembly programming, Introduction to databases, Advanced database systems, Multimedia.
MSc/PhD: Medical Imaging, Geoinformatics, Computer Vision, Operating systems in schools, Image Reconstruction, Image registration, Image databases, Advanced Image Processing, Advanced Computer Graphics, Databases in school, Image segmentation.
Department of Software Engineering
BSc: Programming I., Introduction to Programming, Introduction to Programming (talent program), Web Design, Practical Software Quality Assurance, Foundations of Programming, Software Engineering I., Software Engineering II., Software Engineering, Basics of Object Oriented Programming, Open-source software development, Computer Networks, Application development, Real-time Programming, Programming Languages, Programming II.
MSc/PhD: Advanced Programming, Software maintenance, Network operating systems, Design and development of scalable software systems, Business Web Technologies, Information technologies, Object-Oriented Systems Design, Program Analysis, Testing Methods, Programming Methods, Software Evolution, Compilers, Enterprise information systems, Embedded systems, Functional Programming, Operation systems in schools, Parallel Programming, Programming Languages in Education, Legal, ethical and informatics questions of personal data protection, Software Development. 
Department of Technical Informatics

BSc: Digital techniques, Electronics, Intelligent systems, Industrial networks, Control and monitoring of industrial processes, Control techniques, Signals and systems,  Mechatronics, Measurement and data acquisition, Microcontrollers, Application of microcontrollers, Microcontrollers and peripherals, Modern instrumentation, Robotics. 

MSc/PhD: Applications of electronics, Robot programming languages, Virtual instrumentation, Single variable control, Signals and systems, Noise and fluctuations.

7. Education

The institute offers BSc, MSc, MA and PhD degrees. The curricula consist mainly of mandatory courses for undergraduates and a broad spectrum for specialization at graduate level. The curricula have already been adjusted to conform to the so-called Bologna project, embracing most of the topics of modern informatics and computer science. The informatics/computer science and some of the engineering courses belong to the departments of the Institute of Informatics. The Institute of Mathematics and the Faculty of Economics and Business Administration are responsible for the mathematics and economics courses. The physics courses are taught by the Departments of Physics.

BSC PROGRAMS

Presently we have three programs at undergraduate level: Business Information Technology, Engineering Information Technology, and Software Information Technology.

Business Information Technology, BSc 

The normal duration of the program is 7 semesters. The program produces experts who are well versed in the information society, and are able to understand and solve the problems arising in real business processes. They can manage the information technology supporting the business needs, such as to improve on the knowledge base and business intelligence of companies, model the cooperation of info communication processes and technologies, control those processes, identify problems, and develop applications (and also maintain and monitor their quality). Moreover the graduates are equipped by the theoretical basics to continue their studies at MSc level.

Engineering Information Technology, BSc 

The normal duration of the program is 7 semesters. The goal of the program is to train computer experts with solid engineering skills. The graduates are expected to install and operate complex systems, especially in the information infrastructure area, and also to plan and develop the data and program system of such systems. This means skills both in hardware and advanced software technology, involving modeling, simulation, performance, reliability, configuration, trouble shooting, maintenance, and development of systems. They are also provided with appropriate basic knowledge to continue their studies at MSc level.

Software Information Technology, BSc

The normal duration of the program is 6 semesters. The graduates are supposed to have high skills in planning and development of company information systems using modern software tools. Furthermore, they are trained in the planning, development and operation of decision support systems, expert systems, and multimedia systems. The graduates also receive firm basis in Computer Science knowledge in order to have suitable knowledge to continue their studies at MSc level.

GRADUATE PROGRAMS

Software Information Technology, MSc

The normal duration of the program is 4 semesters. The goal of the training is to produce informatics/computer science experts who have firm theoretical basis, and they are able to expand their knowledge autonomously in a long run. They can work in teams or on their own, to develop, produce, apply, introduce, maintain, and to service information systems at high level. Furthermore, they possess the necessary cooperation and model making skill that are needed for solving of the informatics problems arising in their fields. They are also able to conduct research work, and to continue their studies at PhD level. There are six offered fields for specializations: 
Image Processing, Artificial Intelligence, Model Making for Informaticians, Operations Research, Computer Science, and Software Development.

Business Information Technology, MSc

The normal duration of the program is 4 semesters. The goal of the training is to produce experts who are able to understand complex business processes, to explore the arising problems and work out alternative solutions. They can recognize the surfacing demands that appear while using information systems supporting those processes. They are prepared to develop those and to manage ready-made applications. They possess the necessary skills to coordinate and conduct research and development, and to continue their studies at PhD level.

Teacher of Informatics, MA

The normal duration of the program is 4 or 5 semesters, depending on the number of certifications. The program is based on the previous knowledge of the candidates acquired in BSc or MSc level in informatics. The goal of the training is to produce teachers, who can teach various subjects in informatics, and execute tasks arising at schools in connection of training and development of information and communication technology or research. Furthermore the program prepares the students to continue their studies at PhD level.

PhD program in Computer Science

In addition to the above programs, a doctoral program in Computer Science is available since 1993. The aim of this program is to support graduate studies, leading to the degree of PhD in computer science. The program had been a part of the Doctoral School in Mathematics and Computer Science of the Faculty of Science of the University of Szeged till the end of 2008,

when a new Doctoral School on Computer Science has been founded. 
There are three main research areas in the School:

Theoretical Computer Science, Operations Research and Combinatorial Optimization, and Applications of Computer Science. The possible research topics preferably, but not exclusively can be chosen among those parts of computer science and related areas, which are being investigated at the Institute of Informatics. The normal duration of the program is 6 semesters. Students are required to take entrance examinations for the admittance. The State of Hungary usually supports up to 6-7 new fellowships every year that is offered to Hungarian citizens. Foreign students are not entitled for that fellowship, their tuition and other expenses have to be supported from other sources.

8. Research

The departments of the Institute conduct research in the following areas.

Department of Computational Optimization

Reliable Computing, Interval Optimization, Discrete Optimization, PNS problems, Extremal Graph Theory, Combinatorial games, Data mining, and History of Mathematics.

Department of Image Processing and Computer Graphics

Image Models based on Random Markov fields, Parametric estimation of transformations, Higher order active contour models, Analysis of satellite pictures, Digital spatial models. Vectorization of scanned drawings, Computer-Aided surgery. Medical image analysis, Skeletonization by thinning, Image registration, and Discrete tomography.

Department of Foundations of Computer Science

Algebra and logics in computer science, Automata and formal languages. Tree-automata and tree-transducers. Term rewriting systems, and fixed points in computer science. Process algebras, Temporal logics. Structures in computer science: semirings and semi-modules, and categorical algebras.

Department of Computer Algorithms and Artificial Intelligence

Automata theory, Fuzzy theory, Bin packing, Meta heuristics, String matching, On-line algorithms, Machine Learning and Computational Learning Theory, Multi-Criteria Decision Making, Scheduling.
Department of Software Engineering

Static and dynamic analysis of software systems. Slicing for imperative languages and logical programming. Reverse engineering. Open source software development. Linux file system and GCC compiler optimization. Embedded systems. Ad-Hoc networks. Process synthesis. Optimization problems arising in chemistry, biology and industry.

Department of Technical Informatics

Measurement technology, Instrumentation, Analogue and Digital Electronics, Sensor Signal Conditioning, Signal Processing, Process Control, Robotics, Mechatronics and related hardware and software development.
Research Group on Artificial Intelligence

Machine learning, Computational learning theory. Natural language procession, Language technology, Speech technology, Peer-to-peer algorithms and systems.

9. Miscellanea

ACTA CYBERNETICA

A scientific journal, Acta Cybernetica has been published since 1969 by the Institute in English. The journal is available in about 150 university departments worldwide, its homepage is:

www.inf.u-szeged.hu/actacybernetica/starthu.xml

OTHER SCIENTIFIC SERVICE

Several members of the faculty work as editors in international scientific journals; they play significant roles in major scientific organizations and serve in program committees of major conferences. Some of those journals: 
Acta Cybernetica, Central European Journal of Operations Research, Grammars, IEEE Transactions on Image Processing, Informatica, Pure Mathematics and Application, Theoretical Computer Science, Theoretical Informatics and Applications, Optimization Letters, and Oriental J. of Mathematics.

ORGANIZATIONS IN WHICH THE INSTITUTE IS REPRESENTED 
Informatics Europe, European Association for Theoretical Computer Science, European Association for Computer Science Logic, Gesellschaft fr Angewandte Mathematik und Mechanik, International Federation of Information Processing, and Association for Computing Machinery.
10. Resources
LIBRARIES

The Institute of Informatics has a library of which holds about 5000 Hungarian and English volumes and subscribes over 200 scientific journals. The recently renewed University Library also an invaluable resource for both our faculty and our students. It offers not only numerous scientific books, journals but it serves as a place for study and host of conferences. The directories of all libraries at the University are connected together, and their shelved items are searchable by browsers.

HARDWARE/SOFTWARE

The institute provides computer access for about 4800 users. Students may use 280 workstations (Core 2 Duo or better CPU, NVIDIA graphics card), on which both Windows and Linux operating systems are available. All machines are linked to network switches with 1 Gbps, and the Institute's redundant network also has 1 Gbps link to the University Computer Center. The Institute's server park includes: 2 Sun Fire 280R, 5 HP ProLiant DL380, 16 HP ProLiant BL460c blade servers, connected with 4 TB (MSA 1000) + 12.5 TB (EVA 4000) fiber channel mass storage with regular tape backup. The servers are run by Solaris, RedHat Enterprise Linux, CentOS, Windows 2003 Server, and VMware ESXi. Several native and virtualized HA clusters provide the services to education, research, and business.

11. Description of Software Information Technology MSc program 
Program coordinator: Zoltán Fülöp full professor, DSc

Level of education: Master's Degree
Profession: Software Information Technologist

The place of training: Szeged, SZTE TTIK

Language of the training: English

The form of study: full-time training

Training time: 4 semesters

The number of required credits: 120 credits

Optional specializations:

· Artificial Intelligence (coordinator: János Csirik full professor, DSc)

· Image Processing (coordinator: Zoltán Kató associate professor, PhD, Dr. habilis)

· Model making for Informaticians (coordinator: Gábor Czédli full professor, DSc)

· Operations Research (coordinator: Tibor Csendes full professor, DSc)

· Software Development (coordinator: Tibor Gyimóthy full professor, DSc)
· Theoretical Computer Science (coordinator: Ésik Zoltán full professor, DSc)
Specialization is to be decided in the first semester.

The knowledge material of the training includes:

• Basics of Natural Science subjects (NS) a total of at least 25 credits as follows:

- Mathematics (MAT): 10 credits

For specializations Theoretical Computer Science and Software Development the required courses are: Graph Theory (5 credits), Mathematical Structures (5 credits).

For specializations Artificial Intelligence, Image Processing, Model Making for Informaticians and Operations Research the required courses are: Graph Theory (5 credits), Analysis (5 credits).
- Computer Science (CS): 10 credits

The required courses are: Automata and Formal Languages (6 credits), Applications of Linear Programming (4 credits).

- Economic and human subjects (EH): at least 5 credits

Optional courses: European Business Environment (2 credits), International Human Resource Management (2 credits), Legal, Ethical Issues of Informatics and Personal Data Protection (3 credits).

• Core courses (CC): 32 credits

Courses: Advanced Graphics Algorithms (4 credits), Advanced Image Processing (4 credits), Advanced Numeric and Symbolic Computing (4 credits), Advanced Programming (5 credits), Machine Learning Algorithms (6 credits), On-line Algorithms (4 credits), Program Systems Development (5 credits).

• Courses of the selected specialization (SS), according to the given structure: at least 30 credits. 

The structure and the requirements of each specialization are listed after the curriculum.

• Optional specialist courses (OS): at least 12 credits

An optional specialist course can be: special course offered to the specialization; courses witch are regularly in the curriculum of the selected specialization but exceeding the 30 credits limit; regular courses of other specializations.

• Elective course (EC): at least 6 credits.

Elective courses witch are offered to the specialization by any department of the University of Szeged. 

• Thesis work (TW): 15 credits

Courses: Thesis work I (5 credits), Thesis work II. (10 credits)

• Professional training of 160 hours: 0 credits.

Teaching internship coordinator: László Nyúl assistant professor, PhD, Dr. habil.

The content, theme, structure and evaluation system of the final exam:
Conditions to register for the final exam:

· acquired absolutorium (record of transcript),

· submitted thesis.

The final exam consists of two parts:

· an oral examination whose content is made public at least three months before the exam,

· the defense of the thesis.

Topics for the final exam:

A basic knowledge covered by the taught courses in natural sciences, mathematics, computer science and the content of the core courses and the taken courses of the specialization.

The evaluation of the final exam:

The exam committee gives three partial grades:

· the first one is the evaluation of the thesis (TE),

· the second one is for the defense of the thesis (TD),

· the third is the grade of the oral examination on the courses (OE).

The final exam is successful if all partial grades are at least satisfactory.

Evaluation of the diploma (DE):

DE = (OE + (TE +TD)/2 + CW)/3

CW is the credit-weighted average of all courses except the elective course. 

The calculated average is turned to grades as follows:

If the average is
• from 4.51 to 5.00: excellent,

• from 3.51 to 4.50: good,

• from 2.51 to 3.50: medium,

• from 2.00 to 2.50: satisfactory.

Awarding the diploma has also language requirement: completing a state recognized examination at least at medium level (type B2) or an equivalent one (e.g. maturity exam certificate etc.) from any modern foreign languages that has relevance literature in computer science.

Below, depending on the specialization, the curriculum, and the structure of the specializations are given along with the requirements. 

Curriculum for
Image Processing Specialization, Artificial Intelligence Specialization, Model Making for Informaticians Specialization and Operations Research Specialization

	Subject
	Lec
	Pra
	Lab
	Tutor
	Credit
	Field Code

	1st semester

	Graph Theory
	2
	2
	0
	0
	5
	MAT

	Automata and Formal Languages
	3
	1
	0
	0
	6
	CS

	Applications of Linear Programming
	2
	1
	0
	0
	4
	CS

	Advanced Programming
	2
	0
	2
	0
	5
	CC

	Advanced Image Processing 
	2
	0
	1
	0
	4
	CC

	On-line Algorithms
	2
	1
	0
	0
	4
	CC

	Optional  Specialist I
	2
	0
	0
	0
	3
	OS

	 
	15
	5
	3
	0
	31
	 


	2nd semester

	Analysis
	2
	2
	0
	0
	5
	MAT

	Machine Learning Algorithms
	3
	1
	0
	0
	6
	CC

	Advanced Graphics Algorithms
	2
	0
	1
	0
	4
	CC

	Advanced Numeric and Symbolic Computing
	2
	1
	0
	0
	4
	CC

	Program Systems Development
	2
	0
	2
	0
	5
	CC

	Economic/Human Subject I
	1
	1
	0
	0
	2
	EH

	Selected Specialization I
	2
	0
	1
	1
	5
	SS

	 
	14
	5
	4
	1
	31
	


	3rd semester

	Selected Specialization II
	2
	0
	1
	0
	4
	SS

	Selected Specialization III
	2
	1
	0
	0
	4
	SS

	Selected Specialization IV
	2
	1
	0
	0
	4
	SS

	Optional Specialist II
	2
	0
	0
	0
	3
	OS

	Optional Specialist III
	2
	0
	0
	0
	3
	OS

	Economic/Humanities Subject II
	2
	0
	0
	0
	3
	EH

	Elective I
	2
	0
	0
	0
	2
	EC

	Elective II
	2
	0
	0
	0
	2
	EC

	Thesis Work I
	0
	3
	0
	0
	5
	TW

	 
	16
	5
	1
	0
	30
	


	4th semester

	Selected Specialization V
	2
	1
	0
	0
	4
	SS

	Selected Specialization VI
	2
	1
	0
	1
	5
	SS

	Selected Specialization VII
	2
	1
	0
	0
	4
	SS

	Optional Specialist IV
	2
	0
	0
	0
	3
	OS

	Elective III
	2
	0
	0
	0
	2
	EC

	Thesis Work II
	0
	4
	0
	0
	10
	TW

	 
	10
	7
	0
	1
	28
	


Curriculum for 
Theoretical Computer Science Specialization and Software Development Specialization

	Subject
	Lec
	Pra
	Lab
	Tutor
	Credit
	Field Code

	1st semester

	Graph Theory
	2
	2
	0
	0
	5
	MAT

	Mathematical Structures
	2
	2
	0
	0
	5
	MAT

	Automata and Formal Languages
	3
	1
	0
	0
	6
	CS

	Applications of Linear Programming
	2
	1
	0
	0
	4
	CS

	Advanced Programming
	2
	0
	2
	0
	5
	CC

	Advanced Image Processing 
	2
	0
	1
	0
	4
	CC

	On-line algorithms
	2
	1
	0
	0
	4
	CC

	 
	15
	7
	3
	0
	33
	 


	2nd semester

	Machine Learning Algorithms
	3
	1
	0
	0
	6
	CC

	Advanced Graphics Algorithms
	2
	0
	1
	0
	4
	CC

	Advanced Numeric and Symbolic Computing
	2
	1
	0
	0
	4
	CC

	Program Systems Development
	2
	0
	2
	0
	5
	CC

	Optional Specialist I
	2
	0
	0
	0
	3
	OS

	Economic/Humanities Subject I
	1
	1
	0
	0
	2
	EH

	Selected Specialization I
	2
	0
	1
	1
	5
	SS

	 
	14
	3
	4
	1
	29
	


	3rd semester

	Selected Specialization II
	2
	0
	1
	0
	4
	SS

	Selected Specialization III
	2
	1
	0
	0
	4
	SS

	Selected Specialization IV
	2
	1
	0
	0
	4
	SS

	Optional Specialist II
	2
	0
	0
	0
	3
	OS

	Optional Specialist III
	2
	0
	0
	0
	3
	OS

	Economic/Humanities Subject II
	2
	0
	0
	0
	3
	EH

	Elective I
	2
	0
	0
	0
	2
	EC

	Elective II
	2
	0
	0
	0
	2
	EC

	Thesis Work I
	0
	3
	0
	0
	5
	TW

	 
	16
	5
	1
	0
	30
	


	4th semester

	Selected Specialization V
	2
	1
	0
	0
	4
	SS

	Selected Specialization VI
	2
	1
	0
	1
	5
	SS

	Selected Specialization VII
	2
	1
	0
	0
	4
	SS

	Optional Specialist IV
	2
	0
	0
	0
	3
	OS

	Elective III
	2
	0
	0
	0
	2
	EC

	Thesis Work II
	0
	4
	0
	0
	10
	TW

	 
	10
	7
	0
	1
	28
	


Summary:

	FieldCode
	Credit

	Natural Science Fundamental
	NS
	25

	Mathematics
	MAT
	10

	Computer Science
	CS
	10

	Economic and Humanities 
	EH
	5

	Core Material Compulsory Fields
	CC
	32

	Core Material Optional Fields
	
	57

	Selected Specialization Material
	SS
	30

	Optional Specialist Material
	OS
	12

	Thesis Work
	TW
	15

	Elective Material
	EC
	6

	Total Credit Value
	
	120


Aim of the specializations

Artificial Intelligence Specialization: 

There is a growing interest in using artificial intelligence (AI) techniques in the industrial and commercial sectors. The goal of this specialization is to train specialists who know the most recent techniques of artificial intelligence and able to use them in practice. We offer a wide range of courses on topics of artificial intelligence.  The specialization contains both theory oriented and application oriented courses. The theory oriented courses help the students to understand and learn the basic proof techniques in different areas of artificial intelligence which can be useful if they decide to continue their study as PhD student and/or start a work as a researcher. The application oriented courses consider special applied areas and present the use of the techniques of artificial intelligence. These courses develop skills and give knowledge which can be useful in developing and maintaining programs and information technology system.

Image Processing Specialization
The main goal of the image processing specialization stream is to provide a theoretical and practical introduction to common image processing techniques used in a wide range of applications such as medical imaging, industrial inspection, machine perception, image databases, and geographical information systems. Courses cover not only algorithmic topics, but we also aim to give an overview of the most common imaging techniques like projective cameras and various medical image acquisition systems. We also cover techniques for computed imaging (e.g. image reconstruction from projections). Special courses are dedicated to major fundamental problems, like segmentation or registration, used by almost all image processing systems. The storage and retrieval of image collections and complex geographical information systems are two notable examples of image processing applications related to the creation and management of pictorial databases. We provide two courses covering these topics in our specialization stream. The creation and visualization of 3D images is also a fundamental problem in many practical applications. Students will learn the principles and practical aspects of computer vision techniques as well as computer graphics in order to create 3D applications. While lectures are focusing on the theoretical aspects of the material, an important component of almost all courses is the solution of a project assignment in small teams. During these project works, student work on a real problem for which they have to construct an algorithm, produce a prototype software and evaluate the performance of their solution on a set of benchmark data. 

Model making for Informaticians Specialization
Students enrolling in the Modeling in Computer Science specialization Master's program will be acquainted with the fundamentals of mathematical modeling, and modeling of processes in Engineering, Economy and the Natural Sciences. The curriculum of this specialization includes such topics as high efficiency and parallel computing models, encoding, encryption and their practical applications, methods of scientific computing, high accuracy algorithms for the solution of approximation problems, and the advanced processes and techniques used in software engineering 

Operations Research Specialization
The specialization will enable the students to understand practical situations when operations research can serve well in the solution of the arising optimization problems of different kind. Starting from the extensions of linear programming, global optimization, nonlinear optimization and combinatorial optimization problems settings will be discussed in detail together with the respective solution strategies. Special attention will be devoted to careful analysis of problem classes that allow quicker, more precise or more reliable solution. Special structure optimization models will also be discussed in the fields of packing, scheduling, logistics, network optimization, decision support, and game theory. Among the modeling components, the graduated students will be capable to understand the core of fuzzy description, classic stochastic models, scientific and symbolic computing. They will be capable to use actively the Matlab environment and some of its packages.  

Software Development Specialization

The students will have an extensive knowledge of programming and complex systems modeling. With this knowledge, they will be able to write not only general programming tasks, but any special needs programs that meet the requirements of today's tasks. For example, they will have a deeper understanding of distributed systems and networks, embedded systems, web programming, and enterprise systems programming. The students will also have advanced knowledge of software development, analysis, testing, and maintenance. They will be able to design and develop robust and scalable software systems. The courses will provide also a broad overview of the various programming technologies, such as functional programming, parallel programming, script programming, graphics programming, network programming, interprocess-programming, kernel programming and Windows programming. The students learn the philosophy (motivation, business model) behind the free software. They will have the opportunity to learn legal knowledge about personal data processing, and ethical questions of utilizing personal data for business and research purposes.

Theoretical Computer Science Specialization: 

Theoretical computer science is a division of general computer science that focuses on more abstract or mathematical aspects of computing. The specialization provides students with a better understanding of the mathematical background of fields like algorithms, data structures, computational complexity theory, distributed computation, parallel computation, computational biology, information theory, cryptography, quantum computation, program semantics and verification, automata theory, and the study of randomness. 

The Structure and the Requirements of Optional Specializations 

	Artificial Intelligence Specialization

Coordinator: János Csirik full professor, DSc 

A minimum of 30 credits is required to complete the chosen specialist fields.

	
	Lec
	Pra
	Lab
	Tutor
	Credit

	Data Mining
	2
	2
	0
	0
	5 

	Decision Theory Modeling
	2
	2
	0
	0
	5

	Fuzzy Theory
	2
	1
	0
	0
	4

	Intelligent Visualization Techniques
	2
	1
	0
	0
	4

	On-line Signature Verification
	2
	1
	0
	0
	4

	Reinforcement Learning
	2
	1
	0
	0
	4

	Self Organizing Systems
	2
	2
	0
	0
	5

	Speech Recognition and Natural Language Processing
	2
	2
	0
	0
	5

	Stochastic Models
	2
	2
	0
	0
	5

	String Processing Methods
	2
	2
	0
	0
	5


	Image Processing Specialization

Coordinator: Zoltán Kató associate professor, PhD, Dr. habil.
A minimum of 30 credits is required to complete the chosen specialist fields.

	
	Lec
	Pra
	Lab
	Tutor
	Credit

	Computer Vision
	2
	0
	1
	1
	5

	Case studies in Image processing
	2
	0
	1
	1
	5

	Geographical Information Systems
	2
	0
	1
	1
	5

	Image Databases 
	2
	0
	1
	1
	5

	Image Processing Systems
	2
	0
	2
	0
	5

	Image Reconstruction
	2
	0
	1
	1
	5

	Image Registration
	2
	0
	1
	1
	5

	Image Segmentation
	2
	0
	2
	0
	5

	Medical Imaging
	2
	0
	1
	1
	5

	Stochastic Modeling
	2
	2
	0
	0
	5


	Model making for Informaticians Specialization

Coordinator: Gábor Czédli full professor, DSc
A minimum of 30 credits is required to complete the chosen specialist fields. Compulsory topics include the following: Mathematical Structures, Stochastic Models, Dynamical Modeling, Computer-Aided Mathematical Modeling, Coding Theory.

	
	Lec
	Prac
	Lab
	Tutor
	Credit

	Coding Theory
	2
	0
	0
	0
	3

	Combinatorial and Convex Geometry
	2
	0
	0
	0
	3

	Computational Geometry
	2
	0
	0
	0
	3

	Computer Algebra
	0
	0
	2
	0
	2

	Computer Geometry
	2
	0
	1
	0
	4

	Computer-Aided Mathematical Modeling
	1
	0
	2
	0
	3

	Differential Equations and their Numerical Solution
	2
	0
	2
	0
	5

	Dynamical Models for Informatics
	2
	2
	0
	0
	5

	Mathematical Structures
	2
	2
	0
	0
	5

	Numerical Mathematics
	2
	0
	2
	0
	5

	Stochastic Models
	2
	2
	0
	0
	5


	Operations Research Specialization

Coordinator: Tibor Csendes full professor, DSc
A minimum of 30 credits is required to complete the chosen specialist field. Compulsory topics include the followings: Stochastic Models and Scientific and Symbolic Computing.

 

	
	Lec
	Prac
	Lab
	Tutor
	Credit

	Combinatorial Optimization
	2
	0
	1
	0
	4

	Computational production control
	2
	0
	1
	0
	4

	Decision Theory Models
	2
	2
	0
	0
	5

	Fuzzy Theory
	2
	1
	0
	0
	4

	Game Theory
	2
	1
	0
	0
	4

	Global Optimization
	2
	1
	0
	0
	4

	Graph Theoretical Algorithms
	2
	1
	0
	0
	4

	Logistics
	2
	1
	0
	0
	4

	Nonlinear Optimization
	2
	1
	0
	0
	4

	Packing and Scheduling
	2
	1
	0
	0
	4

	Scientific and Symbolic Computing
	2
	0
	1
	0
	4

	Selected Topics in Operations Research
	2
	1
	0
	0
	4

	Stochastic Models
	2
	2
	0
	0
	5


	Software Development Specialization

Coordinator: Tibor Gyimóthy full professor, DSc
A minimum of 30 credits is required to complete the chosen specialist field.

	
	Lec
	Pra
	Lab
	Tutor
	Credit

	Enterprise Information Systems 
	2
	0
	2
	0
	5

	Compilers
	2
	0
	2
	0
	5

	Distributed Application Development
	2
	0
	2
	0
	5

	Embedded Systems
	2
	0
	2
	0
	5

	Functional Programming
	2
	0
	2
	0
	5

	Network Operating Systems
	2
	0
	2
	0
	5

	Object-orientated Systems Development
	2
	0
	2
	0
	5

	Parallel Programming
	2
	0
	2
	0
	5

	Program Analysis
	2
	0
	2
	0
	5

	Programming Methods
	2
	0
	2
	0
	5

	Software Development
	2
	0
	2
	0
	5

	Software Maintenance
	2
	0
	2
	0
	5

	Testing Procedures
	2
	0
	2
	0
	5

	Web Programming
	2
	0
	2
	0
	5


	Theoretical Computer Science Specialization

Coordinator: Zoltán Ésik full professor, DSc
A minimum of 30 credits is required to complete the chosen specialist field.

	
	Lec
	Prac
	Lab
	Tutor
	Credit

	Automata and Formal Logic
	2
	1
	0
	1
	5

	Boolean Functions
	3
	0
	0
	0
	4

	Cryptography
	2
	1
	0
	1
	5

	DNA Computing
	2
	1
	0
	1
	5

	Dynamic Logic
	2
	1
	0
	1
	5

	Finite Model Theory
	2
	1
	0
	1
	5

	Finite Transition Systems
	2
	1
	0
	1
	5

	Model Checking
	2
	1
	0
	1
	5

	Process Algebras
	2
	1
	0
	1
	5

	Quantum Computing
	2
	1
	0
	1
	5

	Semantics of Programming Languages
	2
	1
	0
	1
	5

	Term Rewriting Systems
	2
	1
	0
	1
	5

	Theory of Computability
	2
	1
	0
	1
	5

	Tree Automata 
	2
	1
	0
	1
	5


Description of Courses

Course title:
ADVANCED GRAPHICS ALGORITHMS

Course coordinator: Antal Nagy assistant professor, PhD

Credits: 4

Contact hours: 2 (lecture) and 1 (laboratory exercise)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: CC
Aim of the course:

The students will be adept at modern graphical pipelines. They will develop the knowledge of computer graphics. They will be able solve problems in incremental images synthesis area.
Course outline:
Geometrical description and modeling; Transforms; Color, Shading and Lighting; Texturing; 

Rasterizing and Fragment processing; Blending and Transparency; 

Lighting Techniques; Collision Detection; Realistic Scene; Natural Details
Literature

1. Tom McReynolds – David Blythe: Advanced Graphics Programing Using OpenGL, Elsevier, Morgan Kaufmann Publisher, 2005

2. Tomas Akenine-Möler, Eric Haines: Real Time Rendering, Second Edition A K Peters Wellesley, Massachusetts, 2002

3. Randima Fernando and Mark J. Kilgard: Cg he Cg Tutorial, The Definitive Guide to programmable Real-Time Graphics, Addison-Wesley, 2005

Course title:
ADVANCED IMAGE PROCESSING 

Course coordinator: Kálmán Palágyi associate professor, PhD

Credits: 4

Contact hours: 2 (lecture) and 1 (laboratory exercise)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: CC
Aim of the course:

The course is to provide mathematical foundations and practical techniques for some important topics in digital image processing and review some advanced techniques for some fundamental areas. Education Aims: to develop a foundation that can be used as the basis for further study and research in the basis for further study and research in image processing.
Course outline:
Color image processing. Advanced techniques for image segmentation. Wavelets. Morphological image processing. Binary image processing. Shape representation, skeletonization. Texture description. Mapping (morphing, warping). Image registration. Motion analysis and motion tracking. Pattern recognition
Literature

1. R.C. Gonzales, R.E. Woods: Digital Image Processing, 3rd edition, Prentice-Hall, Inc., 2008
2. M. Sonka, V. Hlavac, R. Boyle: Image Processing, Analysis, and Machine Vision, 3rd edition, Thomson Learning, 2007.
Course title:
ADVANCED NUMERIC AND SYMBOLIC COMPUTING

Course coordinator: Tibor Csendes full professor, DSc

Credits: 4

Contact hours: 2 (lectures) and 1 (laboratory exercise)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: CC
Aim of the course:

The course enables the students to deeply understand the numerical methods, involving their complexity, precision, and memory requirements. The graduated students will be capable to design such computational algorithms that can achieve preset precision requirements, while running on rounding error prone hardware and software components.
Course outline:

Orthogonalization algorithms, the Gram-Schmidt process, Householder transformations and Givens rotations. Numerical solution of the eigenvalue problem, Jacobi rotations, the QR algorithm, perturbation and separation theorems.

Approximations in linear spaces, generalized interpolation, Haar spaces, rational and spline interpolation, best approximations, orthogonal polinomials, Chebyshev approximations.

Solving systems of equations by iterative methods, fixed point theorems and fixed point iteration, relaxation methods, generalized Newton’s methods.

Numerical integration, quadrature rules based on interpolating functions, Gaussian and Romberg quadrature, error estimates and convergence.

Differential equations, initial value problems, linear multistep methods for the numerical solution of IVPs, consistency, stability and convergence. 

Boundary value problems for second-order ordinary differential equations.

Literature:

1. G. Dahlquist and A. Björck: Numerical Methods in Scientific Computing Volume I. SIAM, 2008

2. A. Neumaier: Introduction to Numerical Analysis. Cambridge University Press, 2001.

3. R. Plato, Concise numerical mathematics, AMS, 2003

4. J. Stoer and R. Bulirsch, Introduction to Numerical Analysis, Springer-Verlag, New York, 1992.

Course title: 
ADVANCED PROGRAMMING

Course coordinator: Rudolf Ferenc assistant professor, PhD

Credits: 5

Contact hours 2 (lectures) and 2 (laboratory exercises)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: CC
Aim of the course:

Make the students learn the generic programming paradigm and the practical usage of the C++ language and the Standard Template Library.

Course outline:

Object oriented programming in C++ (repetition). Classes - creating new types, fields, methods, overloading. Implementation hiding, namespaces. Reusage - composition, aggregation, inheritance. Overriding, polymorphism, late binding. Abstract and interface classes, multiple inheritance, virtual inheritance. Error handling with exceptions. Generic programming. Templates. Generic programming idioms (traits, policy, curiously recurring template pattern). Metaprogramming. Expression templates. The implementation and usage of the Standard Template Library (STL). STL foundations. Strings, data flow. Manipulators, effectors. Generic algorithms, predicates. Function objects, function object and pointer adapters. Iterators, ordering, searching, modifying. Generic containers and adapters

Literature

1. Bruce Eckel: Thinking in C++: Introduction to Standard C++, Volume One (2nd Edition), Prentice Hall; 2 edition (March 25, 2000), ISBN: 0139798099

2. Bruce Eckel: Thinking in C++, Volume 2: Practical Programming, Prentice Hall; 1 edition (December 27, 2003), ISBN: 0130353132

3. Matthew H. Austern: Generic Programming and the STL: Using and Extending the C++ Standard Template Library, Addison-Wesley Professional; 1 edition (October 23, 1999), ISBN: 0201309564

4. Bjarne Stroustrup: The C++ Programming Language: Special Edition, Addison-Wesley Professional; 3 edition (February 11, 2000), ISBN: 0201700735

Course title:
ANALYSIS 

Course coordinators: Zoltán Németh PhD, associate professor, PhD

Credits: 5

Contact hours: 2 (lectures) and 2 (exercises)/week 

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: MAT
Course outline:

Measure, measure spaces, extension of a measure, outer measure. Measurable functions, integrable functions. The integral and its properties. Lebesgue measure, Lebesgue integral. Connection between Riemann- and Lebesgue-integrals. Product measures, Fubini’s theorem, product stochastic measures. Function spaces, inequalities of Hölder and Minkowski, Riesz—Fischer theorem. Banach spaces, Hilbert spaces.

Functions with complex variable, Cauchy’s integral theorem and Cauchy’s integral formula. Analytic functions and their properties: representation by power series, set of zeros. Laurent series, classification of isolated singular points. Residue theorem and its application to evaluate contour integrals and real-valued integrals. Function series, Fourier series. Fourier transformation, Laplace transformation and their applications.

Literature: 

1. A. N. Kolmogorov, S.V. Fomin, Elements of the Theory of Functions and Functional Analysis, Dover, 1999. 

2. W. Rudin, Principles of Mathematical Analysis, McGraw-Hill, 1976. 

3. B. Sz-Nagy, Introduction to real functions and orthogonal expansions, Oxford Univ. Press, 1965.

Course title:
APPLICATIONS OF LINEAR PROGRAMMING

Course coordinator: Zoltán Blázsik assistant professor, PhD

Credits: 4

Contact hours: 2 (lectures) and 1 (exercise)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: CS
Aim of the course:

The course enables the students to understand the functioning of linear programming algorithms, their application to such optimization programs that are built on the simplex method. Those who have completed this course will be capable to apply linear programming tools for general real life problems.
Course outline:

Duality, Integer programming. The assignment problem and the Hungarian method. Transportation problem. Hyperbolic programming. Convex programming. Gradient method.

Literature:

1. Chvátal, V.,  Linear Programming, Freeman, New York, 1983.

2. Dantzig, G. B., Linear Programming and Extensions, Princeton University Press, Princeton, New Jersey, 1963.

3. Martos, B., Nonlinear Programming: Theory and Methods, American Elsevier, New York, 1975.

4. Salkin, H. M., K. Mathur, Foundations of Integer Programming, John Wiley and Sons, North-Holland, 1989.

Course title:
AUTOMATA AND FORMAL LANGUAGES

Course coordinator: Zoltán Fülöp full professor, DSc

Credits: 6

Contact hours 3 (lectures) and 1 (exercise) /week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: CS
Aim of the course: 

The course provides students with deeper understanding of the mathematical background of formal and programming languages, formal models in computer science, and foundations of computer science. 

Course outline:

Characterization of regular langauges by congruences of finite index. Nerode and Myhill theorems. Minimization of automata. Syntactic monoid. Characterization of regular languages by monadic second-order fomulas. Mealy automata and Moore automata. Finite automata mappings. Analysis and synthesis of Mealy automata. Generalized sequential machines. Chomsky and Greibach normal forms of context-free languages. Parikh’s theorem and its consequences. The Chomsky-Schützenberger theorem. Composition of automata. Cascade product and the Krohn-Rhodes theorem. 

Literature:

1. D. C. Kozen, Automata and Computability, Springer Publishing Company, 1997.

2. S. Eilenberg, Automata, Languages, and Machines, Vol. A. Academic Press, New York, 1974.

3. J. Berstel, Transductions and Context-Free Languages, B. G. Teubner, 1979.

4. J. E. Hopcroft, J. D. Ullman, Introduction to Automata Theory, Languages, and Computation, Addison Wesley, Reading, 1979.

5. H. Straubing, Finite Automata, Formal Logic, and Circuit Complexity, Birkhauser, 1994.

6. Gécseg Ferenc: Products of automata, EATCS Monographs on Theoretical Computer Science, Springer-Verlag, 1986.

Course title: 
AUTOMATA AND FORMAL LOGIC

Course coordinator: Zoltán Ésik full professor, DSc

Credits: 5

Contact hours 2 (lectures),1 (exercise) and 1 (consultation)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

The course demonstrates an application of logic in computer science and it provides firm foundations for the theory of verification of hardware and software systems. 

Course outline:

First- and second-order logic on finite words. Equivalence of monadic second-order logic and finite automata (Büchi's theorem). Expressive power of the full second-order logic.

Automata on infinite words. Büchi automata. Recognizable and regular omega-languages. Closure under taking complement. Equivalence of the monadic second-order logic and the Büchi automata.

Counter-free automata and aperiodic monoids. Star-free expressions and languages. Equivalence of the counter-free automata, star-free expressions and the first-order logic.

Equivalence of the first-order logic and the temporal logic.

Literature:

1. H. Straubing, Automata, Formal Logic, and Circuit Complexity, Birkhauser, 1993.

2. W. Thomas, Languages, Automata, and Logic, Chapter 8, Handbook of Formal Languages, Vol 3. Springer, 1997.

Course title: 
BOOLEAN FUNCTIONS 

Course coordinator: Eszter Katonáné Horváth assistant professor, PhD

Credits: 4

Contact hours: 3 (lectures) /week

Evaluation: Exam mark /five grade (lecture)
Field code: SS
Aids of the course: 

Basic knowledge about lattices. Applying Huffmann algorithm, minimizing and zipping algorithms. Determining the clone generated by a set of Boolean functions; the membership problem of clones of Boolean functions given by finitely many generators.

Course outline:

Lattices, distributive and modular lattices, Boolean algebras, Boolean rings, Zhegalkin polinomials. Disjunctive normal forms, prime implicants. Minimalization of Boolean functions (Quine-McCluskey-algorithm, prime implicant table). Clones versus relations correspondence. Post’s and Rosenberg’s completeness theorems and their simple consequences. Switching networks and clones of Boolean functions. Determining the generated clone of given Boolean functions, and the problem of expressing a further function by other functions. Free monoids. Szilárd-Kraft-McMillan inequality and its "converse". The notion of coding, characterization of the set of its blocks. Optimal coding. Huffman theorem. Huffman’s method for finding optimal coding. Other popular zipping algorithms (LZW).

Literature:

1. Béla Csákány, Functional Completeness of Algebras, TEMPUS-JEP-06015-93 Lecture Series, Róma, 1994. 

2. Ágnes Szendrei, Clones in Universal Algebra, Les Presses de l'Université de Montréal, Montréal, 1986. 

3. Eszter K. Horváth, Branimir Seselja, Andreja Tepavcevic: Boolean Functions and Coding Theory, http://www.model.u-szeged.hu/etc/edoc/tan/EHorvath/EHorvath.pdf
4. B. A. Davey, H. A. Priestley, Introduction to lattices and order, Cambridge University Press, 2002

5. G. Gratzer, General Lattice Theory, 2nd edn. Birkhauser Verlag, Basel (1998).

Course title:
CASE STUDIES IN IMAGE PROCESSING
Course coordinator: Péter Balázs assistant professor, PhD

Credits: 5

Contact hours: 2 (lecture), 1 (laboratory exercise) and 1 (consultation)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

The students get detailed insight into the large industrial projects of the department of image processing including background information and implementation.
Course outline:
Selections of the image processing related projects of the institute.

SEGAMS: data processing in nuclear medicine.

IDICON: Interfile-DICOM Conversion. IDICON is a software package that makes automatic conversion between the Interfile 3.3 and the DICOM 3.0 medical image file formats.

PACS: Picture Archiving and Communication System.

ROTOR: For detection of internal errors of helicopter rotor blades X-ray and neutron ray based image segments were assembled in one single big image.

RBC: Detecting Red blood cells on microscope-images.

Segmentation: Segmentation of various anatomical regions (eye, optic nerve, kidney, liver, bladder, prostate)

MedEdit: Using CT images to create 3d bone models for preoperative surgical planning and biomechanical assessment with finite element analysis.

Reconstruction problems: preprocessing, reconstruction, determination of reconstruction coefficients

Literature

1. R.C.GONZALEZ, R.E.WOODS, Digital Image Processing, Prentice Hall, 2002

2. M. SONKA, V. HLAVAC AND R. BOYLE: Image Processing, Analysis and Machine Vision, International Thomson Computer Press, 1993

Course title: CODING THEORY

Course coordinator: Gábor Czédli full professor, DSc
Credits: 3

Contact hours: 2 (lectures))/week

Evaluation: Exam mark /five grade (lecture)
Field code: SS
Aids of the course: 

Basic skills in selecting and adapting appropriate methods and parameters for situations that require the use of error correcting/detecting codes or cryptographic methods. Basic skills of designing simple concrete systems, cryptographic or error-handling ones, at algorithmic level. Basic competence of understanding and estimating security and vulnerability questions in these two fields.

Course outline

Shannon’s theorem on the existence of good error correcting codes. Finite fields, generator matrix, parity-check matrix. Hamming, Hadamard, Golay and Reed-Muller codes. Cyclic codes. BCH codes, and their error correcting decoding. Reed-Solomon codes. QR (quadratic residue) codes. Error correcting codes in digital audio techniques. 

Some classical cryptosystems. DES. Carmichael numbers and primality tests (Miller-Rabin, Solovay-Strassen). Public key cryptosystems: RSA, Diffie-Hellman key exchange scheme, Massey-Omura cryptosystem, ElGamal cryptosystem. William’s variant of RSA over quadratic fields.  Cryptosystems based on elliptic curves. 

Aspects of security: factoring algorithms (Pollard’s rho method, Fermat factorization, continued fraction method), algorithms for discrete logarithm (Sylvester-Pohlig-Hellman algorithm, index-calculus algorithm), the elements of complexity theory, powerful and parallel computational methods in cryptology.

Literature: 

1. E.K. Horváth, B. Seselja, A. Tepavcevic,Boolean Functions and Coding Theory, http://www.model.u-szeged.hu/etc/edoc/tan/EHorvath/EHorvath.pdf

2. Peter Gács, László Lovász, Complexity of Algorithms, Lecture Notes, 1999, http://www.cs.elte.hu/~lovasz/complexity.pdf

3. S. A. Vanstone, P. C. van Oorschot, An Introduction to Error correcting Codes with applications, Kluwer, 1989. ISBN 0-7923-9017-2

4. A. Salomaa, Public-Key Cryptography, Springer-Verlag, 1990. ISBN 0-387-52831-8

5. H. C. A. van Tilborg, An Introduction to Cryptology, Kluwer, 1989.

6. Y. Sakai, K.Sakurai, Timing Attack against Implementation of a Parallel Algorithm for Modular Exponentiation, Applied Cryptography and Network Security , Lecture Notes in Computer Science, 2003, Volume 2846/2003, 319-330, DOI: 10.1007/978-3-540-45203-4_25 

7. Dominic Welsh, Codes and Cryptography, Clarendon Press, Oxford, 1988. ISBN 0-19-853287-3

Course title:
COMBINATORIAL AND CONVEX GEOMETRY

Course coordinator: János Kincses associate professor, CSc

Credits: 3

Contact hours: 2 (lectures)/week

Evaluation: Exam mark /five grade (lecture)
Field code: SS
Aids of the course: 

The students will understand and use the basic objects and methods of the subject. They will learn to work with line and point arrangements, planar graphs and convex polyhedra.

Course outline

Arrangements of points and lines. The number of lines determined by a point set. Topological graphs. Learning algorithms on the faces of a line arrangement. The number of distances determined by n points on the plane. Planar graphs, Euler's formula, coloring. Art gallery theorems. Helly's theorem and its applications. Dissection of polygons and polyhedra, Dehn's theorem. Combinatorial isomorphism of convex polyhedra, the theorem of Steinitz. Rigidity of polyhedra, Cauchy's theorem. Isoperimetric problems. Densest packing of circles on the plane.

Literature:

1. I. M. Jaglom, V. G.Boltyanszkij, Convex figures, New York, Holt, Rinehart & Winston 1961.

2. H. Hadwiger, H. Debrunner, Combinatorial geometry in the plane, New York, Holt, Rinehart and Winston (1964)

3. J. Pach, P.K. Agarwal, Combinatorial geometry, Wiley-Interscience Series in Discrete Mathematics and Optimization, John Wiley & Sons, Inc., New York, 1995.

4. G. Ziegler, Lectures on polytopes. Graduate Texts in Mathematics, 152. Springer-Verlag, New York, 1995.

5. J. Matousek, Lectures on discrete geometry. Graduate Texts in Mathematics, 212,  Springer-Verlag, New York, 2002.

Course title:
COMBINATORIAL OPTIMIZATION 

Course coordinator: Zoltán Blázsik assistant professor, PhD

Credits: 5

Contact hours: 2 (lectures) and 1 (exercise)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

The Combinatorial Optimization course provides insight to discrete optimization problems and algorithms on the basis of theoretical results. The students will learn how to transform the practical extreme value problems into classical combinatorial problems, and will be able to estimate the computational complexity involved in their solution.

Course outline:

Networks, shortest paths. Multiterminal networks. Network flow problems. Branch-and-Bound algorithms. Branch-and-Bound applications. Linear and integer programming. The traveling salesman problem. Set covering problem Heuristics for the traveling salesman problem. Facility location problems: p-median problem, p-center problem. The quadratic assignment problem. Scheduling problem.
Literature:

1. Evans, J. R., E. Minieka, Optimization Algorithms for Networks and Graphs , Marcel Dekker Inc. New York, 1992. 

2. Winston, W.L., and Goldberg, J.B.: Operations Research: Applications and Algorithms. Thomson Brooks, 2004. 

3. Murty, K.: Linear Programming, Wiley, 1983.

Course title:  
COMPILERS

Course coordinator: Tibor Gyimóthy full professor, DSc

Credits: 5

Contact hours 2 (lectures) and 1 (laboratory exercise)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

This course gives an overview on the basic structure of a compiler. The students use a compiler generator tool (ANTLR) to produce lexical analyzers and parsers for simple language constructions. Syntax-directed translation (attribute grammars) approach is used to represent the static semantic analysis and code generation phases.

Course outline:

The phases of a compiler: frontend and backend. Lexical analysis (recognition of tokens, regular expressions, generation of a lexical analyzer). Syntax analysis (context-free grammars, generation of top-down parsers). Syntax-directed translation ( attribute grammars, attribute evaluators, L-attribute and multi pass evaluators, ASE,OAG). Type checking using attribute grammars. Intermediate code generation(declarations, assignment statements). Machine code generation. Code optimization. Compiler generator tools. Interpreters

Literature

1. A. V. Aho, R. Sethi, J.D. Ulmann: Compilers Principles, Techniques and Tools. Addison-Wesley, ISBN 0-1-201-10088-9,1988.

2. S. S. Muchnick: Advenced Compiler Design Implementation Academic Press ISBN 1558603204, 1997.

3. A.A. Puntambeaker: Principles of Compiler Design,Technical Publications, ISBN 8184314574,2009.

Course title:
COMPUTATIONAL GEOMETRY 

Course coordinator: Ferenc Fodor associate Professor, PhD

Credits: 3

Contact hours: 2 (lectures) 

Evaluation: Exam mark /five grade (lecture)
Field code: SS
Course outline: 

Line segment intersection. Art gallery problems. Polygon triangulation: triangulations of monotone polygons, partitioning of polygons into monotone pieces, convex partitioning. Convex hulls. Representation of polyhedral sets. Delaunay triangulations. Voronoi diagrams. Point location. Incidences between points and lines. Motion planning.

Literature:

2. M. de Berg, M. van Kreveld, M. Overmars, and O. Schwarzkopf, Computational Geometry, Springer Verlag, 2000.

2. H. Edelbrunner, Algorithms in combinatorial geometry, Springer, 1987.

3. J. O'Rourke, Computational Geometry in C, Cambridge University Press, 1994.

Course title:
COMPUTATIONAL PRODUCTION CONTROL

Course coordinator: Zoltán Kovács assistant professor, PhD

Credits: 4

Contact hours: 2 (lectures) and 1 (laboratory exercise)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

The teaching material enables the students to understand production control programs, their methodologies, and underlying business models. The graduated student will be able to design, use and develop such procedures and apply them to real life problems.

Course outline:

Properties of production processes. Modeling of processes. Graphical tools of process modeling. Identification of possible technologies. Optimization problems of production processes, properties of optimal production systems. Problems of production control. Production demand. Resource planning. Deadline and capacity. Machine scheduling. Budget planning and calculation. Production life cycle. Bill of materials. Plan of operations. Handling of orders. Simulation of production systems. Simulation systems. Application of robots. Flexible manufacturing systems (FMS).

Literature:

1. Steven Nahmias, Production and Operations Analysis, McGraw-Hill, 2001.

2. Mikell P. Groover, Automation, Production Systems, and Computer-Integrated Manufacturing, Prentice Hall, 2000.

3. Yoram Korem, Computer Control of Manufacturing Systems, McGraw Hill, Inc. 1983.

Course title:
COMPUTER ALGEBRA 

Course coordinator: Ágnes Szendrei full professor, DSc

Course taught by: Miklós Dormán, assistant professor, PhD

Credits: 2

Contact hours: 2 (laboratory exercises)/week Evaluation: Exam mark /five grade 
Field code: SS
Aids of the course:

A student successfully completing this course should be able to use a computer algebra system to solve problems and/or experiment with models that require tools from diverse fields of mathematics.

Course outline:

Overview of the history and types of computer algebra systems. Operations on integers, rational numbers, real numbers, and complex numbers. Expressions, functions, displaying functions. Exact and approximate solutions to equations and systems of equations. Other data types: characters, sequences, lists, and sets. Simple MAPLE programs: loops and procedures. Solving problems in linear algebra: vectors, matrices, systems of linear equations. Solving problems in number theory. Calculus: formal differentiation, definite and indefinite integral.

Geometry: displaying configurations in the plane and in 3-space; animations. Solving problems in combinatorics and graph theory.

Literature:

1. F. Garvan, The MAPLE Book, Chapman and Hall/CRC, 2001. 496 p. ISBN-13: 978-1584882329

2. A. Heck, Introduction to Maple, 3rd edition, Springer-Verlag, 2003. 525 p. ISBN-13: 978-0387945354

Course title
COMPUTER GEOMETRY

Course coordinator: Gábor Péter Nagy associate professor, PhD

Credits: 4
Contact hours: 2 (lectures) and 1 (computer lab)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Course outline

Fundaments of projective and affine geometry. The classical modellings of the 3-space: central perspectivity, Monge's protocol, axonometry. Fundaments of the computer aided curve modellings: Bezier curves, splines, B-splines. Fundaments of the computer aided surface modellings: B-spline surfaces, Bezier triangular surfaces. Softwares related to computer aided geometry

Literature:

1. G. E. Farin, J. Hoschek. M.-S. Kim. Handbook of computer aided geometric design. North-Holland, 2002. ISBN: 0-444-51104-0.

2. R. Hartley, A. Zisserman. Multiple view geometry in computer vision. Second edition. With a foreword by Olivier Faugeras. Cambridge University Press, Cambridge, 2003. ISBN: 0-521-54051-8

Course title:
COMPUTER VISION 

Course coordinator: Zoltán Kató associate professor, PhD, Dr. habil. 

Credits: 5

Contact hours: 2 (lecture) ,1 (laboratory exercise) and 1 (consultation)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course.

Students will learn the fundamentals of 3D reconstruction from a stereo image pair as well as the basics of motion analysis.. They will solve a project assignment in small teams, which develops their ability to work in a team, find creative solutions to real problems, analyse various aspects of their algorithms and to present their ideas in written and oral form.

Course outline:
Introduction - Human and Computer Vision. Vision models (Marr, Gestalt laws).

Camera geometry, parameters of 3D -> 2D projection.

Surface reconstruction from a single image 1.: shape from shading.

Surface reconstruction from a single image 2.: shape from texture.

Motion estimation, Optical Flow. Parametric motion models. Tracking. Video mosaicing. 

Stereo Vision, epipolar geometry, Essential Matrix, Fundamental Matrix.

3D reconstruction from a pair of images.

3D reconstruction from multiple views.

Photometric stereo, motion-based reconstruction.

3D reconstruction and virtual view generation.
Literature

1. R. I. Hartley and A. Zisserman, Multiple View Geometry in Computer Vision. Cambridge University Press, 2004.
Course title:
COMPUTER-AIDED MATHEMATICAL MODELING

Course coordinator: János Karsai associate professor, PhD

Credits: 3

Contact hours: 1 (lecture) and 2 (computer labs)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Course outline:

Mathematical fundamentals:

Basic structures and operations; numerical and symbolic operations; variables, algebraic manipulations. Plots for functions of one and several variables; derivative, integral, equations

Basic steps of mathematical modeling and their computer implementations:

Experimental data, plotting data, data transformations, Curve fitting, Presentation graphics; 

Stating and working with differential equations: vector fields, formal and numeric solutions, 

Study of simple models: 1D and 2D linear and nonlinear differential equations: population models, chemical reactions, psychological models, compartmental systems; motions in a gravitational space; biological end electric oscillators, pendulum, etc.

Computer-aided study of more complex models: discrete populations, repeated drug dosing, epidemiological models with latency, spatio-temporal behavior of populations; random motions, impulses, heat transfer, waves

Special features of mathematical programming languages: data structures, operations for expressions and functions; rule-based programming

Courseware:

Karsai J.: Mathematical and visualization packages: Mathematica-8, 2011.

Karsai J.: Computer-aided study of mathematical models, 2011.
Literature:

1. Beltrami E.: Mathematics for Dynamic Modeling, Academic Press, 1998.

2. Dreyer T.P.: Modelling with Ordinary Differential Equations, CRC Press, 1993.

3. Giordano F. R., Weir M. D., Fox W. P.: A First Course in Mathematical Modeling, Brooks/Cole Publishing Company, 1997.

4. Hoppensteadt F. C., Peskin C.S.: Mathematics in Medicine and the Life Sciences, Springer Verlag, 1992.

5. Kaplan D., Glass L.: Understanding Nonlinear Dynamics, Springer, 1995.

6. Meerrschaert M.M.: Mathematical Modeling, Academic Press, 1999

7. Murray D. J.: Mathematical Biology, Springer, 2001

Course title:
CRYPTOGRAPHY 

Course coordinator: Zoltán L. Németh assistant professor, PhD

Credits: 5

Contact hours 2 (lectures), 1 (laboratory exercise) and 1 (consultation)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

Cryptography is about constructing and analyzing protocols that overcome the influence of adversaries and which are related to various aspects in information security such as data confidentiality, data integrity, and authentication. Modern cryptography intersects the disciplines of mathematics, computer science, and electrical engineering. Applications of cryptography include ATM cards, computer passwords, and electronic commerce. The course gives an introduction to the mathematical foundations of cryptography.
Course outline:

The basic concepts of cryptography, Kerckhoffs' principles, cryptography and security, requirements for cryptosystems. Some historical examples (Caesar cipher, Affine cipher, permutation and substitution ciphers, Playfair cipher, Vigenére cipher, rotor machines, Enigma, Hagelin), generations of cryptosystems. Cryptanalysis, types of attacks, breaks of the historical ciphers, the one-time pad, perfect secrecy, random and pseudorandom sequences, block and stream ciphers.

Symmetric key cryptography,  the model of symmetric encryption, substitution-permutation networks, Feistel-structures, DES, attacks against DES, Deep Crack machine, variations of DES, the AES process, the new standard: AES (Rijndael). Public key cryptography, the model of public key cryptography, key distribution problem, Diffie-Hellmann key exchange, factorization, RSA, RSA key generation, the choice of proper primes, attacks against RSA, discrete logarithm problem, ElGamal cryptosystem, elliptic curves, elliptic curves cryptography, comparison of public and secret key methods, hybrid cryptosystems.

Authentication, Hash algoritms (MD5, SHA, Whirlpool), message authentication codes (HMAC, CMAC), digital signatures, DSA, digital certificates (X.509), electronic mail security, s/mime, PGP, GnuPG, steganography, quantum cryptography.

Literature:

1. William Stallings: Cryptography and Network Security, 4th ed., Prentice Hall, NJ, 2006.

2. Simon Singh: The code book, The Science of Secrecy from Ancient Egypt to Quantum Cryptography, Anchor, Reprint edition, 2001.

3. Douglas R. Stinson: Cryptography, Theory and Practice, Second Edition, Chapman & Hall/CRC, Boca Raton, 2002.

4. Alfred J. Menezes, Paul C. van Oorschot and Scott A. Vanstone: Handbook of Applied Cryptography, CRC Press, 1996, available online: http://www.cacr.math.uwaterloo.ca/hac/
5. Bruce Schneier: Applied Cryptography: Protocols, Algorithms, and Source Code in C, Second Edition, John Wiley & Sons Inc., New York, 1996.

Course title: 
DATA MINING  

Course coordinator: János Csirik full professor, DSc

Credits: 5

Contact hours: 2 (lectures) and 2 (exercises)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course: 

In recent years, data mining has been used widely in several areas of science and it is also important in business areas like customer relationship management, market basket analysis. Therefore the solid knowledge on data mining can be important for both the students learning towards PhD studies and students moving to industry.

Course outline:

Introduction to data mining (feature representation, main tasks), 

Data visualization, Multidimensional scaling, Locally linear embedding,

Regression,

Sequence similarity measures, dynamic time warping,

Vector space model, Latent semantic indexing,

Clustering (sequential and hierarchical agglomerative methods),

Probabilistic and soft clustering.

Literature:

1. D. Hand, H. Mannila, P. Smyth, Principles of Data Mining, MIT Press, 2001 (546p).

2. P.N. Tan, M. Steinbach, V. Kumar: Introduction to Data Mining, Pearson Addison Wesley, 2006 (769p) 

3. J. Han, M. Kamber: Data mining: Concepts and Techniques, 2nd ed., Morgan Kaufman, 2006 (800p)

Course title:
DECISION THEORY MODELS

Course coordinator: József Dombi associate professor, DSc

Credits: 5

Contact hours: 2 (lectures) and 2 (exercises)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course.

Decision support systems are widely used in many fields. In the development and maintenance of decision support systems it is very important to know the basic decision support models and techniques contained in the course material.

Course outline:

Basic definition. History of multicriteria decision making. Main direction of multicriteria decision making. Modeling preference relation. Structures of preference relations. Value functions. UTA methods and it’s variations. AHP method. Outranking relations. ELECTRE, PROMETHEE methods. Theory of rough sets. Group decision making. Paradoxes in voting system. Theorem of Arrow. Decision under uncertainty. Prospect theory. The future of multicriteria decision making.

Literature:

1. H. Raiffa, R. Schlaifer, Applied Statistical Decision Theory, Wiley, 2000 (356p)

2. D. Olson: Decision aids for selection problems,  Springer, 1996 (206p)

3. J. Figueria, S. Greco, M. Ehrgott eds. Multiple criteria decision analysis (state of the art survey) Springer 2005. (1045p)

Course title
 DIFFERENTIAL EQUATIONS AND THEIR NUMERICAL SOLUTION
Course coordinator: Ferenc Móricz professor emeritus, DSc

Credits: 5

Contact hours: 2 (lectures) , 1 (exercise) and 1 (computer lab)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise and computer lab)
Field code: SS
Course outline:

Numerical methods of ordinary differential equations. The general theory of one-step methods. Runge-Kutta methods. Linear multi-step methods, application of implicit formulas, predictor-corrector methods. Consistency, stability and convergence. Boundary value problems for linear ordinary differential equations. The shooting method, the method of finite differences. The effect of truncation and round-off errors. Weakly diagonally dominant and irreducible matrices, monotone matrices.

Basic concepts of partial differential equations. First order linear and quasi-linear equations. The method of characteristics. Classification of second order linear partial differential equations. Solution of the Laplace equation, the heat equation and the wave equation by Fourier series. Maximum principles for elliptic and parabolic equations. Boundary value problems, the Cauchy problem. 

Numerical solutions of partial differential equations by the method of finite differences. The Ritz and Galerkin methods. Application of software packages.

Literature: 

1. L.C. Evans, Partial differential equations, AMS, 2010. 

2. J. Cooper: Introduction to partial differential equations with MATLAB, Birkhauser, 1998. 

3. R.J. LeVeque: Numerical methods for conservation laws, Birkhauser, 1999. 

4. J. Lambert, Numerical methods for ordinary differential systems, Wiley, London, 1993.

5. D. M. Young, Iterative solution of Large linear systems, Academic Press Inc., New York, !979.

6. J. D. Lambert, Computational methods in ordinary differential equations, Wiley, London 1973.

Course title: 
DISTRIBUTED APPLICATION DEVELOPMENT

Course coordinator: Zoltán Alexin assistant professor, PhD

Credits: 5

Contact hours 2 (lectures) and 2 (laboratory exercises)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

The course is an introduction to elementary Windows programming in C#.  By accomplishing the course students will be able to write basic Windows Forms applications utilizing the standard Windows graphical user interface. They are given examples on how to build applications in CLR (CLR is a development class library) and how to connect to databases via ODBC/OLE DB interface. The course includes a lecture on mixed programming language development (C++/VB/J#/C#), and a short overview about managed C++ CLR programming.

Course outline:

Main features of the C# programming language, the basics of the development environment. The language syntax, changes, differences. The memory usage paradigm of the .NET C#. The structure of C# programs.

How the .NET Framework does work? Access and usage of most important CLR library classes for the development of Windows Forms applications.

The most common Forms components and their properties. Customizing Forms, making them alive by processing different messages and responding to them. SDI, MDI and MultiSDI style user interface. How to write MDI (Multiple Document Interface) applications.

Introduction to resources. Writing international applications by the help of the CultureInfo and the ResourceManager helper classes.

Processing information stored in the Settings database. Binding component properties to user Settings.

Writing threaded applications, the timer component. Introduction to graphics. What is managed C++?

Writing database client applications using ADO.NET. Connecting to ODBC and OLE DB data sources like Oracle, MySQL, MS SQL Server.

Literature:

1. Chris Sells, Michael Weinhardt: Windows Forms 2.0 Programming (second edition), Addison-Wesley Professional, ISBN: 978-0321267962 (2006)

2. Christian Nagel, Bill Evjen, Jay Glynn et al: Professional C# 2005, ISBN: 07645-75341, Wrox Inc., (2005)

3. Solid Quality Learning: Microsoft SQL Server(TM) 2005: Database Essentials Step by Step, Microsoft Press, ISBN: 978-0735622074 (2006)

4. Jeff Ferguson, Brian Patterson, Jason Beres, Pierre Boutquin, Meeta Gupta: C# Bible, Wiley Publishing Inc, Indianapolis, USA, ISBN: 0-7645-4834-4 (2002)

Course title:
 DNA COMPUTING 

Course coordinator: Iván Szabolcs assistant professor, PhD

Credits: 5

Contact hours 2 (lectures),1 (exercise) and 1 (consultation)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

DNA computing is a form of computing which uses DNA, biochemistry and molecular biology, instead of the traditional silicon-based computer technologies The course discusses the classical computing paradigms in terms of DNA computing.

Course outline:

The structure of DNA, operations on DNA molecules. Some problem’s solution by means of DNA computing.

Fundamental concepts of formal language theory (operations with languages, grammars, automata, Lindenmayer systems (L-systems), derivations, grammar systems, universal Turing machines and type-0 grammars)

Definition of sticker systems, the generative capacity of sticker systems. Characterizations of regular, linear and recursively enumerable languages with sticker systems. Watson-Crick complementary and Watson-Crick finite automata (WK automata). Relationships between the WK families. Characterizations of recursively enumerable languages with WK families.

Insertion-deletion systems. Splicing systems. Extended H-system and its power. Simple H systems. Universality results on H-systems.

Literature:

1. G. Pǎun, G. Rozenberg, A. Salomaa, DNA Computing, Springer-Verlag, 1998. 2nd corr. Printing 2005.)

2. Martyn Amos, Theoretical and Experimental DNA Computation, Springer-Verlag, 2005.

3. Z. Ignatova, I. Matínez-Pérez, K. H. Zimmermann: DNA Computing Models, Springer, 2008.

4. C. S. Calude, G. Pǎun: Computing with Cells and Atoms, Taylor & Francis, London and New York, 2002.

Course title: 
DYNAMIC LOGIC 

Course coordinator: Sándor Vágvölgyi associate professor, PhD

Credits: 5

Contact hours 2 (lectures),1 (exercise) and 1 (consultation)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

The course provides an introduction to a modal logic in which is applicable for reasoning dynamic behavior of .systems and is used for (clocked) combinatorial circuit design.

Course outline:

Regular programs. Correctness specifications and correctness proofs. Partial and total correctness.

Syntax and semantics of dynamic logic. Embedding Hoare's logic in dynamic logic. Small model property and decidability.

Axiomatization and complexity of dynamic logic.

Literature:

1. D. Harel, D. Kozen, J. Tiurin, Dynamic Logic, MIT Press, 2000.

Course title
 DYNAMICAL MODELS FOR INFORMATICS 

Course coordinator: Géza Makay associate professor, PhD 

Credits: 5

Contact hours: 2 (lectures), 2 (exercise)/week

Evaluation: Exam mark /five grade (lecture)
Field code: SS
Aids of the course:

How to model different real world problems.  How to solve the resulting difference and differential equations. How to interpret the mathematical results to the real world.

Course outline:

Simple and compound interest. A population model: the Fibbonacci series. The probability model of learning. The cobweb model for supply and demand. A model for information transmission. A model for projecting the stock-in-trade. Radioactive decomposition, forgery of paintings. Population dynamics, logistic model, predator-prey (Lotka-Volterra) model, the theory of the exclusion of competition. The model of the mathematical pendulum. The chain bridge and the satellite receiver antenna. Modeling the orbits of satellites and rockets.

The theoretical background related to the models: Difference equations, the uniqueness of the solutions. Solving linear difference equations with constant coefficients. Asymptotic behaviour of the solutions, stability, periodic solutions. Differential equations, the existence, uniqueness, continuability and continuous dependence of the solutions on the initial value. Homogenious and inhomogenious linear differential systems (base system, variation of constants). Stability and asymptotic stability of solutions, Lyapunov's theorems. LaSalle invariance criterion.

Literature: 

1. V. I. Arnold, Ordinary Differential Equations, The MIT Press, 1978, ISBN 0-262-51018-9;

2. V. I. Arnold, Mathematical Methods of Classical Mechanics, Springer-Verlag, 1989, ISBN 0-387-96890-3;

3. M. Braun, C.S. Coleman, D.A. Drew, Differential equations models, Springer-Verlag, 1983, ISBN 3-540-90695-9;

4. A. Friedman, Mathematics in industrial problems, Springer-Verlag, 1998, ISBN 0-387-94865-1;

5. S. Goldberg, Introduction to difference equations, Dover Publication, 1986, ISBN 0-486-65084-7;

Course title: 
 EMBEDDED SYSTEMS 

Course coordinator: Ákos Kiss assistant professor, PhD

Additional teachers: Ferenc Havasi assistant lecturer

Credits: 5

Contact hours 2 (lectures) and 2 (laboratory exercises)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

To develop low-level, close-to-hardware programming competences in the students.

Course outline:

Introduction to embedded systems (SW/HW architectures). Cross-platform software development. Embedded operating systems (embedded Linux, VxWorks, software without operating system). Special tools for embedded software development (On-chip debugging support, JTAG, ICD, ICE). Hardware interfaces (UART, ICC, USB, network interface). Real-time systems, multitasking, inter-process communication, timing and memory handling. Debugging methodologies

Literature

1. Qing Li and Caroline Yao: Real-Time Concepts for Embedded Systems. CMP Books, 2003. ISBN: 1-57820-124-1

2. Robert Love: Linux Kernel Development. Addison-Wesley, 2010. ISBN: 0-672-32946-8

3. Karim Yaghmour: Building Embedded Linux Systems. O’Reilly, 2003. ISBN: 059600222X

Course title: 
ENTERPRISE INFORMATION SYSTEMS 

Course coordinator: Tibor Gyimóthy full professor, DSc 

Credits: 5

Contact hours 2 (lectures) and 2 (laboratory exercises)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

The course combines the basic theoretical concepts of ERP (using tutorials about basic functions) with the basic practice demonstration of ERP (using training programs and on-line demonstrations). The overall goal is to get professional users' knowledge acquisition of ERP.

Course outline:

Enterprise Information Systems (EIS) provide a technology platform that enables organizations to integrate and coordinate their business processes and ensure that information can be shared across all functional levels and management hierarchies.

EIS structure, OIS, MIS and DSS information systems.

Main goal is to give an computer-based information support for the continuity of the business processes (BPM). Design of valid IT infrastructure.

Information strategy, design of development projects, integrated information systems, enterprise resource planning (ERP). EIS implementations: prototyping or ERP tuning. EIS reorganization. 

EIS modules: groupware, workflow, sales & distribution, financial accounting, controlling, human resources, materials management, business warehouse and online analytical processing (OLAP). 

EIS solutions: customer relationship management, supplier relationship management, product lifecycle management, supply chain management, business intelligence (BIM, BPAE, BCPF, BC, BN), telework/homework/e-learning and management information systems. 

Demonstration of IT solutions (SAP, MEDSOL, Oracle ERP), case-studies and assessment of IT systems.

Self-directed projects: students gain valuable confidence and skills.

Literature:

1. James A. O’Brien: Enterprise Information Systems, McGraw-Hill, ISBN 9780071107105, 2007 

2. Ellen Monk, Bret Wagner: Concept in Enterprise Resource Planning, Thomson, ISBN 9781423901792, 2008

3. Francis Buttle: Customer Relationship Management, Elsevier, ISBN 075065502X, 2004
4. Howard Smith, Peter Fingar: Business Process Management: The Third Wave, Meghan-Kiffer Press, ISBN 9780929652344, 2006

Course title:
EUROPEAN BUSINESS ENVIRONMENT
Course coordinator: Anita Pelle associate professor, PhD

Teachers: Eszter Judit Megyeri assistant lecturer
Credits: 2

Contact hours: 1 (lecture) and 1 (exercise)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: EH
Course outline:
The course has the prior aim to provide students with analytical skills essential for high-level employment in the rapidly changing European business world. As such, it has the following objectives:

• To develop a framework for strategic planning in a European context. 

• To acquaint students with technological, economic and social factors affecting strategic issues in the wider European business environment. 

• To acquaint students with strategic issues of the CEE (Central Eastern European) region. 

• To equip students with verbal and written skills increasingly expected by employers. 

• Focus on economic and managerial trends in the EU. 

• Economic analysis of EU Member States. 

• Change management and the impact of mergers and acquisitions on strategic planning. 

• Development of report writing and presentation skills.

The course discusses the most current topics of the European Union and the European economy and business life in general. It is believed that the diversity of the Member States of the EU is deeply rooted in the different cultural backgrounds and heritage of European nations, therefore cultural aspects are intensively studied and discussed during the semester.

Current issues regarding economic integration and economic policy coordination, and EU Competition Policy, and also recent cases in the field of regulation of firms and state aids are discussed.

Regarding European business life, recent mergers and acquisitions, developments in the financial services markets, TNCs in the EU, the cultural background of the EU Member States and other interesting aspects, perhaps personal experience related to Hofstede’s research and findings are also studied.
Literature

1. Harris, Neil (1999): European business. MacMillan, London. ISBN-13: 978-0333754078
2. European Commission, Directorate-General for Employment, Social Affairs and Equal Opportunities (2005): The business case for diversity: good practice in the workplace. Office for Official Publications of the European Communities, Luxembourg.

3. European Commission, Eurostat (2010): European business: facts and figures. Office for Official Publications of the European Communities, Luxembourg.

4. Hofstede, G. (2001): Culture's Consequences: Comparing Values, Behaviors, Institutions and Organizations Across Nations. Sage Publications, Thousand Oaks – London – New Delhi.
Course title
 FINITE MODEL THEORY 

Course coordinator: Szabolcs Iván assistant professor, PhD

Credits: 5

Contact hours 2 (lectures), 1 (exercise) and 1 (consultation)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

The course provides a firm foundations for advanced studies in computer science. In particular, it deals with the relation between a formal language (syntax) and its interpretations (semantics).

Course outline:

Review of the first- and second-order logic. The compactness theorem of first-order logic. Compactness does not hold for finite structures. Expressibility of graph connectedness.

The Ehrenfeucht-Fraissé game and expressiveness of first-order logic. Hanf- and Gaifman-locality. The expressive power of first-order logic on ordered structures.

Data, expression and combined complexities of first-order logic. Model checking in first-order logic. Monadic second order logic and a generalization of the Ehrenfeucht-Fraissé game. Turing machines and finite models. Trakhtenbrot's theorem. Fagin's theorem. Fixed point logics and complexity classes.

Literature:

1. H.-D. Ebbinghaus, J. Flum, Finite Model Theory, Springer, 1995.

2. L. Libkin, Elements of Finite Model Theory, Springer, 2004.

Course title
 FINITE TRANSITION SYSTEMS
Course coordinator: Zoltán L. Németh assistant professor, PhD

Credits: 5

Contact hours 2 (lectures),1 (exercise) and 1 (consultation)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

Finite transition systems serve as models of hardware and software systems. The course gives an introduction to the verification of safety and business critical systems and offers insight into the applied mathematical models and theoretical results.

Course outline:

Transition systems and their homomorphisms. Modeling of finite-domain variables, puffers, programs and Petri-nets by transition systems. Transition systems derived from process algebras. Labeled and parameterized transition systems. Synchronous product of transition systems. 

Transition system logics. Temporal logic and its Wolper’s extensions. Henessy-Milner logic. Dicky logic. CTL (Computational Tree Logic) and CTL*. Verification of properties of transition systems.

Fixpoints in transition systems. Fixpoints of monotone functions. The µ-calculus. Dicky calculus. Indistinguishability in transition systems. Equivalence of transition systems: bisimulation and trace equivalences.

Literature: 

1. Arnold, Finite Transition Systems, Prentice Hall, 1992.

2. Stirling, Modal and Temporal Properties of Processes, Springer, 2001.

Course title: 
FUNCTIONAL PROGRAMMING 

Course coordinator: Lajos Schrettner assistant professor, Ph.D

Credits: 5

Contact hours 2 (lectures) and 2 (laboratory exercises)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

The main aim of the course is that the students get a firm understanding of the functional programming paradigm. By studying the details of the purely functional Haskell programming language they get are given the opportunity to get a deep insight into how functional programs are constructed and what kind of data structures can be used in solving problems.

Course outline:

Introduction to functional programming, functions, types, expressions and evaluation, definitions. The Haskell programming language and the Hugs programming environment, standard prelude, modules. Built-in types, overloading. Function definitions, recursion. Tuples, lists, strings, polymorphism, list-processing functions. Pattern matching, higher order functions. Type classes. Type checking, type inference. Algebraic types, recursive algebraic types. Modules and abstract data types. Evaluation methods, lazy evaluation, infinite data structures. Input/output

Literature

1. S. Thompson: Haskell the Craft of Functional Programming, Addison Wesley, 2011

Course title
 FUZZY THEORY
Course coordinator: József Dombi associate professor, DSc

Credits: 4

Contact hours: 2 (lectures) and 1 (exercise)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

In the course the students learn the foundations of fuzzy theory, the course develops the skill of using mathematical tools in computer science. Moreover the students learn the use of fuzzy methods in applied problems, and this is useful in the skill of developing complex systems.

Course outline:

History of fuzzy theory. Basic definitions. Membership functions. Operators and it’s properties. Triangular norms and co-norms. Boole identities and operators. Unary operators. Implications and inferences. Aggregations and uninorms. Evaluations and importance. Measures of fussiness.

Literature:

1. D. Dubois, H. Prade, Fundamentals of fuzzy sets , Kluwer Academic Publishers, 2000. (647p)

2. W. Pedricz, F.Gomide, An introduction to fuzzy sets , MIT, 1998. (465p) 

3. J. Fodor, M. Rubens: Fuzzy Preference Modelling and Multicriteria Decision Support, Kluwer Academic Publisher, 1994. (p276)

4. H. T. Nguyen, M. Sugeno: Fuzzy systems, Modeling and Control, Kluwer Academic Pub., 1998 (426p)

Course title:
GAME THEORY 

Course coordinator: András Pluhár associate professor, PhD

Credits: 4

Contact hours: 2 (lectures) and 1 (exercise)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

The course provides the necessary competences in game theory: the students will be enabled to classify the game theoretical models, learn basic theoretical background to basic algorithms and will be capable to recognize game theoretical problems, build models, and solve related practical problems.

Course outline:

Basic definitions, Neumann-Zermelo theorem. Gale-Stewart game. The connection between LP and matrix games. Minimax theorem. Domination and saddle points.
General sum games and their applications. Nash equilibria. Bimatrix games, Lemke-Howson algorithm. Subgame perfect and correlated equilibria.
n-person games, imputations, core and stable sets. Simple games. The LP characterization of the core. Shapley theorem and computation of Shapley value. Stable matchings and the kernel of directed games. Nash Bargaining Solution, Nash program. 
Groups decision making, Arrow theorem. Choquet measure. 
The elements of the Conway theory. Combinatorial games. Cop-Robber and Geography games. The Erdős-Selfridge theorem and its generalization.
Literature:

1. Vašek Chvátal: Linear Programming, Freeman, New York, 1983. 

2. G. Fudenberg, J. Tirole: Game Theory, MIT Press, 1991.

3. M. J. Osborne, A. Rubinstein, A course in game theory, MIT Press, 1994. 

4. Notes: www.inf.u-szeged.hu/~pluhar/oktatas/games.pdf
Course title: 
GEOGRAPHICAL INFORMATION SYSTEMS

Course coordinator: Endre Katona associate professor, PhD

Credits: 5

Contact hours:2 (lecture) ,1 (laboratory exercise) and 1 (consultation)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

Knowledge on creating and managing digital maps. Understanding vector and raster data models and algorithms. Designing and implementing vector based GIS applications.

Course outline:
Raster and vector data representation. 

Map types and projections. Surveying and remote sensing. CAD systems and principles.

Vector data models: spaghetti and topological approaches.

Vector algorithms: linestring intersection, polygon area, point-in-polygon, polygon overlay.

Vector database models: separated approach and integrated approach.

Raster based systems. Possibilities of database connection, raster algorithms.

Digital terrain modeling: contour line maps, raster (DEM) and vector (TIN) models. Spatial interpolation methods. Using MicroStation for GIS applications.

Literature:

1. Green, D., Bossomaier, T.: Online GIS and Spatial Metadata. Taylor and Francis, 2001,

2. Verbyla D. L.: Practical GIS Analysis. Taylor and Francis, 2002.

3. Wilson J. P., Gallant J. C.: Terrain Analysis. John Wiley and Sons, 2000.

4. Rigaux Ph., Scholl M., Voisard A.: Spatial databases, with application to GIS. MorganKaufmann Publishers, San Francisco, 2002.

Course title: GLOBAL OPTIMIZATION
Course coordinator: Tibor Csendes full professor, DSc

Credits: 5

Contact hours: 2 (lectures) and 1 (exercise)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

The course aims to achieve competences in global optimization notions models and algorithms together with the respective theoretical knowledge. The students will learn how to cope with multiextremal nonlinear optimization problem, which heuristic techniques are effective and efficient for particular scenarios. 

Course outline:

Some forms of the global optimization problem, the computational complexity compared to that of linear programming.

Transformation of global optimization problems, reduction to one-dimensional problems.

Classes of global optimization methods, grouping according to the used information types.

Stochastic and multi-start procedures for global optimization, their convergence and stopping criteria.

Methods based on the Lipschitz constant, convergence theorems, one- and multi-dimensional techniques.

Interval arithmetic: the extension of the 4 basic operations, square, square root, standard functions for interval arguments.

Outward rounding on computers. Naive or natural interval extension, the quality of the estimation, linear convergence. Centered forms and other inclusion functions, quadratic convergence. Automatic differentiation, and its role int he improvement of inclusion functions. Moore-Skelboe interval subdivision algorithm, and its application to global optimization and sensitivity analysis. The rate of convergence.

Acceleration devices in interval branch and bound algorithms. Interval Newton method, pathologic problems. Interval method for the description of the level sets. Some programming languages that support interval arithmetic: Intlab, PASCAL-XSC, C-XSC, FORTRAN-XSC, ACRITH, ARITHMOS.

Literature:

1. R. Horst and P.M. Pardalos (eds.): Handbook of Global Optimization, Kluwer, Dordrecht, 1995.

2. R. Horst, P.M. Pardalos, and N. V. Thoai: Introduction to Global Optimization, Kluwer, Dordrecht, 1995.

3. R. B. Kearfott: Rigorous Global Search: Continuous Problems, Kluwer, Dordrecht, 1996.

Course title:
GRAPH THEORETICAL ALGORITHMS 

Course coordinator: András Pluhár associate professor, PhD

Credits: 4

Contact hours: 2 (lectures) and 1 (exercise)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

The Graph Theoretical Algorithm course provides competencies in graph and network related basic notions, on the most important models and the respective algorithms. The students who complete this course will be capable to understand practical problem settings, to suggest suitable efficient solution algorithms and evaluate the obtained results. 

Course outline:

Basic definitions, graphs, trees. Connectivity and its applications. Network flow problems. The LP duality and the Totally Unimodular matrices. Interval graphs and triangulated graphs. Perfect Elimination Scheme. Perfect graphs, the perfect graph theorem. The algorithmic description of perfect graphs. Stable matchings, Gale-Shapley algorithm, Scarf algorithm and Aharoni-Holzmann’s application. The Delta-Wye transformation. Graph classes and forbidden subgraphs. 
Literature:

1. Thomas H. Cormen, Charles E. Leiserson és Ronald L. Rivest: Introduction to Algorithms. MIT Press, 1990.
2. Martin C. Golumbic: Algorithmic graph theory and perfect graphs. 

3. D. B. West, Introduction to Graph Theory, Prentice Hall, 1996.

Course title
 GRAPH THEORY

Course coordinator: Hajnal Péter assistant professor, PhD

Credits: 5

Contact hours: 2 (lectures) and 2 (exercises) /week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: MAT
Aim of the course: 

Introducing the major graph theoretical notations and basic graph algorithms and algorithmic techniques. The students successfully completing the course must be able to understand graph theory problems, to solve efficiently the basic graph problems, distinguish tractable and intractable problems and be acquainted with the major graph theoretical techniques.

Course outline:

Basic notions and data structures related to graphs. Matrices and graph algorithms. Trees, connectivity. Higher connectivity of graphs, Menger theorem. Flows, Ford-Fulkerson algorithm, MFMC theorem. Coloring of graphs, coloring algorithms, coloring planar graphs, relation of the clique number and chromatic number, edge coloring of graphs, Vizing theorem. Matchings, Hungarian method, Edmonds algorithm, minimax theorems for matchings, randomized matching algorithm. Greedy algorithm for finding a big clique, Turan theorem, extremal graph theory. Ramsey theorems and its applications. Planar graphs, planarity testing, graph drawing problems.

Literature:

1. R. Diestel, Graph theory. Fourth edition edition. Graduate Texts in Mathematics, 173. Springer-Verlag, Berlin, 2010.

2. B. Bollobas, Modern graph theory. Graduate Texts in Mathematics, 184. Springer-Verlag, New York, 1998. 

3. J.A.Bondy, U.S.R, Murty, Graph theory, Graduate Texts in Mathematics vol. 244. Springer, New York, 2008.

Course title:
IMAGE DATABASES 

Course coordinator: László Nyúl assistant professor, PhD, Dr. habil. 

Co-lecturer: Endre Katona, associate professor, PhD

Credits: 5

Contact hours: 2 (lecture) ,1 (laboratory exercise) and 1 (consultation)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

Knowledge on medical image databases, data handling and communication. Understanding and applying the technique of managing vector based digital maps stored in relational and object-relational database.
Course outline:
Medical image archives. Medical image formats (Interfile, ACR-NEMA, DICOM).

Picture Archiving and Communication Systems (PACS).

Content-based image retrieval: image segmentation, classification, shape representation.

Spatial databases: integrating map data into relational database. The object-relational approach. Spatial data support in MySQL, PostgreSQL and Oracle Spatial. Spatial queries and indexing.

Literature

1. Milan Sonka, Vaclav Hlavac, Roger Boyle: Image Processing and Machine Vision, International Thomson Computer Press, 1996

2. ACR-NEMA 2.0, National Electrical Manufacturers Association, 1985. 

3. Digital Imaging and Communications in Medcine (DICOM), National Electrical Manufacturers Association, 2004

4. Rigaux Ph., Scholl M., Voisard A.: Spatial databases. Morgan Kaufmann Publishers, San Francisco, 2002.

5. A. K. W. Yeung, G. B. Hall: Spatial Database Systems: Design, Implementation and Project Management. Springer, 2007.
Course title:
IMAGE PROCESSING SYSTEMS

Course coordinator: Antal Nagy assistant professor, PhD

Credits: 5

Contact hours: 2 (lecture) and 2 (laboratory exercise) /week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

Knowledge on various image processing and visualization software libraries and systems.

Course outline:
Lecture and hands-on exercises with several image processing libraries and systems:

MATLAB + Image Processing Toolbox. 

ImageJ: image processing routines, plugin and macro development.

VTK (Visualization Toolkit): graphical and visualization model, objects for image processing.

ITK (Insight Segmentation and Registration Toolkit): data visualization, access, and processing objects, filters, transformations.

Slicer: basic operations, loading and displaying image volumes, developing new modules

IPL; OpenCV; IDL (Interactive Data Language): IDL basics, graphical and image processing routines

Literature

1. R.C. Gonzalez, R.E. Woods, S.L. Eddins: Digital Image Processing Using MATLAB, Pearson Prentice Hall, 2003

2. ImageJ: http://rsbweb.nih.gov/ij/

3. VTK: http://www.vtk.org

4. ITK: http://www.itk.org

5. Slicer: http://www.slicer.org

6. IPL: Intel Image Processing Library, Reference Manual, Intel Corp. 2000.

7. OpenCV: http://opencv.willowgarage.com

8. IDL: http://www.ittvis.com/language/en-US/ProductsServices/IDL.aspx

Course title:
IMAGE RECONSTRUCTION 

Course coordinator: Péter Balázs assistant professor, PhD

Credits: 5

Contact hours: 2 (lecture),1 (laboratory exercise) and 1 (consultation)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

The students will be familiar with the theoretical foundations and the main applications of image reconstruction. They will improve their ability of analyzing and solving problems, and designing and developing softwares in projects related to image reconstruction. Thus, they will be able to join industrial projects of the field. The students also will learn the most recent research directions and techniques of image reconstruction. Later, they can do their own research on the field under supervision and get a PhD degree, or join to other scientific research projects in image reconstruction.
Course outline:
Images, projections, reconstruction. The reconstruction problem. 

Projection-slice theorem, convolution reconstruction, algebraic reconstruction techniques. 

Other reconstruction techniques, 3D reconstruction.

Computerized tomography, medical images reconstruction (CT, MRI, SPECT, PET, US). 

Industrial and other non-medical applications of tomography. 

Discrete tomography and its applications (electron microscopy, nondestructive testing).

Literature

1. G T. HERMAN: Fundamentals of Computerized Tomography: Image Reconstruction from Projections, 2nd edition, Springer, 2010

2. G.T. Herman, A. Kuba: Discrete Tomography: Foundations, Algorithms, and Applications, Birkhauser, 1999

3. G.T. Herman, A. Kuba: Advances in Discrete Tomography and Its Applications, Birkhauser, 2007

4. A.C. Kak, M. Slaney: Principles of Computerized Tomographic Imaging, IEEE Press, New York, 1999

5. A. MARKOE: Analytic Tomography, Cambridge University Press, 2006

Course title:
IMAGE REGISTRATION 

Course coordinator: Attila Tanács assistant professor, PhD

Credits: 5

Contact hours: 2 (lecture) ,1 (laboratory exercise) and 1 (consultation)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

The goal of the course is to give an overview of the application possibilities of image registration. After learning the basic theoretical background, classical algorithms are covered from the last two decades. During the lab exercises, students have the possibility to test many of the methods on real life problems. An overview of medical imaging and computer integrated surgical planning related registration is also given.
Course outline:
Image registration: definitions, classifications of different approaches

Image acquisition techniques, geometry of images, coordinate systems

Geometric transformations, interpolation, displaying of registration results

Point correspondence-based registration methods. Properties, advantages and disadvantages.

Error analysis of point-based methods (FLE, FRE, TRE)

Registration of point clouds: cornerness measures and determining correspondences

Contour and surface registration methods: Head-hat, HCM, ICP

Pixel/voxel similarity measures. Automatic registration

Validation of automatic image registration methods: Vanderbilt validation

Computer Integrated Surgery applications: planning and execution

Non-linear registration

Literature

1. J.V. HAJNAL, D.L.G. HILL, D.J. HAWKES, Medical Image Registration, CRC Press, 2001.

2. A.A.GHOSTASBY, 2-D and 3-D Image Registration for Medical, Remote Sensing, and Industrial Applications, Wiley, 2005.

3. JAN MODESITZKI, Numerical Methods for Image Registration, Oxford University Press, 2004.

Course title:
IMAGE SEGMENTATION
Course coordinator: Zoltan Kato, associate professor, PhD, Dr. habil. 

Credits: 5

Contact hours: 2 (lecture) , 2 (laboratory exercise) and 0 (consultation)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

Students will learn region and contour based segmentation techniques as well as the most common low level image features (e.g. color, texture) used for segmentation. The course covers both classical approaches as well as modern probabilistic and variational segmentation models. In addition, students will solve a project assignment during the semester by working in small groups. That allows them to learn how to solve problems, communicate in a team and make convincing presentations of their ideas.

Course outline:
The notion of image segmentation and its applications. Methods based on classification, thresholding, clustering. Edges and contour detection. Region-based algorithms. Statistical methods. Active contours and deformable models. Split and merge, wathershed algorithms. Level set methods. Fuzzy connectivity. Medical image segmentation. Various image features used for segmentation: color, texture, motion.

Literature

1. Rafael C. Gonzalez, Richard E. Woods: Digital Image Processing, 2nd Edition, Prentice Hall, 2002

2. James C. Bezdek, James Keller, Rangu Krishnapuram, Nikhil R. Pal: Fuzzy Models and Algorithms for Pattern Recognition and Image Processing, Kluwer Academic Publishers, 1999

3. Milan Sonka, Vaclav Hlavac, Roger Boyle: Image Processing and Machine Vision, International Thomson Computer Press, 1996

Course title:
INTELLIGENT VISUALIZATION TECHNIQUES  

Course coordinator: József Dombi associate professor, DSc

Credits: 4

Contact hours: 2 (lectures) and 1 (exercise)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

The course presents the main techniques of visualization. This knowledge can be useful for the students in developing interactive information systems.

Course outline:

Introduction. Visualization as parallel computation. Different glasses of the living world. Edge detection by vibration. Words of the visual language. Grammatik and sentences of the visualization. Visualization of : what, what kind of, how, where 

Multidimensional visualization: Andrew function, Chernoff face, Korhonen house

Concept of DataScope. Context dependent visualization. Data animation. Visualization of dependency. Visualization of structures. Visual query system for digital pictures

Literature:

1. W. J. Bowman: Graphic communication. John Wiley, 1968 (222p)

2. C. Chen: Information Visualisation and Virtual Environments (223p)

3. E. R. Tufte: The visual Display of quantative information, 2nd edition, Graphics Press 2001 (200p)  

4. E. R. Tufte Envisioning information, Graphics Press 1990.  (126p) 

Course title:
INTERNATIONAL HUMAN RESOURCE MANAGEMENT 
Course coordinator: Anita Pelle associate professor, PhD

Teachers: Eszter Judit Megyeri assistant lecturer
Credits: 2

Contact hours: 1 (lecture) and 1 (exercise)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: EH
Aim of the course:

The aim of the course (among others) is to develop communication and presentation skills, prepare students to work in international teams, and manage people in international environment.
Course outline:
This course provides an insight into the theoretical foundations of international human resource management and its application of the practical methods for the cross-cultural environment. During the course, we discuss the historical development, after discussing the process of globalization and the parallel changes in the international HR processes. A detailed analysis of the impact of intercultural differences in the organization and personnel policy is reviewed. International perspective with the emphasis on the international management team to study the composition, development and motivation techniques, and the performance evaluation and compensation elements.

Internationalization: context, strategy, structure and processes

1) International division of Labor

2) Strategy and Structure of multinational companies

3) Human resource management in cross-border mergers and acquisitions 

HRM from a comparative perspective

4) Cross-national differences in human resources and organization

5) Culture in management: measurement of differences

6) HRM in Europe, East Asia and in other developing countries

Managing an international staff

9) Composing an international staff

10) Training and development of an international staff

11) International compensation and appraisal management

12) Repatriation and knowledge management
Literature

1. Anne-Wil Harzing, Joris Van Ruysseveldt (eds.) (2004): International Human Resource Management London: SAGE Publication. 499 pp. ISBN 0-7619-4039-1
2. Dennis R. Briscoe, Randall S. Schuler, Lisbeth L. Claus (2009): International Human Resource Management, 3rd ed. New York: Routledge. ISBN 978-0-415-73351-5

3. Randall S. Schuler, Susan E. Jackson (2007): Strategic Human Resource Management, Wiley-Blackwell Pub. 496 pp. ISBN-13: 9781405149594
Course title:
LEGAL, ETHICAL AND INFORMATICS ISSUES OF PERSONAL DATA PROTECTION
Course coordinator: Zoltán Alexin assistant professor, PhD

Credits: 3

Contact hours 2 (lectures)/week

Evaluation: Exam mark /five grade (lecture)
Field code: EH
Aim of the course:

The course gives introductory legal knowledge about personal data processing. By accomplishing the course students will have sufficient background knowledge about European laws and conventions governing the Hungarian data protection legislation, and about the Hungarian law itself. The course discusses ethical questions of utilizing personal data for business and research purposes. The topics include works and achievements of top European data protection experts, and Hungarian data protection commissioners.

Course outline:

Historical overview. The immunity of home and private life and the confidentiality of personal correspondence and communication; Basic concepts concerning to the course, and international legal instruments controlling jurisdiction on personal data protection; Overview of most important international treaties, and Hungarian laws, decisions of the Constitutional Court; The recommendations of the Council of Europe and Working documents of the European Commission; Elements of the special legal rulings concerning to personal health data; Outstanding data protection commissioners in the EU member states, and their activities;

Ethics of database research in the mirror of international publications; Special biometric personal data: fingerprints, iris image, lip print, blood, DNA, proteomic profile; Questions of physical data protection, encryption. Crimes against electronic systems. The task of the DPOs (Data Protection Officers). Methods for anonymisation of personal data and the most important ethical questions of anonymisation; The transparent state and the opaque citizen, and the freedom of information based on László Majtényi’s work. The Hungarian Data Protection Commissioners, annual reports, and their most important statements.
Literature:

1. Belgacem Raggad: Information Security Management – Concepts and Practice, CRC Press, Taylor & Francis Group, ISBN: 978-1-4200-7854-1, 2010

2. Eckstein, S.: Manual for Research Ethics Committees, King’s College, ISBN: 0521810043, 2003

3. Matti Häyry, Ruth Chadwick, Vilhjálmur Árnason, Gardar Árnason: The Ethics and Governance of Human Genetic Databases, Cambridge University Press, ISBN: 978-0521-85662-1, 2007

4. Serge Gutwirth, Yves Poullet, Paul De Hert: Data Protection in a profiled World, Springer Verlag, ISBN: 978-90-481-8864-2, 2010.

5. Serge Gutwirth, Yves Poullet, Paul De Hert, Cécile de Terwangne, Sjaak Nouwt: Reinventing Data Protection?, Spriger Verlag, ISBN: 978-1-4020-9497-2, 2009.

Course title
 LOGISTICS

Course coordinator: Zoltán Kovács, assistant professor, PhD

Credits: 4

Contact hours: 2 (lecture) and 1 (exercise)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

The course clarifies the basic definitions of logistics, the optimization models of transportation problems, the respective solution algorithms and their use. The students will become capable to solve optimization problems arising in logistics, transportation, warehousing, job shop scheduling and asset tracking.

Course outline:
Basic definitions. Supply chain management. Managing risk in the supply chain. Production logistics, master production schedule (MPS), material requirements planning (MRP) system, job shop schedule. Inventory management, purchasing, transportation, warehousing. Transportation planning. Asset tracking systems. Measuring logistics cost and performance.
Literature:

1. M. Christopher, Logistics and supply chain management, Prentice Hall, 2005.
2. G. Ghiani, G. Laporte, R. Musmanno: Introduction to Logistics System Planning and Control. Wiley, 2004
3. J. Langford: Logistics: Pronciples and Applications. Sole Logistics Press, 2007.

Course title:
 MACHINE LEARNING ALGORITHMS

Course coordinator: János Csirik full professor, DSc

Credits: 6

Contact hours: 3 (lectures) and 1 (exercise)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: CC
Aim of the course. 

During the course the students learn the foundations of machine learning. This gives the skill of using such techniques in developing algorithms for applied problems.

Course outline:

Introduction to machine learning, 

Theory of machine learning (Vapnik-Chervonenski dimensions, PAC learning),

Perceptron and neural nets,

The regression task,

Generative and discriminative approaches,

Training by Maximum Likelihood. 

Literature:

1. M.J. Kearns, U.V. Vazirani, An Introduction to Computational Learning Theory, MIT Press, Cambridge, Massachusetts, 1994 (221p)

2. T. Mitchell, Machine Learning, McGraw Hill, 1997. (414p)

3. R.O. Duda, P..E. Hart, D.G. Stork, Pattern Classification, Wiley and Sons, 2001.(p 654)

4. C. M. Bishop, Pattern recognition and machine learning, 2nd edition, Springer, 2007 (738p)

Course title:
MATHEMATICAL STRUCTURES 

Course coordinator: László Zádori full professor, DSc

Lecturer: Miklós Dormán assistant professor, PhD

Credits: 5

Contact hours: 2 (lectures) and 2 (exercises)/week 

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: MAT, SS
Aim of tfe course: 

The course gives students a knowledge base that is to be used in the study of advanced topics in modern theoretical computer science.

Course outline:

Main objective: To introduce basic concepts and prove structure theorems for mathematical objects (mainly in the framework of algebra)

Topics covered: Basic algebraic concepts (e.g. the notion of congruences, normal subgroups, ideals) for general algebras and for classical algebraic structures (semigroups, groups, rings). Galois connection between clones and algebras. Homomorphism and isomophism theorems in universal algebra and their classical algebraic counterparts. Lattices, congruence and subalgebra lattices. Direct product of general algebras and the structure theorem of finite Abelian groups. Subdirect decomposition, the structure theorem of distributive lattices. Varieties and equational classes of general algebras, examples. Birkhoff’s theorem for varieties. Identities and fully invariant congruences. Free algebras. Basic concepts in category theory: functor, categorical equivalence, adjoint, limit, colimit. Examples in concrete algebraic categories (e.g. varieties, Abelian groups).

Literature:

1. S. Burris, H. P. Sankappanavar: A course in universal algebra, Springer 2000 (English).

2. D. Dummit, R. Foote: Abstract algebra, J. Wiley and Sons 2004 (English)

3. S. MacLane: Categories for the working mathematician, Springer 1971 (English).

4. R. N. McKenzie, G. F. McNulty, W. F. Taylor: Algebras, Lattices, Varieties, Wadsworth & Brooks/Cole, 1987 (English).

Course title:
MEDICAL IMAGING
Course coordinator: László Nyúl assistant professor, PhD, Dr. habil. 

Credits: 5

Contact hours: 2 (lecture),1 (laboratory exercise) and 1 (consultation)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

Knowledge on various medical image acquisition techniques, image formation, and basic processing and visualization.

Course outline:
Electromagnetic radiation, excitation, radioactive decay, positron annihilation. X-Ray tube. Photon scattering. Angiography, subtraction angiography. CT. Nuclear medicine, scintillation detectors. Anger camera, calibration, quality control. ROI, time-activity curve, parametric images, functional images, factor analysis. Condensed images. SPECT. PET. Two and more compartment model. Patlak method. Ultrasonic imaging. Doppler. MRI, Larmor frequency, excitation sequences. Gradient magnetic field. Spin density, T1, T2 images. Image registrations, image fusion. 3D rendering (surface, volume).

Literature

1. Macovski: Medical Imaging System, Prentice-Hall, Inc. (1983)

2. R.A. Robb: Three-Dimensional Imaging, Vol. I, II, CRC Press, Inc. (1985)

3. S.W. Young: Nuclear Magnetic Resonance Imaging Raven Press (1984)

4. M.J.Gelfand, S.R. Thomas: Effective Use of Computer sin Nuclear Medicine, McGraw-Hill (1988)

Course title:
MODEL CHECKING 

Course coordinator: Zoltán Fülöp full professor, DSc

Credits: 5

Contact hours 2 (lectures), 1 (exercise) and 1 (consultation)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

Kripke structures serve as models of hardware and software systems. The course gives an introduction to the verification of concurrent systems and offers insight into the applied mathematical models and computational logic.

Course outline:

Kripke structures as models of concurrent processes. Synchronous and asynchronous systems, concurrent programs. The logics CTL and LTL. The CTL and LTL model checking algorithms. Binary decision diagrams, representation of propositional formulas and Kripke structures. Fixpoint representations. Symbolic model checking. Symbolic CTL and LTL model checking algorithms. µ-calculus. Evaluation of fixpoint formulas. Representation of µ-formulas by binary decision diagrams. Transformation of CTL-formulas to formulas of the µ-calculus. Finite automata on infinite words, model checking by finite automata. 

Literature:

1. E. M. Clarke, Jr., O. Grumberg, D. A. Peled , Model Checking, The MIT Press, 2001.

2. K. L. McMillan, Symbolic Model Checking, Kluwer, 1993.

3. C. Baier, J.-P. Katoen, Principles of Model Checking, MIT Press, 2008.

Course title: 
NETWORK OPERATING SYSTEMS

Course coordinator: Vilmos Bilicki assistant professor PhD 

Credits: 5

Contact hours 2 (lectures) and 2 (laboratory exercises)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

The students will acquire basic knowledge about the ecosystem which can be found in enterprise environment. This subject focuses on the practice, the students will learn the basic administration of the technologies/solutions mentioned in the course outline. This course shows the system administrator carrier and knowledge path for the students. 

Course outline:

Basic network sevices (DHCP, BOOTP). Domain Naming Services (DNS). Network Security (Threats and mitigation: Security fundamentals, AAA, Virtual Private Networks, Firewalls). LDAP directories (X500, OpenLDAP, ActiveDirectory, IBM Tivoli). Data storage solutions (Distributed files systems, SAN networks). Scalable systems (Cluster solutions, P2P solutions). Network monitoring and management (SNMP, MIB)

Literature:

1. Brian Arkliss: LDAP Directories Explained, ISBN-10: 020178792X | ISBN-13: 978-0201787924 | Publication Date: March 2, 2003

2. Wei Luo: Layer 2 VPN Architectures, Cisco Press (March 20, 2005), ISBN-10: 1587051680, ISBN-13: 978-1587051685

Course title:
NONLINEAR OPTIMIZATION 

Course coordinator: Péter Gábor Szabó assistant professor, PhD

Credits: 4

Contact hours: 2 (lectures) and 1 laboratory (exercise)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

The competencies that will be provided by the course: ability to recognize the advantageous nonlinear optimization models, capability to select the proper solution algorithms, and to be able to interpret the obtained result in a professional way. The students will learn how to transform the original problem setting to obtain a more favorable form in terms of computational complexity and result precision. 

Course outline:

Introduction, unconstrained optimization, convex sets and convex functions in optimization.

Optimization algorithms, direct search, gradient method, conjugate gradient method, Newton-method, quasi-Newton-methods. 
Least Squares Method, Levenberg-Marquardt method, Gauss-Newton method, Convex programming.
Karush-Kuhn-Tucker optimization conditions, Penalty function method, Optimization with equation constraints, Lagrange multipliers. 
Case studies.

Literature:

1. Bazaraa, M.S., H.D. Sherali, C.M. Shetty: Nonlinear Programming, Theory and Algorithms, Wiley, New York, 1993. 
2. Gill, P.E., W. Murray, M.H. Wright: Practical Optimization, Academic Press, London, 1981. 
3. E.M.T. Hendrix and B. G.-Tóth. Introduction to Nonlinear and Global Optimization. Springer, New York, 2010.
Course title
 NUMERICAL MATHEMATICS 

Course coordinators: László Stachó associate professor, CSc

Credits: 5

Contact hours: 2 (lectures) and 2 (laboratory exercises)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Course outline:

Solution of systems of linear equations with Gauss elimination. Pivot elements. Inversion of matrices with Jordan elimination and partitioning. Triangular and Cholesky decompositions of matrices. The eigenvalue problem: orthogonal triangularization of matrices and transformation to Hessenberg form. LR algorithm and its modifications. QR algorithm: convergence and operation requirements. Inverse power iteration. Solution of systems of linear equations with iteration methods: Jacobi and Gauss-Seidel iteration, overrelaxation.

Approximation of functions with interpolation: Lagrange, Newton and Hermite type interpolation formulas.  The method of least squares. Numerical integration: Newton-Cotes and Gauss integration schemes. Orthogonal systems of polynomials. Convergence of  sequences of integration schemes. Systems of nonlinear equations. Newton-Raphson method. Contractive operators. Banach-Cacciopoli fixed point theorem. Approximation of periodic functions with the method of least squares. Fast Fourier transform.

Literature:

1. A. NEUMAIER, Introduction to Numerical Analysis, Cambridge University Press, 2001.

2. B. C. FLOWERS, An Introduction to Numerical Methods in C++, Oxford University Press, 2000.

3. J. STOER, Introduction to Numerical Analysis, Springer, 2002.

4. W. PRESS (ed.), Numerical Recipes in C++, Cambridge University Press, 2005.

5. J. Stoer and Bulirsch, Introduction to numerical analysis, Springer, Berlin, Heidelberg, New York, 1992.

6. J. H. Wilkinson, The algebraic eigenvalue problem, Clarendon Press, Oxford, 1965.

7. A. Ralston, A first course in numerical analysis, Mcgraw-Hill, Inc., 1965.

Course title: 
OBJECT-ORIENTED SYSTEMS DEVELOPMENT

Course coordinator: Árpád Beszédes assistant professor, PhD

Credits: 5

Contact hours 2 (lectures) and 2 (laboratory exercises)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

The students will gain competence in basic and advance object oriented analysis and design both on theoretical and practical level. The most important available A&D methodologies will be overviewed, and modeling principles will be given. During practical exercises, real software design will be practiced.

Course outline:

Object-oriented analysis and design. Object-oriented design patterns. Creational patterns. Structural patterns. Behavioral patterns. Other patterns, AntiPatterns. Visual modelling and development. The Unified Process. Agile Modeling, eXtreme Programming. The Unified Modeling Language. Improving the quality of object-oriented designs. Refactoring. Aspect oriented software development.

Literature:

1. T. Quatrani: Visual Modeling with Rational Rose and UML. Addison-Wesley, 1998. M. 2. Fowler, K. Scott: UML Distilled, second edition. Addison-Wesley, 1999.

3. OMG Unified Modeling Language Specification, version 2.0. Object Management Group, 2004.

4. E. Gamma, R. Helm, R. Johnson, J. Vlissides: Design Patterns - Elements of Reusable Object-Oriented Software. Addison-Wesley, 1995.

5. M. Fowler: Refactoring - Improving the Design of Existing Code. Addison-Wesley, 1999.

6. W. J. Brown, R. C. Malveau, H. W. McCormick, T. J. Mowbray: AntiPatterns - Refactoring Software, Architectures, and Projects in Crisis. John Wiley & Sons, 1998.

Course title:
ON-LINE ALGORITHMS  

Course coordinator: Csanád Imreh associate professor, PhD

Credits: 4

Contact hours: 2 (lectures) and 1 (exercise)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: CC
Aim of the course: 

During the course the students learn the basic methods to handle the algorithmic problems where there is lack of information. This knowledge is useful in managing IT systems. Moreover the course also improves the skill of using mathematical methods to analyze algorithms.

Course outline:

Ski rentral problem. Paging problem. Randomized algorithms, Yao principle. List update problem. Scheduling problems. Bin packing problems. k-server problem. Data acknowledgement. Routing. File caching. Generalizations of competitive analysis

Literature:

1. A. Borodin, R. El-Yaniv, Online Computation and Competitive Analysis, Cambridge University Press, 1998. (414 p)

2. A. Fiat, G. J. Woeginger (eds), Online algorithms: The State of the Art, Vol. 1442 of Lecture Notes in Computer Science, Springer-Verlag Berlin, Heidelberg, 1998. (436p)

3. Cs. Imreh, Competitive analysis, in Algorithms of Informatics, (Volume I, eds Antal Iványi), 395-428

Course title: ON-LINE SIGNATURE VERIFICATION
Course coordinator: János Csirik full professor, DSc

Credits: 4

Contact hours: 2(lectures) and 1 (exercises)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course. The course shows applications of artificial intelligence methods in the area of signature verification. Besides teaching the most important results of the area it helps the students to learn to build artificial intelligence based solutions on applied problems. 

Course outline:

Off-line recognition. Off-line handwriting recognition involves the automatic conversion of text in an image into letter codes which are usable within computer and text-processing applications. Some features: Aspect Ratio, Percent of pixels above horizontal half point, Percent of pixels to right of vertical half point, Number of strokes, Average distance from image center.

Online recognition. Online handwriting recognition involves the automatic conversion of text as it is written on a special digitizer or PDA, where a sensor picks up the pen-tip movements as well as pen-up/pen-down switching. 

Signature verification: dynamics of signature writing, signature velocities and accelerations. Basic methodology: registration, preprocessing and building reference signatures, test signature, comparison processing, performance evaluation.

Major Issues in the Parametric Approach

Major Issues in the Functional Approach

Literature: 

1. Seong-Whan Lee: Advances in Handwriting Recognition (Series in Machine Perception and Artificial Intelligence), Word Scientific, 1999 (600p)

2. R Plamondon and S. N. Srihari: On-line and off-line handwriting recognition: a comprehensive survey IEEE transaction on pattern Analysis and machine Intelligence, 2000, 22(1), 63-84

3. C. Bahlmann. Advanced Sequence Classification Techniques Applied to Online Handwriting Recognition. Ph. D. thesis, Faculty of Applied Sciences, University of Freiburg, Shaker-Verlag, 2005 (162p)

Course title:
PACKING AND SCHEDULING 

Course coordinator: Csanád Imreh associate professor, PhD

Credits: 4

Contact hours: 2 (lectures) and 1 (exercise)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

The course presents the main techniques for developing and analyzing algorithms in the area of scheduling and bin packing problems. The students will have the skill of using these techniques to develop algorithms for the solution of optimization problems.

Course outline:

Scheduling models. Polynomial time scheduling algorithms 

Dynamic programming and branch and bound for scheduling.

Approximation algorithms and schemes for scheduling.

Shop scheduling models. Local search based heuristics. Online algorithms. Bin packing models. 

Online algorithms for bin packing.   

Approximation algorithms and schemes for bin packing.          

Literature:

1. P. Bruckner, Scheduling Algorithms, Springer, 2007, (383p) 

2. M. Pinedo, Scheduling, Theory, Algorithms and Systems, Prentice Hall, New Jersey, 2001 (586p)

3. D.S. Johnson, Approximation Algorithms for Bin Packing: A Survey, E. G. Coffman, Jr., M. R. Garey, and D. S. Johnson, Approximation Algorithms for NP-Hard Problems, D. Hochbaum (editor), PWS Publishing, Boston, 1997, 46-93.

Course title:
PARALLEL PROGRAMMING 

Course coordinator: Lajos Schrettner assistant professor, PhD

Credits: 5

Contact hours 2 (lectures) and 2 (laboratory exercises)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

The main aim of the course is that the students get a firm understanding of the parallel programming paradigm. By studying the details of the Occam language and the components of the Java programming language that deal with parallelism and concurrency, the students get the opportunity to acquire a deep understanding of how parallel programs are constructed and what kind of data structures can be used in solving problems.

Course outline:

Parallel computers, parallel hardware systems. Parallel programming, parallel software systems. Processes, process interactions, interprocess communication, efficiency of parallel computations.

Channels, messages, synchronous and asynchronous communication. The Occam language and the PVM system architecture. Multiplexers, pipelines, structure clash. Load balancing, processor farm.
Parallelism in the Java language. Semaphores, mutual exclusion, synchronization. Produces-consumer, readers-writers problem. Monitors, condition variables, synchronization in monitors

Literature:

1. Course syllabus: /pub/Parhuzamos/ParallelProgramming.pdf

2. Wilkinson, Allen: Parallel Programming, Prentice Hall, 1999

3. Inmos Ltd: OCCAM Reference Manual, 1985

4. PVM: Users Guide and Tutorial, MIT Press, 1994

Course title:
PROCESS ALGEBRAS 

Course coordinator: Zoltán Ésik full propfessor, DSc

Credits: 5

Contact hours 2 (lectures), 1 (exercise) and 1 (consultation)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

The course gives an introduction to the algebraic theory of processes. Process calculi provide a tool for the high-level description of interactions, communications, and synchronizations between a collection of independent agents or processes. They also provide algebraic laws that allow process descriptions to be manipulated and analyzed, and permit formal reasoning about equivalences between processes.

Course outline:

Structural operational semantics. Processes and terms.

Transition systems of basic process terms. Bisimulation equivalence. Axiomatization of basic process algebra.

Parallelism and communication. Axiomatization of parallel process algebra. Deadlocks and encapsulation.

Recursion in process algebra. Axiomatization of recursive process algebra.

Abstraction in process algebra. Branching bisimulation equivalence.

Protocol verification using process algebra.

Literature:

1. J. C. M. Baeten, W. P. Weijland, Process Algebra, (Cambridge Tracts in Theoretical Computer Science) Cambridge University Press, 1990.

2. R. Milner, Communication and Concurrency, (Prentice Hall International Series in Computer Science), Prentice Hall, 1995.

3. W. Fokkink, Introduction to Process Algebra, Springer, 2000

Course title:
PROGRAM ANALYSIS 

Course coordinator: Árpád Beszédes assistant professor, PhD

Credits: 5

Contact hours 2 (lectures) and 2 (laboratory exercises)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

The students will gain knowledge of program analysis principles with heavy emphasis on practical applications. The existing theoretical approaches will be overviewed, then the most important algorithms will be presented. Most important applications of program analysis will be introduced like compilers, program comprehension and software maintenance and evolution.

Course outline:

Introduction. Lexical, syntactic and semantic analysis. Internal program representations, syntax tress, SSA. Attribute grammars. Control flow analysis. Dataflow analysis, alias analysis. Dependency graphs, dependence analysis. Compilers and interpreters. JIT. Compilers optimizations. Register allocation. Interprocedural optimizations. Program analysis for program comprehension. High level and language independent program representations.

Dynamic program analysis. Program slicing and its applications. Impact analysis. Modell checking and other analyses

Literature:

1. Steven S. Muchnick: Advanced Compiler Design and Implementation. Morgan Kaufmann Publishers, 1997.

2. Aho, Sethi and Ullman: Compilers: Principles, Techniques and Tools. Addison Wesley, 2nd edition, 2006.

3. Nielson, Nielson and Hankin: Principles of Program Analysis. Springer, 2005.

Course title:
PROGRAM SYSTEMS DEVELOPMENT 

Course coordinator: Vilmos Bilicki assistant professor, PhD

Credits: 5

Contact hours 2 (lectures) and 2 (laboratory exercises)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: CC
Aim of the course:

The goal of the course is to provide a basic understanding of the issues a system architect could face during the design and development of a robust and scalable software system. The course focuses on the JEE ecosystem, but it shows the issues solved on a more abstract level in order to enable the students the understanding of other possible ecosystems (.NET, PHP, etc).

Course outline:

Distributed systems (cloud vs. traditional enterprise applications, CAP). Crosscutting issues (security, transactions, etc). Middleware: the goal of the middleware in enterprise world, categories, services of the middleware. Implementing the business logic: 4th and 5th generation languages. Implementing the domain model: relational vs OO modeling. Ontologies. Handling the end user interaction (Ajax, JSF, SEAM). Defining the business logic (EJB)

Persistence: ORM. Service oriented architectures, ESB. Orchestration: BPEL. Crosscutting issues: security

Literature:

1. Wolfgang Emmerich: Engineering Distributed Objects, ISBN-10: 0471986577 | ISBN-13: 978-0471986577 | Publication Date: June 9, 2000

2. Martin L. Shooman: Reliability of computer systems and networks. ISBN-10: 0471293423 | ISBN-13: 978-0471293422 | Publication Date: December 15, 2001

Course title:
PROGRAMMING METHODS 

Course coordinator: Árpád Beszédes assistant professor PhD
Additional teachers: Ferenc Havasi assistant lecturer

Credits: 5

Contact hours 2 (lectures) and 2 (laboratory exercises)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

The course give a general overview about programming techniques using free software as live examples – such us script programming, graphics programming, network programming, interprocess-programming, kernel programming. It also introduces the philosophy (motivation, business model) behind the free software.

Course outline:

Hardware overview (CPU,assembly,interrupt, DMA, HDD, flash). Unix operating system (user and system administrator overview). Script programming (bash, awk, sed). C/C++ programming under UNIX (Makefile, cross-compiling, shared objects, debugging). Linux kernel programming. Linux-BSD licences. Graphics: terminal, QT, GTK overview. Inter-process communication. Network programming. Secure programming. Version controlling (CVS, ...). The philosophy of free software

Literature:

1. Michael Kerrisk: The Linux Programming Interface: A Linux and UNIX System Programming Handbook (2010)

2. Robert Love: Linux Kernel Development (3rd edition, 2010)

3. Daniel P. Bovet, Marco Cesati: Understanding the LINUX KERNEL: from I/O Ports to Process Management (2003.)

4. Linux Device Drivers (3rd Edition, 2005)

Course title: 
QUANTUM COMPUTING 

Course coordinator: Sándor Vágvölgyi associate professor, PhD

Credits: 5

Contact hours 2 (lectures), 1 (exercise) and 1 (consultation)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

The basic principle behind quantum computation is that quantum properties can be used to represent data and perform operations on these data. The course provides a firm mathematical foundations, and discusses the classical computing paradigms in terms of quantum computing.

Course outline:

Quantum mechanics – a mathematical model of the physical world. Vector spaces. n-dimensional real Euclidean vector space. n-Dimensional Hilbert spaces. The inner product, tensor product, and outer product. Quantum states, quantum observables, quantum operators. The measurement of observables. Double-slit experiments. Stern-Gerlach type experiments. Heisenberg’s uncertainty principle. 

Qubits and their physical realization. The Bloch sphere representation of one qubit. The measurement of a single qubit. A pair of qubits – entanglement. Qubits as spin one-half particles.  The measurement of the spin. The qubit as a polarized photon. 

Quantum gates and quantum circuits. The Hadamard gate, the CNOT gate, the Fredkin gate, the Toffoli gate. Quantum circuits. The no cloning theorem. Qubit swapping and full adder circuits. A quantum circuit for the Walsh-Hadamard transform. Mathematical models of a quantum computer.

Quantum Turing machine. Classes of quantum algorithms. Deutsch’s problem. Quantum Fourier transform. Shor’s factoring algorithm and order finding.  Simon’s algorithm for phase estimation. The Fourier transform on an Abelian group. Periodicity and the quantum Fourier transform. The discrete logarithms evaluation problem. The hidden subgroup problem. Quantum search algorithms. 

Quantum Assembly programming. Higher-level quantum programming.

Quantum teleportation with maximally entangled particles. Dense coding. EPR pairs and Bell states. Maxwell’s demon. 

Literature: 

1. Mika Hirvenselo, Quantum Computing, Springer-Verlag, Berlin, 2003. 

2. Yu. Kitaev, A. H. Shen, M. N. Vyalyi, Classical and Quantum Computation, American Mathematical Society, Providence, Rhode Island, USA, 2002. 

3. Dan C. Marinescu, Gabriela M. Marinescu, Approaching Quantum Computing, Pearson Prentice Hall, Upper Saddle River, New Jersey, USA, 2005. 

4. N. David Mermin, Quantum Computer Science, an introduction, Cambridge University Press, 2007.

5. M. A. Nielsen, I. L. Chuang, Quantum Computing and Quantum Information, Cambridge University Press, 2000.
6. Noson S. Yanofsky and Mirco A. Manucci, Quantum computing for computer scientists, Cambridge University Press, 2008.

Course title: 
REINFORCEMENT LEARNING 

Course coordinator: Balázs Szörényi research fellow, PhD

Credits: 4

Contact hours: 2 (lectures) and 1 (exercise)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course: 

During the course the students learn the recent result in the theory of reinforcement learning. The course develops the skill of using mathematical tools in computer science.

Course outline:

Machine learning tasks; supervised and unsupervised learning, reinforcement learning task.

Markov Decision Process, policy and reinforcement learning.

Elements of reinforcement learning: value functions and action-value functions.

The multi-armed bandit problem and related basic algorithms: greedy algorithm, epsilon-greedy algorithm, softmax method.

Bellmann equation, Bellman optimal operator, optimal value function, policy iteration.

Dynamic programming approach.

Monte Carlo methods for approximating value function and for control; on-line, off-line and soft algorithms.

Temporal Difference (TD) methods: Sarsa and Q-learning.

Multi-step TD prediction and eligibility traces.

Applying supervised learning methods for approximating value and action-value functions.

The exploration vs. exploitation problem and the UCB algorithm.

Multi-armed bandit problem based methods in the general reinforcement learning problem.

Case studies.

Literature:

1. R. S. Sutton and A. G. Barto: Reinforcement Learning - An Introduction, The MIT Press, 1998. (322 pages) 

2. Cs. Szepesvári: Algorithms for Reinforcement Learning, Morgan and Claypool Publishers, 2010. (104 pages) 

3. N. Cesa-Bianchi and G. Lugosi: Prediction, Learning, and Games. Cambridge University Press, 2006. (406 pages) 

Course title:
SCIENTIFIC AND SYMBOLIC COMPUTING 

Course coordinator: Tibor Csendes full professor, DSc

Credits: 4

Contact hours: 2 (lectures) and 1 laboratory (exercise)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

The course delivers competencies on scientific computing, and symbolic computer algebra systems. It will provide knowledge and expertise for the students to enable them to cope with practical problems of symbolic nature. 

Course outline:
Fundamental algorithms, representation of numbers and polynomials, fast multiplication and division. The Euclidean algorithm, modular arithmetic, resultant and gcd computations. Fast polynomial evaluation and interpolation, Fourier transform. Factoring polynomials and integers, primality testing. Polynomial ideals, Gröbner bases, applications. Computer Algebra Systems, Maple procedures and libraries for symbolic computations. Special libraries for numerical and scientific computations. 

Literature:

1. D. Cox, J. Little, D. O'Shea: Ideals, Varieties and Algorithms, Springer, New York, 1997. 

2. J. von zur Gathen, J. Gerhard: Modern Computer Algebra, Cambridge University Press, 1999.

3. André Heck: Introduction to Maple. Springer, Berlin, 2003.

Course title:
SELECTED TOPICS IN OPERATIONS RESEARCH
Course coordinator: András Pluhár associate professor, PhD

Credits: 4

Contact hours: 2 (lectures) and 1 (exercise)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

The course Selected Topics in Operations Research (Positional Games) provides competencies in the named game theoretical problem class, with special attention to the theoretical background, algorithmic aspects and interesting examples. The students will be enabled to solve particular problems of positional games both in theoretical and in algorithmic sense.

Course outline:

Nim types games, Generalized Slither, Lehman theorem.
Concrete positional games (hex, Shannon’s switching game, the variants of the k-in-a-row game).
Pairing strategies, Hales-Jewett theorem, Ramsey and van der Waerden games. 
The weight function method, Erdős-Selfridge theorem and its generalizations. 
Graph games, Hamilton cycle, degree and diameter games.  
Accelerated, recycled and Chooser-Picker games.

Literature:

1. Albert, Michael H.; Nowakowski, Richard J.; Wolfe, David, Lessons in Play: In Introduction to Combinatorial Game Theory. A K Peters Ltd., 2007.

2. József Beck, Combinatorial Games (Tic-Tac-Toe Theory), Cambridge University Press, 2008.
3. József Beck, Positional games, Combinatorics, Probability and Computing (2005) 14, 649-696.

Course title: 
SELF ORGANIZING SYSTEMS

Course coordinator: Márk Jelasity senior research fellow, PhD

Credits: 5

Contact hours: 2 (lectures) and 2 (exercise)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course: 

During this course the students can learn recent techniques in development algorithms. This knowledge can be useful in developing programs for solving applied problems.

Course outline:

Emergence of Paths, Ant Colony Optimization

Swarm Intelligence

Division of Labor, Task Allocation

Evolution, 

Stochastic Optimization

Complex Networks

PageRank

Peer to peer algorithms

Literature:

1. S. Camazine, J. Deneubourg, N. R. Franks, J. Sneyd, G. Theraulaz, and E. Bonabeau. Self-Organization in Biological Systems. Princeton University Press, 2001. (560p)

2. E. Bonabeau, M. Dorigo, and G. Theraulaz. Swarm Intelligence: From Natural to Artificial Systems. Santa Fe Institute Studies in the Sciences of Complexity. Oxford University Press, 1999. (320p)

3. M. Resnick. Turtles, Termites, and Traffic Jams: Explorations in Massively Parallel Microworlds. Complex Adaptive Systems. The MIT Press, 1997. (174p)

Course title 
SEMANTICS OF PROGRAMMING LANGUAGES
Course coordinator: Zoltán Ésik full professor, DSc

Credits: 5

Contact hours 2 (lectures), 1 (exercise) and 1 (consultation)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

In programming language theory, semantics is the field concerned with the rigorous mathematical study of the meaning of programming languages and models of computations. The formal semantics of a language is given by a mathematical model that describes the possible computations described by the language. The course gives an insight into the definition of the semantics of programming languages in terms of the tools of mathematics. It also provides a better understanding of the foundations of programming.

Course outline:

Complete partial orders and continuous functions. Construction on compete partial orders. Fixed point theorems.

Fixed point induction and Scott induction.

The PCF programming language. Terms and types. Free and bound variables. Operational semantics of PCF.

Denotational semantics of PCF and its relation to the operational semantics.

Axiomatic semantics.

Literature:

1. G. Winskel, The formal semantics of programming languages, MIT Press, 1993.

2. C. A. Gunter, Semantics of Programming Languages: Structures and techniques, MIT Press, 1992.

3. J. C. Mitchell, Foundations of programming languages, MIT Press, 1996.

Course title: 
SOFTWARE DEVELOPMENT

Course coordinator: Zoltán Alexin assistant professor, PhD

Credits: 5

Contact hours 2 (lectures) and 2 (laboratory exercises)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

Provide introductory information in basic Windows programming. By accomplishing the course students will be able to write applications utilizing the standard Windows graphical user interface in C and C++. Students are given examples on how to build applications in MFC (MFC is a C++ development class library) and how to connect to databases via ODBC interface. The course provides basic knowledge about X-Window graphical system as a comparison.

Course outline:

Windows Software development by command line tools; the usage of the make utility;

Development environments for applications running in graphical windowing operating systems: Windows API, Cygwin, X-Window, and OpenMotif;

Overview of X-Window system, presentation of several demonstrating software source codes;

X emulators in Windows, using the X font server;

Software development in Win32 SDK; Frequently used file types by their extensions: (.def, .rc, .res, .resx, .c, .cpp).

The Win32 resource files, their content, and structure;

How to write Win32 API programs, native window handling in C/C++;

Dialog windows, message processing. 

Main features of the window components (menus, buttons, textboxes, listboxes, …) in Windows. How to handle dialog windows and their components. 

Writing Windows applications in MFC. MDI and SDI software development in MFC; the document/view, architecture and serialization.

Using ODBC interface for connecting and querying different database systems like MS Access, dBase, Oracle, MySQL.

Literature:

1. Mastering MFC Development Using Microsoft C++, Microsoft Press, (book + CD-ROM edition), ISBN: 073560925X, (2000)

2. Richard M. Jones: Introduction to MFC Programming with Visual C++, Prentice Hall, PTR; (book + CD-ROM edition) ISBN: 0130166294 (1999)

3. Microsoft Visual C++ 6.0 Reference Library, Microsoft Press, fifth edition, ISBN: 1572318651, (1998)

4. Robert W. Scheifler, James Gettys et al: X Window System – The Complete Reference to XLib, X Protocol, ICCCM, XLFD, second edition, X Version 11, Release 4, ISBN: 1-55558-050-5, Digital Press, (1990)

Course title: 
SOFTWARE MAINTENANCE 

Course coordinator: Rudolf Ferenc assistant professor, PhD
Credits: 5

Contact hours 2 (lectures) and 2 (laboratory exercises)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

Make the students learn the basics of software maintenance and its application in practice.

Course outline:

Software reverse engineering and reengineering.

Pattern recognition from source code, creating design documentation, program understanding and visualization. Software metrics and quality assurance. Source code auditing. „Bad smell” detection and refactoring, program transformation. Software evolution.
Literature:

1. Ian Sommerville: Software Engineering, Addison Wesley; 9 edition (March 13, 2010), ISBN: 0137035152

2. Penny Grubb, Armstrong A Takang: Software Maintenance (Concepts and Practice), World Scientific Publishing Company; 2 edition (July 2003), ISBN: 981238426X

3. Thomas M. Pigoski: Practical Software Maintenance (Best Practices for Managing Your Software Investment), Wiley; 1 edition (October 18, 1996), ISBN: 0471170011

4. Roger S. Pressman: Software Engineering – A Practitioner’s Approach, McGraw-Hill Science/Engineering/Math; 7 edition (January 20, 2009), ISBN: 0073375977

Course title
 SPEECH RECOGNITION AND NATURAL LANGUAGE PROCESSING

Course coordinator: László Tóth senior research fellow, PhD

Credits: 5

Contact hours: 2 (lectures) and 2 (exercises)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

The course shows the applications of artificial intelligence methods in the area of speech recognition and  natural language processing. Besides teaching the most important results of the area it helps the students to learn to build artificial intelligence based  solutions on applied problems. 

Course outline.

The interdisciplinarity and subtasks of speech recognition. The hierarchy of linguistic sources of information. The current state-of-the-art and applications of speech recognition. The conventional source/filter model of human speech production. The very basics of human hearing. Speech recognition approaches and architectures. Preprocessing methods for feature extraction. Dynamic Time Warping. The mathematics of the hidden Markov model (HMM)

Application of HMM to speech recognition.

Recognition of continuous speech with HMMs. Methods of reducing the number of parameters. The main problems of natural language processing. Main statistical properties of natural languages.

Morphological modelling and analysis. Part-of-speech tagging. Estimating the quality and complexity of stochastic language models. N-gram language models. Probabilistic context-free grammars (P-CFG) and treebank-based language models. Approaches to semantic modeling. Dialogue models

Literature:

1. Huang, X., Acero, A., Hon, H-W.: Spoken Language Processing, Prentice Hall, 2001 (1008p)

2. Rabiner, L., Juang, B-H.: Fundamentals of Speech Recognition, Prentice Hall,  1993. (507p)

3. Young, S. et. al.: The Hidden Markov Model Toolkit (HTK) manual, Cambridge University, 2005 (210p)

Course title
 STOCHASTIC MODELS
Course coordinator: Gyula Pap full professor, DSc

Lecturers: Gábor Szűcs, assistant lecturer

Credits: 5

Contact hours: 2 (lectures) and 2 (exercises) /week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

Ability of building stochastic models in queuing and reliability applications. Both discrete and continuous time cases should be covered. 

Course outline:

Discrete time Markov chains: recurrent and transient states, stationary distribution, applications. Random walks. Probability generator functions and branching processes: extinction theorem. Poisson process and its properties. Continuous time Markov chains. Queueing models, birth and death process. Renewal processes, elementary renewal theorem. Elements of reliability theory. Random graphs: Barabasi's model of the internet.

Literature:

1. K. Borovkov, Elements of stochastic modeling. World Scientific Publishing Co., Inc., River Edge, NJ, 2003. xiv+342 pp.

2. S. M. Ross, Introduction to probability models. Seventh edition. Harcourt/Academic Press, Burlington, MA, 2000. xvi+693 pp.

3. W. Feller, An introduction to probability theory and its applications. Vol. I. Third edition John Wiley \& Sons, Inc., New York-London-Sydney 1968 xviii+509 pp.

Course title
 STRING PROCESSING METHODS 

Course coordinator: János Csirik full professor, DSc

Credits: 5

Contact hours: 2(lectures) and 2 (exercises)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course: 

The course shows the applications of artificial intelligence methods in the area of string processing. Besides teaching the most important results of the area it helps the students to learn to build artificial intelligence based solutions on applied problems.

Course outline:

String searching: forward prefix, forward substring, backward suffix, backward substring, parallel. 

Online searching, substring trees, McCreight algorithm, parallel construction of suffix trees. 

Complete online searching, construction of lexicographical lists. 

Levenstein distance, longest common subsequence, nonparametric sequences, parametric methods, parallel methods, searching approximating strings.

Shortest common superstring, NP hardness, linear approximation algorithms

Two dimensional string matchings.

Literature:

1. I A. Apostolico, Z. Galil: Pattern matching algorithms, Oxford University Press, 1997. (377p)

2. P. A. Pevzner: Computational Molecula Biology, MIT Press, 2000. (314p)

3. D. Gusfield: Algorithms on Strings, trees and sequences, Cambridge University Press, 1997. (534p)

4. C. Charras, T. Lecroq: Handbook of Exact String Matching Algorithms, King’s College Publications, 2004. (238p)

5. G. Navarro, M. Raffinot: Flexible Pattern Matching in strings, Cambridge University Press, 2002. (221p)

Course title 
TERM REWRITING SYSTEMS

Course coordinator: Sándor Vágvölgyi associate professor, PhD

Credits: 5

Contact hours 2 (lectures), 1 (exercise) and 1 (consultation)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

Term rewriting is a branch of computer science, which combines elements of logics, universal algebra, automated theorem proving, and functional programming. The course gives an introduction to the most important concepts of term rewriting. 

Course outline:

Abstract reduction systems. Term rewrite systems. Term equation systems. 

Termination. The termination problem is in general undecidable for term rewrite systems. Proving termination applying reduction orders. The interpretation method. Simplification orders.

Confluence. The confluence property is in general undecidable. Critical pairs. Orthogonal term rewrite systems.

Completion procedures. The basic completion procedure. An improved completion procedure. Huet’s completion procedure.

Ground term rewriting systems. 

 Reduced ground term rewriting systems. Ground term rewriting systems and tree automata. Ground term equation systems. 

Extensions. Rewriting modulo equational theories. Ordered rewriting. Conditional rewriting. Higher order rewriting. Reductions strategies. Narrowing.

Literature: 

1. F. Baader, T. Nipkow, Term Rewriting and All That, Cambridge University Press, 1998.

2. E. Ohlebusch, Advanced Topics in Term Rewriting, Springer Verlag, 2002.

3. Leo Bachmair. Canonical Equational Proofs. Progress in Theoretical Computer Science. Birkäuser, 1991.

4. Terese, Term Rewriting Systems, Cambridge Tracts in Theoretical Computer Science, Vol. 55, Cambridge University Press, 2003

Course title: 
TESTING PROCEDURES

Course coordinator: Tamás Gergely assistant professor, PhD
Credits: 5

Contact hours 2 (lectures) and 2 (laboratory exercises)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

The aim of the course is the depth analysis of the software testing field, the discussion of methods employed in not only common, but rare or unique environments/conditions. Instead of a high level full overview, the course focuses on and elaborates some methods in detail. By the end of the course, the students will be familiar with the mentioned testing methods. They will know how to choose among the methods by evaluating different attributes of the methods and the environment. And they will be able to apply some methods in real life situations.

Course outline:

Basics of testing. Functional, structural, integration, and system tests. Testing object oriented systems. Occasional, automatic, regression testing. Test helper methods. Test tools and environments.

Literature:

1. P. C. Jorgensen, Software Testing – A Craftsman’s Approach, Second Edition, CRC Press, 2002.

2. R. V. Binder, Testing Object-Oriented Systems, Addison-Wesley, 2000.

Course title: 
THEORY OF COMPUTABILITY 

Course coordinator: Zoltán Fülöp full professor, DSc

Credits: 5

Contact hours 2 (lectures), 1 (exercise) and 1 (consultation)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

The course provides an overview of several models of computing. The models are compared with respect to expressive power. The concept of unsolvability is introduced and unsolvable problems are classified.

Course outline:

Computable functions on natural numbers. RAM-computable functions, primitive recursive functions, and general recursive functions. Equivalence of the models.

Gődel numbering of programs. The halting problem. Universal machine.

Recursive and recursively enumerable sets. Normal form. Parameter theorem and recursion theorems. The theorem of Rice.

Reducibility. Recursive permutations and Myhill's isomorphism theorem. Complete, productive, and creative sets.

Relative computability. The arithmetical hierarchy.

Other equivalent models of computation (Turing machines, Post-Turing programs, etc.). Some famous undecidable problems.

Literature:

1. M. D. Davis, R. Sigal, E. J. Weyuker, Computability, complexity, and languages, Fundamentals of theoretical computer science, Second edition. Computer Science and Scientific Computing. Academic Press, Inc., 1994.

2. N. J. Cutland, Computability. An introduction to recursive function theory. Cambridge University Press, 1994.

Course title: 
TREE AUTOMATA 

Course coordinator: Zoltán Fülöp full professor, DSc

Credits: 5

Contact hours 2 (lectures), 1 (exercise) and 1 (consultation)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

Tree automata deal with tree structures, rather than the strings of more conventional state machines. Tree automata can be thought of, among others, as formal models for parsing of context free languages. The course gives an introduction to the most important concepts and constructions concerning tree automata.

Course outline:

Algebraic concepts, trees. Different types of tree automata. Regular tree gramamars. Operations on tree languages. Regular expressions, Kleene theorem for tree languages. Tree languages definable in monadic second-order logic. Büchi’s theorem. Minimization of tree automata. Pumping lemma and decidability questions. Local tree languages. Tree automata and context-free languages. Weighted tree automata.

Literature:

1. F. Gécseg, M. Steinby, Tree Automata, Akadémiai kiadó, Budapest, 1984.

2. F. Gécseg, M. Steinby, Tree Languages, In. G. Rozenberg and A. Salomaa eds., Handbook of Formal Languages, Vol. 3, Chapter 1, pp. 1-68. Springer-Verlag, 1997. 

3. H. Comon, M. Dauchet, R. Gilleron, F. Jacquemard, D. Lugiez, S. Tison, and M. Tommasi, Tree automata techniques and applications, http://www.grappa.univ-lille3.ft/tata, 1997.

4. Z. Fülöp, H. Vogler, Weighted Tree Automata and Tree Transducers, in: Handbook of Weighted Automata (Szerk.: M. Droste, W. Kuich és H. Vogler), Springer-Verlag, 2009, Chapter 9, 313-403.

Course title: 
WEB PROGRAMMING

Course coordinator: Csaba Holló assistant professor, PhD

Credits: 5

Contact hours 2 (lectures) and 2 (laboratory exercises)/week

Evaluation: Exam mark /five grade (lecture), pass/fail (exercise)
Field code: SS
Aim of the course:

During the course students are introduced to web standards and certain areas of web programming based on Java technologies. In addition to server-side web programming, they learn about the client-side programming, web design and accessibility, and the widely used AJAX technology.

Course outline:

Web page components. XML. XHTML. CSS. JavaScript. Programming Java servlets. AJAX.

Java Server Pages. Java Server Faces. Widgets. Portals. Portlet programming. Special features of E-business sites. Online marketing strategy issues. Web design basics. Security aspects, problems, solutions.

Literature:

1. Virginia DeBolt: Mastering Integrated HTML and CSS, Sybex, 2007, ISBN-10: 047009754X, ISBN-13: 978-0470097540.

2. Jason Hunter, William Crawford: Java Servlet Programming, 2nd Edition, Print:April 2001 Ebook:April 2010, Print ISBN:978-0-596-00040-0| ISBN 10:0-596-00040-5, Ebook ISBN:978-1-4493-9016-7, ISBN 10:1-4493-9016-1, http://www.servlets.com/
3. Nicholas C. Zakas, Jeremy McPeak, Joe Fawcett: Professional Ajax, 2nd Edition, Wiley Publishing Inc., 2007, ISBN-10: 0470109491, ISBN-13: 978-0470109496.

4. Cameron McKenzie: Portlet programming effectively using the JSR-168 Standard, ExamScam Publishing, 2007 (www.portorials.com), ISBN-10: 1931182280, ISBN-13: 978-1931182287.
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