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Instructions:

ANSWER ALL QUESTIONS.

You have 120 minutes to complete this test, unless you arrive late.  Late arrival will lower the time available to you, and you must finish at the same time as all other students.

There are 5 questions, and some questions have multiple parts.  There are 63 points possible on this test. Show all work in order to receive partial credit for correct work in some cases.  Clearly circle your answer(s) or else you may not receive full credit for a complete and correct solution.  JUSTIFY HOW YOU GET ALL ANSWERS.
Cheating will not be tolerated during any test.  Any suspected cheating will be reported to the relevant authorities on this issue.

You are allowed to use a nonprogrammable four-function or scientific calculator that is NOT a communication device.  If you use a calculator that does not meet these requirements, you will be assumed to be cheating.
Unless otherwise specified, you can assume the following:

· Negative quantities cannot be supplied or demanded.

· Negative prices are not possible.

You are allowed to turn in your test early if there are at least 10 minutes remaining.  As a courtesy to your classmates, you will not be allowed to leave during the final 10 minutes of the test.

For your reference, an example of a well-labeled graph is below:
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1.
In this problem, you are analyzing a simplified poker game as follows:  You have a deck of eight cards, four Kings and four Queens.  There are two players, Player A (dealer) and Player B.  After Player A randomly shuffles the deck, each player antes $2 into the pot.  Player A then privately sees the top card from the deck, and decides to “fold” or “bet.”  A fold by Player A ends the game, and Player B wins the $4 in the pot.  A bet by Player A adds another $3 to the pot.  If a bet is made, Player B then decides to “call” or “fold.”  A fold by Player B ends the game and Player A wins the pot.  A call by Player B adds $3 more to the pot, and the winner is determined by the card that Player A saw.  If the card is a King, then Player A wins the pot.  If the card is a Queen, then Player B wins the pot.

(a)
(8 points) Draw the payoff matrix with all possible pure strategies that Player A and Player B could use. 
Player A’s choices are on the left (King, Queen), Player B’s potential choices are on top
	
	Call
	Fold

	(B,B)
	0, 0
	2, –2

	(B,F)
	1.5, –1.5
	0, 0

	(F,B)
	–3.5, 3.5
	0, 0

	(F,F)
	–2, 2
	–2, 2


Calculations for Player A:

BB, Call: 0.5(5) + 0.5(–5) = 0

BB, Fold: 0.5(2) + 0.5(2) = 2

BF, Call: 0.5(5) + 0.5(–2) = 1.5

BF, Fold: 0.5(2) + 0.5(-2) = 0

FB, Call: 0.5(–2) + 0.5(–5) = –3.5

FB, Fold: 0.5(–2) + 0.5(2) = 0

FF: 0.5(–2) + 0.5(–2) = –2

(b)
(8 points) Determine all Nash equilibria, whether they are in mixed strategies or pure strategies.

There are no NE in pure strategies (use the underlining technique if you want to verify this). Also, FB and FF are dominated by BB. So the rows FB and FF can be crossed out to help determine mixed-strategy NE.
Player A, Likelihood to bluff with a Queen is p: 5*1/(1+p) – 5*p/(1+p) = 2 ( p = 3/7

[One alternate method, Prob. of BB is p (note that p is probability of bluffing Queens here):

0p – 1.5(1 – p) = –2p + 0(1 – p) ( p = 3/7]

Player B, Let q be the probability of calling: 0q +2(1 – q) = 1.5q + 0(1 – q) ( q = 4/7
(c)
(4 points) If each player plays Nash equilibrium strategy, determine the expected payouts to each player.

Probabilities:

BB, Call: pq = 3/7 * 4/7 = 12/49

BF, Call: (1 – p)q = 4/7 * 4/7= 16/49

BB, Fold: p(1 – q) = 3/7 * 3/7 = 9/49

BF, Fold: (1 – p)(1 – q) = 4/7 * 3/7 = 12/49

Player A’s EV: 12/49(0) + 16/49(1.5) + 9/49(2) + 12/49(0) = $0.85714

Player B’s EV is the negative of Player A’s EV (since this is a zero-sum game): –$0.85714

2.
Chris and Sammy can play one of two strategies: light and glass. If both play light, then each player gets a payout of 50. If both play glass, Chris gets a payout of 100 and Sammy gets a payout of 80. If Chris plays light and Sammy plays glass, Chris gets a payout of 90 and Sammy gets a payout of 60. If Chris plays glass and Sammy plays light, Chris gets a payout of 110 and Sammy gets a payout of 20. (For any payoffs, list them in order alphabetically.)
(a)
(8 points)  Draw a payoff matrix and perform the underlining technique done in class to determine all Nash equilibria, if any.

Chris’s choices are on the left, Sammy’s choices are on top

	
	light
	glass

	light
	50, 50
	90, 60

	glass
	110, 20
	100, 80


The only NE is (glass, glass), since both numbers are underlined.
(b)
(8 points)  Suppose that Chris decides before Sammy.  Draw a game tree and use backward induction to solve for equilibrium.
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From Point B, Sammy would rather play glass instead of light, since 60 > 50.

From Point C, Sammy would rather play glass instead of light, since 80 > 20.

From Point A, Sammy would rather play glass instead of light, since 100 > 90.

Equilibrium is the only route that is not crossed out: (glass, glass).

3.
There are six consumers of electricity in a market.  Each consumer can be at “high” use or “low” use (each consumer chooses simultaneously).  If three or fewer consumers are at high use, then the high users receive a payout of +50, while the low users receive a payout of +10.  If more than three consumers are at high use, then the high users receive a payout of -20 points, while the low users receive a payout of -60 points.

(a)
(5 points) Determine all Nash equilibria for this game.

One set of equilibria: Any three consumers at high use, and any three consumers at low use
One more equilibrium: All consumers at high use
(b)
(4 points) Determine all outcomes that are efficient.
Any three consumers at high use, any three consumers at low use
(c)
(5 points) Use the same information in part (b), except that the choices of the other five consumers are perfectly correlated.  In other words, all of the other five consumers simultaneously choose high with probability 0.5 and all five choose low simultaneously with probability 0.5.  (Another way to think about this is that a single fair coin flipped once determines the outcome for all five consumers.)  What is the expected payout of choosing high?  What is the expected payout of choosing low?

All other consumers make the same choice, so the only two possibilities for the other five consumers are HHHHH and LLLLL. Given the others’ choices, what is your expected payout? The calculation:

	
	You choose high
	You choose low

	HHHHH
	–20 
	–60

	LLLLL
	+50
	+10

	Average of the two choices above
	+15
	-25


Your choice should be to choose high consumption, since the expected payout is higher.

4.
(6 points) You play a game of rock-paper-scissors against another player. Each player picks either rock, paper, or scissors. Each time the game is played, if both players play the same pick, the game is a tie, and both players get a payout of +0. If each player plays a different choice, then the winner receives a payout of +1 and the loser receives a payout of -1. Winners are described below.


If one player plays rock and the other plays paper, then paper wins. If one player plays paper and the other plays scissors, then scissors wins. If one player plays scissors and the other plays rock, then rock wins.

If you know that your opponent plays scissors with probability 0.3 and rock with probability 0.35, what should your strategy be? Justify your answer in 80 words or less.
Your choices are on the left, the other player’s on top:

	
	rock
	paper
	scissors

	rock
	0,0
	-1,1
	1,-1

	paper
	1,-1
	0,0
	-1,1

	scissors
	-1,1
	1,-1
	0,0


If you pick rock, your EV is 0(.35) + (-1)(.35) + 1(.3) = -.05

If you pick paper, your EV is 1(.35) + 0(.35) + (-1)(.3) = .05

If you pick scissors, your EV is -1(.35) + 1(.35) + 0(.3) = 0

Picking paper leads to the highest EV, so you should be playing paper.

5.
(7 points) Cameron and Erin see $100 fall from the sky. They decide that Cameron will decide how to split the money, and Erin will either accept the division or burn the money. Erin decides that all of the money will be burned with 50% probability if Cameron decides to keep more than $60. If Cameron knows that Erin will follow the above strategy, what is Cameron’s optimal strategy? (Assume that both players are risk-neutral, meaning that each player is trying to maximize her or his expected payout.) Justify your answer with an explanation of 50 words or less, and show all math to back up your explanation.
There are two reasonable options for Cameron can make: Keep $60 or keep $100. If Cameron keeps $60, then Erin accepts the offer with 100% probability. If Cameron keeps $100, then Erin accepts the offer half of the time and burns the money half of the time. Cameron will decide to keep $60, since the EV here ($60) is better than the EV of keeping $100 (EV = $50).
Chris plays light





100, 80





110, 20





90, 60





50, 50





C





B





A





Chris plays glass





Sammy plays light





Sammy plays glass
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