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1. Introduction
This paper describes progress made in the first year of development of the electronic critical edition of the complete works of Spanish poet Federico García Lorca. Born under the auspices of the Lorca Foundation and currently under development at the SITLeC Department of the University of Bologna at Forlì, the Edición Crítica Electrónica Integral (ECEI) is based on the one million-word corpus comprising Lorca’s poetry, drama and prose production. 

The aim of the project is two-fold. Firstly, it looks to promote wider knowledge and distribution of the poet’s work by exploiting new possibilities opened up by the use of hypertext and multimedia sources in electronic corpora. Secondly, it provides researchers with a resource that allows corpus-based analysis of literary language. 

As a result, the corpus targets two users’ typologies. On the one hand, users who are not familiar with corpus analysis will simply want to browse texts, images and sound files; on the other, researchers who have an interest in, say, corpus-based stylistics, will require access to linguistic annotation and statistical data. Accordingly, two separate levels of development need to be distinguished: firstly, the critical edition provides the starting point for a dense, structured, yet easily accessible hypertext; and, secondly, the XML-encoded, linguistically-annotated ECEI corpus constitutes a resource for those with an interest in linguistic analysis of literary texts.

In this paper I will first provide a detailed description of the general architecture of the project and current and planned access options. The paper will then concentrate on the encoding stages the corpus has gone through and on issues relating to integrating detailed linguistic annotation and literary/philological metadata in a single encoding scheme. In order to illustrate problems involved in the use of standard annotation tools (e.g., part-of-speech taggers) on literary texts, I will provide a comparative evaluation of the performance of two pre-trained taggers and that of a tagger trained on a manually-encoded subcorpus of the ECEI corpus. I will conclude with a discussion of current developments, with particular emphasis on efficient and intuitive search options.

2. The general architecture and access options

The integration of linguistic analysis tools within a user-friendly, easily accessible multimedia product with commercial potential, posed a series of problems. The product commissioned is a stand-alone CD-rom where the dynamic generation of results requires the potentially tricky installation of server-side software. However, a major problem arises due to the fact that the linguistic analysis tools of choice are Linux-based and require dynamic access. A further problem relates to the issue of copyright, which does not allow unrestricted distribution of the corpus. 

The incompatibility between linguistic analysis tools and the stand-alone medium was resolved through the creation of two versions of the corpus through the use of different media. Firstly, a CD-rom is developed, which includes a hypertext multimedia version of the critical edition and is available for purchase. Secondly, those who buy the CD-rom are provided with a code, which allows them to access a password-protected website containing the linguistically annotated version of the corpus. Here users can extract linguistically relevant information in the form of frequency lists, simple queries, complex queries for metadata, sequences of words, part-of-speech tags, lemmas, and their combinations. While the CD-rom caters for the needs of the non-expert user, the website is designed with expert users in mind – i.e., those with an interest in linguistic analysis of literary texts. Through the creation of the CD-rom and website, the problem of the copyright is also addressed. 
3. The corpus

The corpus contains one million tokens and features texts of varied nature. While the three main macro-categories are prose, poetry and drama, the corpus includes a large number of different genres and miscellaneous texts. For instance, the prose production includes a poetical prose book, composite letters and postcards (that include drawings, verses, dramatic dialogues, etc.), lectures, interviews, and non-academic talks given in different occasions.

So far, the critical edition of only a small portion of the corpus has actually been undertaken to serve as a test bed for the complete works. This includes two collections of poems (Primer Romancero Gitano and Libro de Poemas) and a play (Mariana Pineda). The multimedia critical edition of the three works will be available in a commercial CD-rom due for release at the end of October 2005. 

A considerably larger portion of the corpus has been encoded and annotated for linguistic research and access via the Internet. Table 1 provides an overview of the corpus by indicating the different text types it contains and the current stage of development.

	Text type
	Total tokens
	Already processed

	
	
	Tokens
	%

	POETRY
	109809
	62103
	56.55%

	PROSE
	337978
	55301
	16.36%

	DRAMA
	239034
	162397
	67.94%

	EARLY WORKS
	316552
	123340
	38.96%


Table 1. Current stage of development of the Lorca corpus
4. Encoding

The different media used for distribution of the corpus require the creation of two versions of the corpus for the CD-rom and the website. Macromedia Flash (Reinhardt and Lott 2004) was chosen as the animation technology to develop the CD-rom due to several advantages it offers over HTML. Firstly, it allows the creation of graphically intriguing interfaces with sharp visualisation of the text thanks to anti-aliasing. Secondly, the application does not require additional software to run, for example, browsers, audio and video plug-ins and players. Thirdly, it ensures a consistent visualisation on all mainstream platforms, and finally, it offers numerous possibilities for interactivity, such as the ability to use overlapping windows. The Flash architecture uses formatted text in PDF files and integrates images and audio and video files in SWF format. Minimal XML encoding was introduced into texts to allow a search engine to perform simple lexical searches on texts. 

A second version of the corpus was encoded to allow indexing with the IMS Corpus Workbench (Christ 1994) (hereafter CWB). In turn, this allows querying the corpus with the Corpus Query Processor (hereafter CQP). In this version of the corpus, to be made available on the website and already available to SITLeC researchers through a server, hierarchical structural units composing texts are indicated by structural attributes that take the form of XML elements (e.g., <title>, <l> for verse line, <stage> for stage directions, etc.). 

In encoding the Lorca texts, efforts were mainly concentrated on keeping the number of embedded elements to a minimum, while still trying to keep the complexity of the texts intact. Further attributes are used to introduce metalinguistic information, such as date of composition, date of publication (if applicable), place of publication (if applicable), text type. Positional attributes are introduced in tabular format and allow linguistic annotation for each word (line) in the corpus. So far, these include part-of-speech tagging and lemmatisation. 

Except for POS-tagging and lemmatisation (which will be described in detail below), encoding was principally carried out manually. This is made necessary by the complex nature of texts and made possible by the limited size of the corpus. Figure 1 shows a sample of a manually encoded Lorca text in CWB format: XML structural attributes mark up the structural units of the text (title, body, beginning of a new line group, line) and introduce metadata (text type, date of composition, date of publication and place of publication). Text is encoded in a one-word-per-line format.  Each word is annotated with lemma and POS tags in tabular format. 

	<text id="NY020300" type="poetry" date_comp=“1930” date_pub=”POST” place_pub=“POST”>

<title>

Iglesia
iglesia
NOMBRE-C-F:s

abandonada
abandonar
VER:part+s+f

</title>

<title>

Balada
balada
NOMBRE-C-F:s

de
de
PRE

la
el
ART-F:s

gran
gran
ADJ:c+s

guerra
guerra
  NOMBRE-C-F:s

</title>

<body>

<lg id="NY020301">

<l>

Yo
yo
PRO-PERS-1-C-S:n

tenía
tener
VER:ind+imp+1+s

un
uno
DET-INDEF:m+s

hijo    hijo
NOMBRE-C-M:s

que     que     QUE

se
se      PRO-CLI-3 

llamaba llamar
VER:ind+imp+3+s

Juan    juan
NOMBRE-P

.
.
FRASE 

</l>




Figure 1. Sample of a manually encoded Lorca text in CWB format
5. POS-tagging

5.1. POS-taggers and users of literary corpora

A number of elements had to be taken into account before choosing the most appropriate part of speech tagger for the corpus. A first problem related to the peculiarities of Spanish literary language. Intuitively, such features of literary language as non-standard lexical choices and unconventional word order could seriously threaten the performance of standard POS-taggers typically trained on newspaper/newswire corpora. A further concern involved the kind of linguistic information users might be interested in retrieving from the corpus; in order to meet the needs of users with an interest in stylistics, the aim was to provide a fine-grained tagset allowing sophisticated linguistic analysis of texts, while not giving up overall accuracy of the POS-tagging. 

A preliminary overview of available POS-taggers for Spanish concentrated on a qualitative evaluation of the performance of the decision-tree-based TreeTagger (Schmid 1994) and of FreeLing (Carreras et al. 2004), a trigram Hidden Markov Model tagger. Analysis of their output showed that the TreeTagger trained on Spanish texts is based on a limited tagset that uses broad categories with little morphological information. As suggested by the lack of gender and number information for nouns and adjectives, and the lack of mode, tense and person information for verbs, the tagset seems to be the result of a partial adaptation into Spanish of a tagset originally designed for English. While producing a fairly accurate output, the reduced tagset does not provide potential users of a literary corpus with the wealth of information they could have access to if using a more fine-grained tagset that better describes a highly inflectional language such as Spanish. 

FreeLing uses an EAGLES-based tagset (Leech and Wilson 1994) including a wide range of morphological information. Predictably, the wealth of information provided is somewhat counterbalanced by the reduced accuracy in disambiguating tasks for categories that are not based on distributional evidence or have only sparse evidence because of their detail. 

In order to achieve a good balance between accuracy and wealth of linguistic details, a third option was considered: that of training the TreeTagger on a manually annotated sub-corpus of the Lorca corpus using a tagset that was specifically designed for this purpose.

5.2. The tagset

A 372-tag tagset was designed, which included all possible combinations of inflectional traits. Appendix 1 shows a list of the grammatical categories used, followed by an indication of the inflectional traits specified for each of them.

When compared to the standard TreeTagger tagset, the Lorca tagset shows a much wider range of inflectional traits, such as gender and number information about nouns and adjectives, and includes basic distinctions that are not featured by the TreeTagger (such as clitics, determiners vs. pronouns distinction, auxiliaries vs. non-auxiliaries, verb tenses other than the finite vs. infinite distinction, etc.). 

When compared to the EAGLES-based FreeLing tagset, the Lorca tagset has eliminated some of the distinctions between categories the tagger had a hard time recognising. These include interrogative and relative pronouns/determiners that have been merged into a single class (PRO-WH and DET-WH), the QUE class that includes both the relative pronoun and the complementiser “que” (“that”), and the WH class for the words “como” (“how”), “cuando” (“when”) and “donde” (“where”). These changes are based on distributional, syntactic and semantic similarities between the words under consideration. 

The use of an ad-hoc tagset is aimed at enriching the level of detail introduced in the POS tagging, while simultaneously enhancing its accuracy by creating categories which better describe the role of words in sentences. Work by Tamburini (2000) on Italian texts shows an improved tagging performance using a tagset based on distributional (rather than morphosemantic) considerations.
5.3. Training and testing

A total of around 11000 tokens were extracted from randomly selected texts of different nature (3373 tokens from drama, 2245 tokens from prose texts, 2000 tokens from poetry), and tagged with the pre-trained FreeLing. The output was automatically converted into the new tagset and edited by hand. 
This annotated version of the subcorpus was used to train the TreeTagger and compare its output with that of the pre-trained FreeLing and TreeTagger. To this end, the subcorpus was split into chunks, by randomizing the order of sentences and assigning them randomly to 10 equal-sized chunks. 10-fold cross validation experiments were run: within each fold, the Tree-Tagger was trained on 9 chunks, and the remaining one was used as test set. The pre-trained FreeLing and TreeTagger were also evaluated on the 10 test sets, although of course they did not require training on the other chunks. Their output was then automatically converted into the Lorca tagset by using manually compiled conversion tables. 

The FreeLing output was automatically converted into the Lorca tagset, by using a conversion table that merged the categories described in 5.2 into the PRO-WH, DET-WH, QUE and WH categories. In order to allow comparison of the output of the pre-trained TreeTagger with the manually tagged corpus, the latter was automatically converted into the 40-tag TreeTagger tagset, by grouping the Lorca tags into the broader TreeTagger categories. 

Performance of the three taggers was evaluated in terms of word-level accuracy. Table 2 reports mean accuracy achieved by the three taggers. The table shows that accuracy of the TreeTagger trained on Lorca texts is 5% higher than that of the other two taggers.

	
	Mean Accuracy

	FreeLing
	86,42%

	Standard TreeTagger
	86,57%

	TreTagger trained on Lorca texts
	92%


Table 2. Mean accuracy of the three taggers.
5.4. Evaluating the results

Even though results regarding accuracy appeared encouraging, further analysis of problematic tags for the pre-trained taggers suggested that many errors were introduced in the output during the conversion from one tagset to the other. More than 52% of the tags that were erroneously assigned by the pre-trained TreeTagger correspond to categories that are not included in the 40-tag tagset used on our corpus; these include: determiners, clitics, WH, auxiliaries (SER and HABER), inverted exclamation marks, inverted question marks. Almost 40% of the erroneously assigned tags in the FreeLing output corresponded to categories that had an asymmetric treatment in the two tagsets; among others, these include: subordinating conjunctions, relative pronouns, clitics, etc.

Since the lack of a one-to-one correspondence between tags in the different tagsets impaired automatic conversion of the output, this was manually edited by creating ambiguity classes that eliminated biases introduced by differences in the tagsets. In the FreeLing files this was done by eliminating clitics and by replacing the subordinating conjunction and relative pronoun categories with the broader categories used in the manually tagged corpus. In the case of the pre-trained TreeTagger, changes had to be made to the manually tagged corpus. These included: replacing  all determiners with pronouns, all WH elements with the ADV (adverb) or  CONJSUB (subordinating conjunction) assigned by the pre-trained TreeTagger, converting clitics and auxiliaries into non-clitic pronouns and, respectively, non-auxiliaries. Results after editing show that the performance of the two pre-trained taggers has remarkably improved and the accuracy of the pre-trained TreeTagger is higher than that of the newly-trained tagger. 
Yet, if we balance out accuracy counts with the size of the tagsets, differences in the performances of the taggers become more apparent. Table 3 reports the accuracy and the number of tags used by the three different taggers to annotate the same subsections of the Lorca corpus. These figures show that the higher accuracy of the pre-trained TreeTagger is counter-balanced by the limited size of its tagset, which contributes to improving the performance but remarkably reduces the amount of linguistic information provided. Notice how, all else being equal, when assigning a tag randomly from a 40-element tagset we have a probability of .025 to guess the right tag, whereas if we have a 196-element tagset the probability of guessing the right tag by chance drops to .0051. 

	
	Mean Accuracy after editing
	Number of tags used on the Lorca subcorpus

	FreeLing
	91.68%
	202

	Standard TreeTagger
	92,15%
	40

	TreTagger trained on Lorca texts
	92%
	196


Table 3. Mean accuracy of the three taggers after manual editing of the output and number of tags used by the three taggers to annotate the Lorca subcorpus.

FreeLing and the TreeTagger trained on Lorca texts both show a similar level of accuracy and a high number of tags, which conspicuously increases the wealth of linguistic details users have access to. Yet, unlike FreeLing, the TreeTagger trained on Lorca texts has eliminated problematic categories such as interrogative vs. relative pronoun distinctions and has incorporated others (such as clitics) that are easily recognized by the tagger and add useful morpho-syntactic information. A further element to be taken into consideration is the size of the training sets used by the two taggers: the pre-trained FreeLing was trained on 100,000 words, a training set ten times larger than the one used for the Lorca tagger. This shows that by using texts of the same nature for both training and testing, higher accuracy can be achieved even with small training sets and large and detailed tagsets.  

As the anlysis suggests, an evaluation of results was not solely based on quantitative indications of  accuracy counts. The analysis also incorporates a user-oriented qualitative evaluation of the taggers' efficiency in terms of the searching and retrieving options allowed by the use of fine-grained annotation. In practice, this means that users can access more detailed linguistic information by making specific queries. The use of ambiguous morphosyntactic categories would require users to formulate such queries through a painstaking manual search of single lexical items. A deeper linguistic annotation of texts thus allows direct retrieval of the desired language instances. 

Based on these considerations, the entire corpus was tagged using the TreeTagger trained on Lorca texts. In the future, further improvements to the POS-tagging of the corpus will be carried out by writing rules that handle the most recurring errors and by using a combination of taggers.

6. Search options

The XML-encoded, POS-tagged and lemmatised version of the corpus is made available for querying via a web interface using CWB/CQP. This allows users to perform simple word or phrase searches, as well as advanced searches on the annotated portion of the corpus. Advanced searches allow users to search subcorpora by selecting texts on the basis of metalinguistic information included in the encoding (e.g., by selecting only texts classified as poetry and composed in a specified year, or plays staged in the poet’s lifetime, etc.). Other search options include retrieval of words, phrases, (sequences of) parts of speech and/or lemmas, sequences defined by a combination of parts-of-speech, words and lemmas within the structural units specified by the user (e.g., all adjectives followed by the lemma “luna” in poem titles, all the “noun + verb” combinations within stage directions, etc.). Results of the searches can be sorted in different ways according to the word form, lemma or part of speech of the search word(s) and/or of words in their context. A further option made available on the website is the possibility to obtain frequency lists for ngrams matching a specified pattern. 

Table 4 provides an example of the querying options that are open to users. It shows a selection of nouns that appear to the right or to the left of the lemma “blanco” (“white”) in the poetry texts so far annotated and in texts categorised as personal writing. These lists can serve as the starting point for investigation of different semantic values and connotations attributed to the word “blanco” in poetry and prose. They can also be used to discover more about the origins of images and phrases used in the poems, by tracing them back to the poet's own personal correspondence. 

	POETRY
	PERSONAL WRITING

	shriek
pins
ring
heat
rubbles
tooth
pain
entrance
hole
milk
light
sea
cheek
	mules
wall
cloth
breast
dog
stone
feather
rock
face
tower
back

	poplar
rings
dance
cakes
breeze
mane
houses
sheet
dome
delusion
injuries
reeds
light
	coin
mules
thigh
wall
little cloth
hamlet
pupils
porch
laughs
satyr
shoe



   Table 4. Selection of nouns preceding or following the lemma “blanco” (“white”).
7. Conclusion

Standing at the crossroads of multimedia project and resource for linguistic analysis, the Lorca project represents a means of promoting the use of electronic tools and resources among people with an interest in literature. For those who traditionally do not use electronic resources for linguistic analysis of texts, the user-friendly CD-rom represents an interactive method that allows an exploration of such methods and promotes user curiosity with the linguistic tools available on the website. From the expert users' point of view, accurate linguistic annotation of texts and use of efficient tools for querying and retrieval of linguistic data, make the corpus a precious resource for linguistic research. That is not to say the project is without flaws. These will be the object of further developments in the future. 
 
While the CD-rom and website are in fact part and parcel of the same project, they are also separate entities and could lead to misunderstanding or misuse. For instance, there is no way to ascertain that the non-expert user- most likely attracted by the easy-to-use and graphically attractive multimedia product- will actually visit the website. Even if they do so, they may not know how to use the resources provided in an efficient manner. In order to prevent such scenarios from materialising, the CD-rom will include pre-compiled searches which illustrate the possible uses of linguistic analysis tools. The website can also be made more attractive by creating guided learning frameworks, whereby users can find practical applications for the tools and resources made available on the site.
 
As for the more experienced user, the Lorca corpus represents a relatively small, one-author corpus that lacks general representation of language. Although its utility mainly caters for those with an interest in Lorca's writing, the accurate annotation of both linguistic and metalinguistic data makes the corpus a good starting point for experimentation with linguistic analysis of literary texts.
 
In conclusion, the integration of linguistic analysis tools within a multimedia project aims to contribute to a wider distribution and use of such tools by researchers, teachers and students of literature, to bring greater concurrence between the philological and corpus-linguistics communities, whose interests are traditionally considered independent of one another. Furthermore, the resulting cross-fertilisation of different interest areas has the potential to promote the use of corpus-based methods within literary studies, and thus address a field in which they are traditionally marginalised.
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Appendix 1

	Grammatical Category
	Inflectional traits
	Description

	ABR
	--
	Acronym

	ADJ
	f(eminine), m(asculine), c (invariable)
	Adjectives

	
	s(ingular), p(lural)
	

	ADM-IZ
	--
	Inverted exclamation mark

	ADV
	--
	Adverbs

	ART-F
	s(ingular), p(lural)
	Feminine article

	ART-M
	s(ingular), p(lural)
	Masculine article

	ART-N
	--
	Neutral article

	AUX
	cond(itional), ger(und), imper(ative), ind(icative), inf(initive), part(iciple), sub(junctive)
	Auxiliary « haber »

	
	pre(sent), fut(ure), imp(erfect), pas(t)
	

	
	1(st), 2(nd), 3(rd) persons
	

	
	f(eminine), m(asculine) [for participle only]
	

	
	s(ingular), p(lural)
	

	CONJCOORD
	--
	Coordinating conjunction

	CONJSUB
	--
	Subordinating conjunction

	DET-DEMO
	f(eminine), m(asculine),c (invariable)
	Demonstrative determiner

	
	s(ingular), p(lural)
	

	DET-INDEF
	f(eminine), m(asculine), c (invariable)
	Indefinite determiner

	
	s(ingular), p(lural)
	

	DET-NUM-CARD
	f(eminine), m(asculine), c (invariable)
	Cardinal numeral determiner

	
	s(ingular), p(lural)
	

	DET-NUM-ORD
	f(eminine), m(asculine) 
	Ordinal numeral determiner

	
	s(ingular), p(lural)
	

	DET-POS-1s
	f(eminine), m(asculine), c (invariable) 
	Possessive determiner, 1st person singular

	
	s(ingular), p(lural)
	

	DET-POS-2s
	f(eminine), m(asculine), c (invariable) 
	Possessive determiner, 2nd person singular

	
	s(ingular), p(lural)
	

	DET-POS-1p
	f(eminine), m(asculine), c (invariable)  
	Possessive determiner, 1st person plural

	
	s(ingular), p(lural)
	

	DET-POS-2p
	f(eminine), m(asculine), c (invariable)  
	Possessive determiner, 2nd person plural

	
	s(ingular), p(lural)
	

	DET-POS-3
	f(eminine), m(asculine), c (invariable)  
	Possessive determiner, 3rd person 

	
	s(ingular), p(lural)
	

	DET-WH
	f(eminine), m(asculine), c (invariable)  
	Wh determiners

	
	s(ingular), p(lural)
	

	FRASE-SUSP
	--
	Ellipsis points, sentence final

	INT-IZ
	--
	Inverted question mark

	NOMBRE-C-C
	s(ingular), p(lural), n (invariable)
	Common noun, fem./masc. 

	NOMBRE-C-F
	s(ingular), p(lural), n (invariable)
	Common noun, feminine

	NOMBRE-C-M
	s(ingular), p(lural), n (invariable)
	Common noun, masculine

	NOMBRE-P
	--
	Proper noun

	NOMBRE-P-F
	--
	Proper noun, feminine

	NOMBRE-P-M
	--
	Proper noun, masculine

	PRE
	--
	Preposition

	PREART-M
	s(ingular)
	Compound preposition, masculine

	PRO-DEM-F-S
	--
	Demonstrative pronoun, feminine, singular

	PRO-DEM-F-P
	--
	Demonstrative pronoun, feminine, plural

	PRO-DEM-M-S
	--
	Demonstrative pronoun, masculine, singular

	PRO-DEM-M-P
	--
	Demonstrative pronoun, masculine, plural

	PRO-DEM-N-S
	--
	Demonstrative pronoun, neutral, singular

	PRO-INDEF-C-S
	--
	Indefinite pronoun, fem./masc., singular

	PRO-INDEF-C-P
	--
	Indefinite pronoun, fem./masc., plural

	PRO-INDEF-F-S
	--
	Indefinite pronoun, feminine, singular

	PRO-INDEF-F-P
	--
	Indefinite pronoun, feminine, plural

	PRO-INDEF-M-S
	--
	Indefinite pronoun, masculine, singular

	PRO-INDEF-M-P
	--
	Indefinite pronoun, masculine, plural

	PRO-NUM-CARD
	f(eminine), m(asculine), c (invariable)  
	Cardinal numeral pronoun

	
	s(ingular), p(lural)
	

	PRO-NUM-ORD
	f(eminine), m(asculine)  
	Ordinal numeral pronoun

	
	s(ingular), p(lural)
	

	PRO-PERS-1-C-S
	n(ominative), o(blique)
	Personal pronoun, 1st person singular, fem./masc.

	PRO-PERS-2-C-S
	n(ominativo), o(blique)
	Personal pronoun, 2nd person singular, fem./masc.

	PRO-PERS-3-F-S
	--
	Personal pronoun, 3rd person singular, feminine

	PRO-PERS-3-M-S
	--
	Personal pronoun, 3rd person singular, masculine

	PRO-PERS-3-N-S
	--
	Personal pronoun, 3rd person singular, neutral

	PRO-PERS-1-C-P
	--
	Personal pronoun, 1st person plural, fem./masc. plural

	PRO-PERS-1-F-P
	--
	Personal pronoun, 1st person plural, feminine

	PRO-PERS-1-M-P
	--
	Personal pronoun, 1st person plural, masculine

	PRO-PERS-2-C-P
	--
	Personal pronoun, 2nd person plural, fem./masc. 

	PRO-PERS-2-F-P
	--
	Personal pronoun, 2nd person plural, feminine

	PRO-PERS-2-M-P
	--
	Personal pronoun, 2nd person plural, masculine

	PRO-PERS-3-F-P
	--
	Personal pronoun, 3rd person plural, feminine

	PRO-PERS-3-M-P
	--
	Personal pronoun, 3rd person plural, masculine

	PRO-PERS-CLI-1-C-S
	--
	Personal pronoun, clitic, 1st person singular, fem./masc.

	PRO-PERS-CLI-2-C-S
	--
	Personal pronoun, clitic, 2nd person singular, fem./masc.

	PRO-PERS-CLI-3-C-S
	dat(ive)
	Personal pronoun, clitic, 3rd person singular, fem./masc

	PRO-PERS-CLI-3-F-S:ac
	dat(ive), ac(cusative)
	Personal pronoun, clitic, 3rd person singular, feminine

	PRO-PERS-CLI-3-M-S
	dat(ive), ac(cusative)
	Personal pronoun, clitic, 3rd person singular, masculine

	PRO-PERS-CLI-1-C-P
	--
	Personal pronoun, clitic, 1st person plural, fem./masc.

	PRO-PERS-CLI-2-C-P
	--
	Personal pronoun, clitic, 2nd person plural, fem./masc

	PRO-PERS-CLI-3-C-P
	dat(ive)
	Personal pronoun, clitic, 3rd person plural, fem./masc.

	PRO-PERS-CLI-3-F-P
	Ac(cusative)
	Personal pronoun, clitic, 3rd person plural, feminine

	PRO-PERS-CLI-3-M-P
	Ac(cusative)
	Personal pronoun, clitic, 3rd person plural, masculine

	PRO-POS-F-S-1s
	--
	Possessive pronoun, 1st person singular, feminine, singular

	PRO-POS-F-P-1s
	--
	Possessive pronoun, 1st person singular, feminine, plural

	PRO-POS-M-S-1s
	--
	Possessive pronoun, 1st person singular, masculine, singular

	PRO-POS-M-P-1s
	--
	Possessive pronoun, 1st person singular, masculine, plural

	PRO-POS-F-S-2s
	--
	Possessive pronoun, 2nd person singular, feminine, singular

	PRO-POS-F-P-2s
	--
	Possessive pronoun, 2nd person singular, feminine, plural

	PRO-POS-M-S-2s
	--
	Possessive pronoun, 2nd person singular, masculine, singular

	PRO-POS-M-P-2s
	--
	Possessive pronoun, 2nd person singular, masculine, plural

	PRO-POS-F-S-3
	--
	Possessive pronoun, 3rd person sing./plur., feminine, singular

	PRO-POS-F-P-3
	--
	Possessive pronoun, 3rd person sing./plur., feminine, plural

	PRO-POS-M-S-3
	--
	Possessive pronoun, 3rd person sing./plur., masculine, singular

	PRO-POS-M-P-3
	--
	Possessive pronoun, 3rd person sing./plur., masculine, plural

	PRO-POS-F-S-1p
	--
	Possessive pronoun, 1st person plural, feminine, singular

	PRO-POS-F-P-1p
	--
	Possessive pronoun, 1st person plural, feminine, plural

	PRO-POS-M-S-1p
	--
	Possessive pronoun, 1st person plural, masculine, singular

	PRO-POS-M-P-1p
	--
	Possessive pronoun, 1st person plural, masculine, plural

	PRO-POS-F-S-2p
	--
	Possessive pronoun, 2nd person plural, feminine, singular

	PRO-POS-F-P-2p
	--
	Possessive pronoun, 2nd person plural, feminine, plural

	PRO-POS-M-S-2p
	--
	Possessive pronoun, 2nd person plural, masculine, singular

	PRO-POS-M-P-2p
	--
	Possessive pronoun, 2nd person plural, masculine, plural

	PRO-WH
	--
	Wh pronouns

	PUN-BAR
	--
	Punctuation, slash

	PUN-COM
	--
	Punctuation, inverted commas

	PUN-COM-ANG-DE
	--
	Punctuation, right-pointing double angle quotation mark

	PUN-COM-ANG-IZ
	--
	Punctuation, left-pointing double angle quotation mark

	PUN-COMA
	--
	Punctuation, comma

	PUN-CORC-DE
	--
	Punctuation, right square bracket

	PUN-CORC-IZ
	--
	Punctuation, left square bracket

	PUN-DOS-PUNTOS
	--
	Punctuation, colon

	PUN-GUI
	--
	Punctuation, hyphen

	PUN-IGUAL
	--
	Punctuation, equal sign

	PUN-LLAVE-DE
	--
	Punctuation, close brace

	PUN-LLAVE-IZ
	--
	Punctuation, open brace

	PUN-MAS
	--
	Punctuation, plus sign

	PUN-PAR-DE
	--
	Punctuation, close parenthesis

	PUN-PAR-IZ
	--
	Punctuation, open parenthesis

	PUN-PUNTOCOMA
	--
	Punctuation, semicolon

	PUN-UNDER
	--
	Punctuation, underscore

	PUN-PORCEN
	--
	Punctuation, percent

	QUE
	--
	Que

	SER


	cond(itional), ger(und), imper(ative), ind(icative), inf(initive), part(iciple), sub(junctive)
	Verb « ser » (to be)

	
	pre(sent), fut(ure), imp(erfect), pas(t)
	

	
	1(st), 2(nd), 3(rd) persons
	

	
	f(eminine), m(asculine) [for participle only]
	

	
	s(ingular), p(lural)
	

	VER
	cond(itional), ger(und), imper(ative), ind(icative), inf(initive), part(iciple), sub(junctive)
	Verbs

	
	pre(sent), fut(ure), imp(erfect), pas(t)
	

	
	1(st), 2(nd), 3(rd) persons
	

	
	f(eminine), m(asculine) [for participle only]
	

	
	s(ingular), p(lural)
	

	WH
	--
	Wh elements








