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ABSTRACT
Many applications that process texts in natural human languages need to be able to recognize correctly when different sentences express, or imply, the same meaning. This relationship has been termed textual entailment. Access to a high coverage knowledge base of textual entailment rules indicating which different expressions have the same meaning is critical for such applications. However, previous approaches to create such knowledge bases have been only partly successful.
This research addresses a certain type of textual entailment, where one or more of the expressions involved is a nominalization. A nominalization, also known as a deverbal noun, is a noun derived from a verb. Linking sentences containing nominalizations, such as 'the conquest of Palestine by Alexander the Great was not violent', with sentences that contain verbs, such as 'Alexander the Great conquered Palestine with no violence' is essential, though not at all trivial.
We present a method that creates textual entailment rules for nominalizations, capturing the variation between nominal and verbal expressions. We use two online lexical resources, Nomlex and WordNet to generate these rules. Nomlex contains highly specific information regarding the argument structure of many verbs and nominalizations and has a wealth of information regarding each word. WordNet has a much broader coverage than Nomlex, though its information is much less detailed. Our algorithm uses morphological heuristics to use and implement WordNet data in order to create the required entailment rules.
This approach, which utilizes knowledge encapsulated within online lexical resources for nominalizations, has been evaluated under various experimental settings, showing promising results for improving the performance of natural language processing tasks.
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1. INTRODUCTION
'Adobe's Acquisition of Macromedia Expected to Close on Dec. 3, 2005'. From this title of a MarketWatch.com business wire, we can infer that a certain textual statement (which we call a hypothesis) exists: Adobe has acquired (or is about to acquire) Macromedia. But what if the title read 'Adobe's Acquisition Expected to Close on December 3, 2005'? Has Adobe acquired a company or was it acquired by another? Would it make any difference if the title (which we shall refer, from now on, as a text) read 'The Macromedia Acquisition Expected to Close on December, 2005'?
Information retrieval (IR), question answering (Q&A), information extraction (IE), text summarization and machine translation are all different applications that process texts in human languages and need to address problems of this type. These applications all need to be able to recognize correctly when different sentences express the same meaning, or more formally, to identify if the same hypothesis can be inferred from a given text. This relationship between language expressions has been termed as textual entailment (Dagan et al., 2006; Dagan and Glickman, 2004).
This research addresses types of textual entailment, where one or more of the expressions involved are a nominalization. 
A nominalization, which is also known as a deverbal noun, is a noun derived from a verb. In the following sentences, (1a), (1b) and (1c) express the same meaning, where sentence (1a) incorporates a verb, and sentences (1b) and (1c) incorporate a nominalization. 

(1a)  Alexander conquered Palestine with no violence.

(1b)  Alexander's conquest of Palestine was not violent.

(1c)  The conquest of Palestine by Alexander was not violent.


Assessing that sentences such as (1a), (1b) and (1c) express the same meaning is useful, though non-trivial. Nominalizations can pose serious challenges for knowledge representation systems; most systems can analyze correctly sentences such as (1a), while sentences such as (1b) and (1c) are in most cases left unhandled (Gurevich et al., 2006).
Arguments of the verb/noun in the sentence may be substituted for variables, resulting in structures like those shown in (2a), (2b) and (2c). These structures shall be referred to as templates. We can say that templates of this form entail each other. 

(2a)   SUBJECT conquered OBJECT.
                                  [image: image1.wmf]Û


(2b)   SUBJECT  's conquest of OBJECT
                                  [image: image2.wmf]Û


(2c)   conquest of OBJECT by SUBJECT

Working with a more general form of templates, we present a method that successfully creates textual entailment rules for nominalizations as shown in (2a)-(2c) above; rules that vary dramatically for different cases of verbs and nouns.
We use two online lexical resources, Nomlex (Macleod et al., 1998) and WordNet (Miller, 1995), to generate these rules. Nomlex contains highly specific information regarding argument structure of many verbs and nominalizations. It has a wealth of information regarding each word. However, the word coverage of Nomlex is very modest. WordNet has a much broader coverage than Nomlex, though its information is much less detailed.
We compare between the results of using these two resources in our algorithm, and investigate whether they can be used for improving information access tasks. 
Interestingly, we discover that it is better to use Nomlex and WordNet than to use WordNet alone, and we further investigate the value of using morphological heuristics with WordNet. 
In all cases, our method shows success in creating large, handy knowledge bases of entailment rules of much use for natural language processing, information extraction, document retrieval and search engines' real world applications.
2. BACKGROUND
Nominalizations are compounds whose heads are nouns derived from a verb, and whose modifiers are arguments of the related verb (Levi, 1978). In other words, a nominalization is a noun phrase that has a systematic correspondence to a clausal predicate, which includes a head noun morphologically related to the corresponding verb.
In the sentence 'The Adobe acquisition of Macromedia expected to close on December 3, 2005', 'Adobe acquisition of Macromedia' is a nominalized phrase; its head noun is 'acquisition', derived from the verb 'acquire'. 'Adobe' and 'Macromedia' are modifiers of the noun, playing their role as arguments of 'acquisition', subject and object respectively. The subject 'Adobe' is a pre-noun modifier of the noun 'acquisition', while the object is 'Macromedia', which is linked to the noun by the preposition 'of'.

Verbs subcategorize for different syntactic categories; a particular set of arguments that a verb can appear with - a subject, an object or an indirect object - is often referred to as the subcategorization frame of the verb (Manning and Schütze, 2000). Seen in this light, nominalizations act very similarly, subcategorizing for a subject, an object and an indirect object.

For example, in the verbal phrase 'child behaves', the verb 'behave' takes the subject 'child'. We say that the verb 'behave' subcategorizes for a subject. All verbs subcategorize for a subject, however, as we will note shortly, a verb can also subcategorize for additional roles. The head noun of its nominalization, 'behavior', as in 'child behavior', subcategorizes for the subject 'child' as well.
 

In another example, 'music lover', one loves music – the verb 'love' takes an object, 'music', and the head noun of the nominalization, 'lover', subcategorizes for an object 


too; in 'soccer competition', one 'competes in soccer', 'compete' takes the indirect object 'soccer' and 'competition' subcategorizes for an indirect object accordingly.
Any natural language processing (NLP) task should be able to recognize correctly that the same meaning can be expressed both in the verbal form and in the nominal forms mentioned above. Our research task is to identify textual entailment between the different forms and to measure its quality and contribution to NLP applications.
2.1. NOMINALIZATIONS
Nominalizations, also known as deverbal nouns, have been subject to vast research and debate. One of the earliest detailed analyses in transformation grammar was due to Lees (1960). Lees took the position that all nominalizations could be derived from sentences through the use of syntactic transformations.
40 years later, Lapata (1999, 2000) focused on nominalizations in the NLP domain. Lapata investigated the interpretation of nominalizations in large corpora, trying to find a solution for interpreting ambiguous cases which arise from the frequent use of nominalizations. For example, in 'government promotion', the role of the modifier is genuinely ambiguous: who is promoting what. We cannot know whether the government is the subject or object of the promotion. Similarly, in 'satellite observation', the role of the modifier is ambiguous as in the previous example. In her efforts, Lapata developed an algorithm that treated the nominalization disambiguation task in a probabilistic way similar to the more common word sense disambiguation problem (Ide and Veronis, 1998).
More recently, Gurevich et al. (2006) presented a method of canonicalizing nominalizations for knowledge representation tasks. They randomly chose 2002 


sentences from the Wall Street Journal and found out that 1087 of them contained nominalizations, much emphasizing their significance. In their approach, for the purposes of knowledge representation and reasoning, nominalizations were transformed to be treated identically to their verb counterparts.
2.2. NOMLEX
A major work focusing on nominalizations, which is subsequently a focal point in our work, is an online lexical resource named Nomlex (Macleod et al., 1998).
Nomlex (NOMinalization LEXicon) is a hand-coded database of English nominalizations, developed at the Proteus Project (NLP lab) at New York University. Nomlex lists all allowed complements for nominalizations. Additionally, it relates all nominal complements to the arguments of the corresponding verb. The main verbal arguments (subject, direct object, indirect object and prepositional complement) are considered; Nomlex specifies full data regarding the subcategorization frame of every entry and supplies a detailed possible preposition list for the entries which take prepositional phrases.
Nomlex developers have attempted to create a notation which encodes where the verbal subject, direct object and indirect object can be found in the corresponding noun phrase and what other verbal complements can appear with the nominalization. This Lisp-like notation was organized as a typed feature structure as in Figure 1.
As a top-level separator, each nominalization entry is contained in a (NOM) nested segment. Each Nomlex entry contains data regarding the orthography of nominalization (in other words, the head noun, in this example: 'acquisition') and its verb counterpart (here: 'acquire'). Entries also specify the nominalization type, where each nominalization type incorporates different aspects of the verb phrase. 


(NOM :ORTH 'acquisition'

     :PLURAL 'acquisitions'

     :VERB 'acquire'

     :NOM-TYPE ((VERB-NOM))

     :VERB-SUBJ ((DET-POSS)

                 (N-N-MOD)

                 (PP :PVAL ('by')))

     :VERB-SUBC ((NOM-NP :SUBJECT ((DET-POSS)

                                   (N-N-MOD)

                                   (PP:PVAL ('by')))

                         :OBJECT ((N-N-MOD)

                                  (PP:PVAL ('of'))))            

     :DONE T

     :REVISED ('Fall Update@sapir  17:6 1/13/1999'

               'Jan-Update@sapir  17:48 1/13/1999'))


  Figure 1: Excerpt from the Nomlex entry for 'acquisition'.

In some cases the head noun maintains only the event or state properties of the verb, and does not play the role of subject or object (VERB-NOM), while in others, the head noun implements some argument of the verb (subject, object, or indirect object).

Nomlex provide details about each nominalized verb's subcategorization frames. Specifically, Nomlex shows with which given complement structure the nominalization occurs. These complements appear as an extension of the Comlex verb subcategorization syntax, as defined in the Comlex syntax word class manual (Wolff et al., 1998). Comlex is a lexicon of 38,000 common words, which was also used for building the WordNet database (Miller, 1995; Fellbaum, 1998) that is described in Section 5.
For example, Nomlex can state whether a verb can appear in an intransitive form and need no further complementation in order to yield grammatical sentences (taking a subject alone as in 'he relaxed'), or take a subject, an object and a prepositional complement (e.g., 'The EGood band sampled some music from the Eighties'), etc. Specifically, it shows where to find these arguments in the nominalization: as a possessive determiner of the noun (e.g., 'Yahoo's takeover'), at the pre-noun noun modifier position (e.g., 'the IBM employee') or at a prepositional phrase headed by a 

preposition such as 'of', 'by', 'about', etc. (e.g., 'destruction of Rome'). A detailed description of Nomlex fields for our work is given in Section 3.
On the whole, the Nomlex dictionary is encapsulated within an ASCII text file, currently containing entries for 1023 distinct nominalizations. A regularized version of Nomlex, available for free use, can be downloaded from http://nlp.cs.nyu.edu/Nomlex/.


2.3. ENTAILMENT RULES
Many natural language processing tasks should be able to recognize correctly when different sentences in the text express the same meaning. For example, a multi-document Text Summarization application can benefit from knowing that the text segments 'Tolkien wrote The Hobbit' and 'the writer of The Hobbit is Tolkien' have essentially the same meaning, so it should typically include only one of these expressions in the summary, when it encounters both of them in a text. A question answering system would like to know that the sentence "McKinsey consults the firm" contains the answer to the question "Who is the consultant of the firm?". Highly important these days, a search engine could extend a set of 472,000 documents retrieved from Google, referring, for example, to the 'discovery of America', with a set of 284,000 documents containing 'discovered America' which were not retrieved by using the original search terms. 

The notion that several ways exist to express the same meaning (often referred to as semantic variability) can be formulated as a textual entailment relationship (Dagan et al., 2006).


An entailment relation holds between two expressions, where the meaning of one expression can be entailed (in other words inferred) from the meaning of the other. 

For example, 'IBM licensed its patents to Lenovo' [image: image3.wmf]Û

 'Lenovo is a licensee of IBM's patents'; 'Brian loves music' [image: image4.wmf]Û

 'Brian is a music lover' (a thick arrow indicates entailment). However, textual entailment relations are not necessarily bidirectional and could be unidirectional as well. For example, 'Lesley inherited the house' ( 'Lesley is an owner of the house' (owning the house doesn't necessarily mean Lesley inherited it).
Entailment rules provide a broad framework for representing and recognizing semantic variability and can be used to formulate entailment between text fragments. For example, an entailment rule 'X writes Y'  [image: image5.wmf]Û

 'X is a writer of Y' can infer that 'John writes poetry' entails 'John is a writer of poetry', and vice versa.
Textual entailment has been widely investigated in recent years. Real world benchmarks for entailment recognition have been continuously developed (Bar-Haim et al., 2006; Dagan et al., 2006). New means have been suggested for automatically acquiring entailment rules from large corpora (Szpektor et al., 2004); however, a method that utilizes knowledge encapsulated within online lexical resources for nominalizations has hardly been explored yet.

3. ENTAILMENT RULE GENERATION USING NOMLEX
We set up several goals for this research. As our first goal, we wished to design a system that generates entailment rules from the Nomlex data. These entailment rules are part of a large-scale knowledge base (KB). Due to the fact that the current source of accurate entailment rules is highly limited, building such an entailment rule generator should significantly enhance such a pool.
Our second goal is to explore whether a different lexical resource, the much widely used WordNet, can be used to generate nominalization entailment rules that haven't been found first within Nomlex. Part of this task will be to check whether it is possible to cover all Nomlex rules using WordNet alone.
Our third goal will be to evaluate the rules created by the entailment rule generators and verify whether using them improves the performance of a relation extraction application, as anticipated.
3.1. DATA STRUCTURES
Our initial task is to define a robust algorithm that can generate a knowledge base of equivalence classes. Each equivalence class contains several member templates, where a bi-directional entailment rule holds true between each and every one of them. 
Several data structure definitions now follow.

3.1.1. A lexical syntactic template is a dependency-based parse tree fragment. The idea that words in a sentence depend on each other dates back to the ancient Indian grammarians, though modern dependency grammar is generally attributed to Tesniére (1959) and 


[image: image6]


  Figure 2: Graphical representation of a template.
Mel'čuk (1988). In a dependency grammar, the meaning of the sentence stems from the central organizing role of the predicate verb. A verb, if exists, represents an action, and serves as the highest syntactic node in a tree. The arguments of the verb depend on it, resulting in a one-to-one mapping between words and nodes, and head-dependent asymmetry. Graphically, this is normally represented as arcs (edges) from the head node, which is also known as the governing node, towards its dependent nodes, as in Fig 2.

Each tree node can represent either a constant word or a variable. Constant words are written in small letters and are enclosed in double quotation marks, like "acquire". Variables are written in capital letters, e.g. SUBJECT and OBJECT, which are meant to be instantiated with an actual word (the subject or the direct object of a sentence, respectively). Each arc represents a dependency relation between the words/variables: subject, object, etc.
Templates can be represented in several ways: flat form, as given in sections 3.1.1.1 and 3.1.1.2, chart form as in Figure 2, and sometimes 

a combined form is used, as in 'X
[image: image7.wmf] 

subj

¬

 abolish'. In all three forms, the single arrows indicate the dependency relation.
To properly work with dependency tree fragments in a computer-based environment, an xml form is used, as in Figure 3, which defines tags for nodes and arcs within templates.
<Template>

  <Node Id="1" Type="var" Tag="n" Root="SUBJECT"/>

  <Node Id="2" Type="const" Tag="v" Root="acquire"/>

  <Node Id="3" Type="var" Tag="n" Root="OBJECT"/>

  <Arc Id="1" From="2" To="1" Rel="subj"/>

  <Arc Id="2" From="2" To="3" Rel="obj"/>

</Template>

                                        Figure 3: XML representation of a template.
 3.1.1.1. A predicated template is a template rooted at a constant word. In our case, this word can be a verb or a nominalization. For example: 

 
SUBJECT (n.) <-subj-- "acquire" (v.) --obj-> OBJECT (n.)

This predicated template can be instantiated with the sentence: 'Adobe acquired Macromedia'.  The template:
OBJECT (n.) <-nn-- "acquisition" (n.) 
--mod-> "by" (prep) --pcomp-n-> SUBJECT (n.)

can be instantiated with the text fragment: 'the Van-Gogh acquisition by the Museum', and the template:

        SUBJECT (n.) <-subj-- "acquire" (v.)

can refer to the text fragment: 'IBM acquired'.
3.1.1.2. A generic template has a variable as its head, rather than a specific word. In the following example, VERB is the variable standing for a verb's orthography. The template: 

         SUBJECT (n.) <-subj-- VERB (v.) --obj-> OBJECT (n.)

can generalize the sentences: 'Adobe acquired Macromedia', 'Rome destroyed Carthage', and so on, and the template:

NOM-ORTH (n.) --mod-> "by" (prep) 
--pcomp-n-> SUBJECT (n)

can be attributed, for instance, to the expressions: 'acquisition by Adobe' and 'destruction by Rome'.                              
3.1.2. An equivalence class is a set of predicated templates, where every pair of templates within the set bi-directionally entails each other, and all templates within the class share the same number of variables and the same variable names. Our final aim is to create a large set of equivalence classes.
 For example:


 SUBJECT (n.) <-subj-- "write" (verb) --obj-> OBJECT (n.)
[image: image8.wmf]Û



             SUBJECT (n.) <-gen-- "writing" (noun) --mod-> "of" (prep.)
             --pcomp-n-> OBJECT,

can be instantiated with the sentences 'George Lucas wrote Star Wars' script' and 'George Lucas's writing of Star Wars' script'. Both these sentences mean that the script was written by Lucas.
<Entry Verb="write" Noun="writing" NomType="VERB-NOM"   ClassName="NOM-NP"> 

      <Template>

          <Node Type="var" Tag="n" Root="SUBJECT" Id="1"/>

          <Node Type="const" Tag="v" Root="write" Id="2"/>

          <Node Type="var" Tag="n" Root="OBJECT" Id="3"/>

          <Arc To="1" Rel="subj" Id="1" From="2"/>

          <Arc To="3" Rel="obj" Id="2" From="2"/>

      </Template>

      <Template>

         <Node Type="var" Tag="n" Root="SUBJECT" Id="1"/>

         <Node Type="const" Tag="n" Root="writing" Id="2"/>

         <Node Type="const" Tag="prep" Root="of" Id="3"/>

         <Node Type="var" Tag="n" Root="OBJECT" Id="4"/>

         <Arc To="1" Rel="gen" Id="1" From="2"/>

         <Arc To="3" Rel="mod" Id="2" From="2"/>

         <Arc To="4" Rel="pcomp-n" Id="3" From="3"/>

   </Template>

.

.

.

(Optional: more templates) 

.

.

.

</Entry>


Figure 4: XML outline of an equivalence class.

An XML outline is shown in Figure 4. Each equivalence class entry has its header attributes (verb, noun, nominalization type and class name – terms which will be clarified shortly), followed by a set of templates that entail each other. Each template consists of nodes and arcs between them. Nodes can be of type variable or constant (words); each one of them contains its own part of speech tag, id and root (lemma). Arcs, which also have their own ids, contain different dependency relations between the nodes: pre-noun noun modifier, subject, prepositional complement and others.


3.2. INPUT
In order to generate a knowledge base of equivalence classes, the algorithm we propose receives one Nomlex record as its input, as described in section 3.2.1, and several auxiliary data structures, as described in sections 3.2.2.1-3.2.2.3. 

3.2.1. A Nomlex record lists all allowed complements for a specific nominalization. Additionally, it relates the nominal complements to the arguments of the corresponding verb. Nomlex stores full data regarding the subcategorization frame of every record, and supplies a detailed possible preposition list in cases where prepositional phrases are allowed.
Nomlex also offers information regarding the plural form of the nominalization; ':PLURAL' contains the plural form of a nominalization and ':PLURAL-FREQ', if given, contains the relative frequency of the plural according to the test corpus. A ratio of the occurrences of the plural to the occurrences of the singular found in the British National Corpus is given, if the plural is rare with respect to the singular (for example, in the nominalization of love: 107 [loves/plural] to 12095 [love/singular]). Otherwise, “NOT RARE” is shown (as in the entry for 'accomplishment', where 'accomplishments' wasn't rare in the test corpus). If the nominalization doesn't pluralize, it is marked as “:PLURAL *NONE*” (as in the entry for 'liberalization'). On the other hand, if the nominalization can only occur in the plural, it is marked as “:SINGULAR-FALSE T”.
Most importantly, Nomlex developers have managed to create a notation which encodes where the roles (verbal subject, direct object, indirect object or prepositional complement) can be found in the corresponding noun phrase, and what other verbal complements can appear with the nominalization. These input fields are indicated in bold in Figure 5.


(NOM :ORTH 'acquisition'
     :PLURAL 'acquisitions'

     :VERB 'acquire'

     :NOM-TYPE ((VERB-NOM))

     :VERB-SUBJ ((DET-POSS)

                 (N-N-MOD)

                 (PP :PVAL ('by')))

     :VERB-SUBC ((NOM-NP :SUBJECT ((DET-POSS)

                                   (N-N-MOD)

                                 (PP :PVAL ('by')))

                         :OBJECT ((N-N-MOD)

                                 (PP :PVAL ('of'))))            

                           (NOM-NP-PP :SUBJECT ((DET-POSS)

                                   (N-N-MOD)

                                   (PP :PVAL ("by"))

                            :OBJECT ((N-N-MOD)

                                  (PP: PVAL ("of")))

                            :PVAL ("from" "for"))






.

.

.

     :DONE T

     :REVISED ('Fall Update@sapir  17:6 1/13/1999'

               'Jan-Update@sapir  17:48 1/13/1999'))

                  Figure 5: Input fields for 'acquisition'.
:ORTH contain the orthography of the nominalization (the head noun - in this example: 'acquisition').

:VERB contains its verb counterpart (here: 'acquire').

:NOM-TYPE specifies the nominalization type, where each nominalization type incorporates different aspects of the verb phrase: in some cases a head noun maintains only the event or state properties of the verb and does not play the role of subject or object, while in others, the head noun implements some argument of the verb (subject, object or indirect object). For example, in 'the party's appointee to the Supreme Court', the subject 'party' appears, while the head noun 'appointee' implicitly plays the role of the direct object. As the head noun incorporates also the direct object role of the verb, this nominalization type of 'OBJECT' allows no additional direct object argument.
However, in 'Rome's destruction of the city', 'Rome' is the subject and 'city' is the object; 'destruction' is not a subject, nor an object, but rather expresses an event 
or state (that the city has been destroyed). Nominalizations of this type - VERB-NOM - allow full complementation for the noun, and are very common.

:VERB-SUBC provides details about the subcategorization frames of the nominalization and the verb, including Nomlex classes, roles and position lists.
3.2.1.1. Nomlex classes: each VERB-SUBC field contains one or more Nomlex classes, appearing as bracketed segments starting with "((NOM-…". If a verb, for example, can appear in an intransitive form and need no further complementation in order to yield standalone grammatical sentences (for example, 'rest', as in 'I am resting') – its nominalization would be part of the NOM-INTRANS class. 'acquire' cannot be a part of this class, because '*I am acquiring' is not a standalone sentence. If a verb can take a subject, an object and an indirect object (for example, 'Intel licensed its development tools to Software Sources Ltd.') - it might be part of the NOM-NP-TO-NP class. Currently there are around 50 classes in Nomlex, some of which appear more often than the others. For example, approximately 84% of the Nomlex entries contain fields for the NOM-NP class and 29% of the Nomlex entries contain fields for the NOM-INTRANS class. However, only 3% of the Nomlex entries contain fields for the NOM-NP-TO-NP class (Figure 6).

3.2.1.2. Roles: As shown in Figure 6, each Nomlex class contains one or more roles: subject, object, indirect object and one or two prepositional complements (PVALs). A role in Nomlex appears as a segment starting with the role's name (for example: ":SUBJECT…").


3.2.1.3. Position lists: Each role segment contains a list of positions, which shows where the appropriate role can be found in the nominalization. Three options are 

available for each role (some can appear with multiple options and sometimes all three 
can be used). However, some combinations are not allowed, as discussed in 3.4.
(a)   DET-POSS: The possessive determiner of the noun (e.g., 'Microsoft's takeover').
(b) N-N-MOD: The pre-noun noun modifier position (e.g., 'The Warehouse employee').
(c)  PP: PVAL ("prep1" ["prep2" "prep3"…]): The post-noun prepositional phrase, 
headed by a preposition, most often "of" (For example, 'prevention of crime' – PP :PVAL ("of")). The appropriate role is located at a prepositional phrase headed by the preposition specified in brackets. One or more prepositions can be stated; "of" and "by" are common, where "between", "among", "about" and others occur much less.
	Nomlex Class
	Roles
	Entries
	Percentage

	NOM-INTRANS
	SUBJECT
	296/1023
	28.93%

	NOM-NP
	SUBJECT OBJECT
	855/1023
	83.57%

	NOM-PP
	SUBJECT PVAL
	328/1023
	32.06%

	NOM-NP-NP
	SUBJECT IND-OBJ OBJECT 
	5/1023
	0.49%

	NOM-NP-TO-NP
	SUBJECT IND-OBJ OBJECT 
	29/1023
	2.83%

	NOM-NP-FOR-NP
	SUBJECT IND-OBJ OBJECT 
	7/1023
	0.68%

	NOM-NP-PP
	SUBJECT OBJECT PVAL
	437/1023 
	42.71%

	NOM-PP-PP
	SUBJECT PVAL1 PVAL2
	57/1023
	5.57%

	NOM-NP-PP-PP
	SUBJECT OBJECT PVAL1 PVAL2
	18/1023
	1.76%

	Total Coverage
	
	1003/1023
	98.04%


                           Figure 6: Nomlex class percentage (notice that each entry may include several classes).
3.2.2. Several auxiliary data structures now follow. We define these tables for the algorithm to use, when necessary, when building the templates (see section 3.4). These tables are loaded into memory only once. 
3.2.2.1. A Class role table is a predefined table which conveniently stores a list of the required roles for each Nomlex class (Figure 7). For example, a NOM-INTRANS (intransitive) class member has only a subject, while a NOM-NP (noun phrase) class member contains also an object.
	Nomlex class
	Roles list

	NOM-INTRANS
	SUBJECT

	NOM-NP
	SUBJECT OBJECT

	NOM-PP
	SUBJECT PVAL

	NOM-NP-NP
	SUBJECT OBJECT IND-OBJ

	NOM-NP-TO-NP
	SUBJECT OBJECT IND-OBJ

	NOM-NP-FOR-NP
	SUBJECT OBJECT IND-OBJ

	NOM-NP-PP
	SUBJECT OBJECT PVAL

	NOM-PP-PP
	SUBJECT PVAL1 PVAL2

	NOM-NP-PP-PP
	SUBJECT OBJECT PVAL1 PVAL2


                          Figure 7: Class role table.

According to the Nomlex entry for "acquisition" (Figure 5), the subject can be located at a possessive determiner, at a pre-noun noun modifier or at a prepositional phrase 

headed by the word 'by', and the object can be located at a possessive determiner or 
at a prepositional phrase headed by the word 'of'. Due to the fact that the NOM-INTRANS class subcategorizes for a subject alone (because a sentence with an intransitive verb contains no object), it will not be included in the record for 
acquisition/acquire where an object is mandatory. However, it will appear in the record for relax, which does have an intransitive form and can take a subject alone.
Going back to the series of examples introduced in section 1, using Nomlex we can see that in 'Adobe's acquisition', Adobe has to be the subject, as only the SUBJECT contains DET-POSS in the entry for "acquisition"; however, in 'The Adobe Acquisition', Adobe can be either the subject or an object, as both SUBJECT and OBJECT contains an entry for N-N-MOD (the pre-noun noun modifier).

3.2.2.2. A Nominal dependents table is a predefined table which stores generic dependency relations for each optional position of a nominal role. DET-POSS, N-N-MOD and PP are considered, plus a forth position, which we call BE-SUBJ and add for our convenience. BE-SUBJ is the only available position for a SUBJECT, OBJECT or IND-OBJ when the nominalization type is SUBJECT, OBJECT or IND-OBJ, respectively, thus allowing the orthography to absorb its respective role. For a BE-SUBJ case, a verbal "be" arc is added between a new surface subject and its appropriate role. For example, 'Dan is the company's director' (Dan is the subject). Compare with 'David is a beneficiary of the trust' (David is the object; the trust benefits David). The BE-SUBJ slot is created during runtime using the same information from Nomlex.
Other dependency relations stored in the nominal dependents table (Figure 8) are arcs drawn from the appropriate role position, coded in parser-dependent syntax (we used Lin's Minipar (1998)). Variables used are *role for the relevant role, *prep - a member of an allowed preposition list, and *nom-orth for the orthography of the nominalization, all of which are substituted with actual data from Nomlex at runtime.

	Position
	Template 

	DET-POSS
	*role <-gen-- *nom-orth

	PP
	*nom-orth –mod-> *prep –pcomp-n-> *role

	N-N-MOD
	*role <-mod-- *nom-orth

	BE-SUBJ
	*role --vbe-> *nom-orth



                         Figure 8: Nominal dependents table.


For example, the generic template:

                             *nom-orth --mod-> *prep --pcomp-n-> *role
is used at runtime to create a predicated template:

                             "regulation" (n.) --mod-> "of" (prep.) --pcomp-n-> OBJECT,
a template which can match the phrase 'regulation of drugs'.
3.2.2.3. A Verbal dependents table is very similar to the nominal dependents table. It stores generic dependency relations for the verbal templates that are generated for each equivalence class. This time the indexing is done according to Nomlex classes (rather than by role positions, as in the nominal table).
The verbal dependents table is constructed based on data extracted from the Nomlex class type manual. As seen in Figure 9, Nomlex distinguishes between the verbal forms of the members of different classes. 

	Nomlex class
	Template (XML representation)

	NOM-INTRANS
	<Template>

            <Node Id="1" Tag="n" Type="var" Root="SUBJECT"/>

            <Node Id="2" Tag="v" Type="const" Root="VERB"/>

            <Arc Id="1" From="2" To="1" Rel="subj"/>

    </Template>

	NOM-NP-TO-NP


	<Template>

            <Node Type="var" Tag="n" Root="SUBJECT" Id="1"/>

            <Node Type="const" Tag="v" Root="VERB" Id="2"/>

            <Node Type="var" Tag="n" Root="OBJECT" Id="3"/>

            <Node Type="const" Tag="prep" Root="to" Id="4"/>

            <Node Type="var" Tag="n" Root="IND-OBJ" Id="5"/>

            <Arc To="1" Rel="subj" Id="1" From="2"/>

            <Arc To="3" Rel="obj" Id="2" From="2"/>

            <Arc To="4" Rel="mod" Id="3" From="2"/>

            <Arc To="5" Rel="pcomp-n" Id="4" From="4"/>

    </Template>

	
	<Template>

            <Node Type="var" Tag="n" Root="SUBJECT" Id="1"/>

            <Node Type="const" Tag="v" Root="VERB" Id="2"/>

            <Node Type="var" Tag="n" Root="IND-OBJ" Id="3"/>

            <Node Type="var" Tag="n" Root="OBJECT" Id="4"/>

            <Arc To="1" Rel="subj" Id="1" From="2"/>

            <Arc To="3" Rel="ind-obj" Id="2" From="2"/>

            <Arc To="4" Rel="obj" Id="3" From="2"/>

</Template>


     
 Figure 9: Excerpt of a verbal dependents table.
For example, "preparation" is a member of the NOM-NP-FOR-NP class. According to the generic templates for NOM-NP-FOR-NP given in the nominal dependents table, both sentences of the form 'he prepared the guests an interesting meal' and 'he prepared an interesting meal for the guests' are correct.

The nominal dependents table entry for NOM-NP-TO-NP generates the sentences 'they allocated the students a new computer' and 'they allocated a new computer to the students'.

The entry for NOM-NP-NP yields 'the accident cost him 2500$'. It should be noted that the option '*the accident cost 2500$ to him' is not available for NOM-NP-NP class members, as seen in the full table in Appendix A.


3.3. OUTPUT
The knowledge base, as mentioned in section 3.1, is a set of equivalence classes, each containing several predicated templates that entail each other. As one template is not enough to introduce an entailment relation, each equivalence class is made up of at least two templates.
Aside from the set of member templates, each equivalence class records part of the relevant knowledge which was used in generating the templates in its header. The header contains a NOM-ORTH attribute – orthography of nominalization, VERB – the verbal form, NOMTYPE - nominalization type, and NOMCLASS - the Nomlex class used for creating the equivalence class. Each Nomlex entry yields several equivalence classes, one for each Nomlex class it takes part of (Figure 10).
{ORTH = "acquisition"; 

 VERB = "acquire";

 NOMTYPE = "VERB-NOM";

 NOMCLASS = "NOM-NP";

 TEMPLATES = {
    (SUBJECT <-subj--"acquire" --obj->  OBJECT),        (SUBJECT <-nn--"acquisition" --mod-> "of" --pcomp-n-> OBJECT), … }
}, 

{ORTH = "acquisition";
 VERB = "acquire";
 NOMTYPE = "VERB-NOM";
 NOMCLASS = "NOM-NP-PP"; 
 TEMPLATES …}      …
Figure 10: Knowledge Base of equivalence classes.

The knowledge base and its application program interface (as described in Appendix B) can be used for NLP, IE and IR applications.
For example, we consider an application that extracts information about acquisitions of a given company from a financial newswire corpus. The input to the application is a name of an acquiring company. The template:
company name (n.) <-subj-- "acquire" (verb) --obj-> OBJECT (n.)
is a pivot template which is sent to our system and expanded with templates such as:

company name (n.) <-gen-- "acquisition" (noun) --mod-> "of" (prep.) --pcomp-n-> OBJECT.

Each template is formulated as a query to the corpus, which returns a set of candidate sentences that contain the query terms. A sentence that contains all terms of the template (e.g., the company name and the word "acquire") is syntactically analyzed and the application tries to match the template in the parsed sentence (e.g., it verifies that the company name is the subject). If so, then the word/phrase that matches the object in the template is the target company we are looking for. This procedure is repeated for all templates in the equivalence class. 
3.4. ALGORITHM
The first step we take is to establish a way for interpreting the Nomlex-based information. As seen in sections 2.2 and 3.2.1, the Nomlex database is a large, lisp-style, nested text file. Nomlex had no application program interface (API) available neither by its developers nor by third parties. This resulted in a fair amount of pre-processing which we had to conduct in order to facilitate its automated use.
Using a series of regular expression patterns, the raw Nomlex data could be handled - eliminating the less needed information.

Three auxiliary structures were set up – the class role table, the nominal dependents table and the verbal dependents table (see sections 3.2.2.1-3.2.2.3).
Our algorithm iterates through the entries of the Nomlex database. For most entries, several Nomlex class fields co-exist (section 3.2.1.1), yielding an equivalence class from each Nomlex class.
The equivalence classes are created by continuously adding dependents (edges) to the partial templates that have been created up to each point (Figure 11).


· foreach Nomlex Class in Nomlex Entry:

· Retrieve Noun Orthography, Verb Orthography, Nom Type 
· Retrieve Position Lists of roles //see 3.2.1.3

· Prev Equivalence Class ( nil
· foreach Position List:
· Next Equivalence Class ( nil
· foreach Position:
   //check what has been generated up to now

· if Prev Equivalence Class = nil: 
//start processing 1st role
· Retrieve Position Lists of roles //see 3.2.1.3

· Add to Next Equivalence Class Create-Template (Position, Orthography, Role)

· else:



    
//processing 2nd role and onwards

· foreach Template  in Prev Equivalence Class:

· if Check-Constraints = TRUE: //introduce new dependent

· Add to Next Equivalence Class 
Add-Dependent (Template, Position, Orthography, Role) 

· Prev Equivalence Class ( Next Equivalence Class  //move on
· if | Nominal Templates + Verbal Templates | < 2: 

· discard, continue //one template is not enough for making a class

· else:

· Equivalence Class ( Nominal Templates + Verbal Templates
· Update header of Equivalence Class
· Return Equivalence Class
Figure 11: Creating the equivalence classes.


For each Nomlex class, noun and verb orthographies and Nom Type are retrieved. Subject and object placements are read from Nomlex, using position lists as described in section 3.2.1.3 (lines 1-4). The loop in line 5-15 called once for each position list in the Nomlex class, while the loop in line 7-14 is called for each position in that list. Dependents are added to the templates that have been created up to each point, in lines 10 (1st role) and 14 (2nd role and onwards). Two constraints, which would be elaborated shortly, are tested in line 13. Only if the resulting equivalence class has at least two distinct templates, it is updated and returned (lines 16-21).
For example, consider the nominalization 'disappointment' (Figure 12).

          ((NOM :ORTH "disappointment"

     :VERB "disappoint"

     :NOM-TYPE ((VERB-NOM))

     :VERB-SUBC ((NOM-NP :SUBJECT ((PP :PVAL ("in" "over"   "with" "by")))

                          :OBJECT ((DET-POSS)

                                   (PP :PVAL ("of")))))


                  Figure 12: Nomlex entry for 'disappointment'.
First, it appears to be a member of the NOM-NP class (as seen in Figure 7, members of this class can appear both with a subject and an object). Its related verb orthography, 'disappoint', is part of the general class of verbs that subcategorize for a noun phrase complement.
The object (a person who was disappointed) could be found either at the possessive determiner or at a prepositional phrase headed by the word 'of', while the subject (he/it who has disappointed) could be found at a prepositional phrase headed by the words 'in', 'over', 'with', 'by'.


After creating the sequence of templates containing optional placings for the subject, objects are added one at a time. At the end, four optional 
subject positions, multiplied by two optional positions for the object, were created, yielding eight possible templates ('Y's disappointment over X', 'disappointment of Y with X', and six others).
As indicated, there are two constraints that prevent creating certain combinations, which might reduce the number of templates created in each equivalence class. These constraints both stem from the principle that argument positions for each role may be filled only once, with the exception of the N-N-MOD position. The same principle is also known as the uniqueness principle (Reeves et al., 1999).
According to the first constraint, it is not possible to generate more the one DET-POSS for each nominalization. Having said that, it should be noted that the DET-POSS position can still house the subject role in some instances and the object role in others. For example, 'Tom's description of Father' (subject = DET-POSS) and 'Father's description by Tom' (object = DET-POSS) are both well-formed. However, creating 'Tom's father's description' cannot be possible as it violates the first constraint. It is clear that this sentence does not entail the same meaning of 'Tom described father'.
Before introducing a new dependent to the template, it should be first checked that it does not interfere with this constraint.

As stated beforehand, the uniqueness principle does not apply to the N-N-MOD position. It is a general property in noun phrases that more than one pre-noun noun modifier may occur, such as in 'The US debt accumulation', so both subject and object can co-exist in the N-N-MOD position (notice that the subject should come before the object).

The second constraint we consider prevents us from using the same preposition for multiple roles. For example, '*their accusation of him of robbery' is ungrammatical. However, 'They accused him of robbery' and 'His accusation of theft by them' are both well-formed. 
By systematically iterating through the Nomlex entries, checking qualifications for memberships of such combinations, checking subject and object alternations, omission of subject and/or object, checking nominalization types and membership in 
each of Nomlex noun classes, the entailment rule generator has yielded a large quantity of accurate entailment rules, for use by a variety of NLP, IE and IR applications.
Along with creating a module that exports the full knowledge base, we have developed an application program interface (API) that receives one template as an input, and outputs all templates which are equivalent (via bi-directional entailment) to the input template. Thus, when a sentence is found in a text, a series of equivalent sentences can be generated, all with the same meaning. The algorithm's pseudo code is described in Appendix B.

4. ENTAILMENT RULE GENERATION USING WORDNET

WordNet is an online lexical reference system developed at the cognitive science laboratory at Princeton University (Miller, 1995). WordNet's design has been inspired by psycholinguistic theories of human lexical memory. The project has been ongoing for more than twenty years to date, with its results having broad implications on lexical research, gaining some particular attention in the various fields of natural language processing.
In WordNet, English nouns, verbs, adjectives, adverbs and function words are organized in synonym sets ('synsets'), each representing one underlying lexical concept. Different relations link the different synonym sets. Some of the widely known relations defined in WordNet include synonymy (for example, 'acquire' is synonymous with 'get'); hyperonymy (e.g. 'tree' is a hyperonym of 'oak') and hyponymy (a 'dog' is a hyponym of 'animal'); while a relation that received much less attention is the derivationally-related form ('acquisition' is derivationally related to 'acquire').
Derivationally-related information is highly necessary for our work, especially in cases where the information we look for wasn't given in Nomlex. Knowing that two forms are derivationally related (for example, 'beneficiary' is related to 'benefit', and 'hibernation' is related to 'hibernate'), suggests that an entailment relation exists between the two templates that contain them.
Ultimately, one could go even further: additional heuristics could be applied; some morphological clues that map to lexical combinations previously encountered in Nomlex. This topic is elaborated in section 4.3.


4.1. WORDNET VS. NOMLEX INFORMATION
WordNet's data does not list the correspondences between the verbal arguments and syntactic positions within the noun phrase, as it offers a much less detailed syntactic infrastructure than Nomlex. However, having such a large word database (155,000 words) at a programmer's disposal (compared to the 1023 noun/verb pairs of Nomlex) could assist in achieving a larger knowledge base of entailment rules. 
This means that whereas using Nomlex feeds the system with exact information for subject, object and indirect object positions, using WordNet only means approximate heuristics.
WordNet already has some interfaces available from several authors. We have chosen an OS-independent Java native interface to the WordNet lexicographic database, WNJN (Boe, 2006). With some minor modifications, we created a lexical derivational expander based on the derivationally-related information in WordNet, yielding the appropriate noun/verb pairs to start with.

We define a series of generic entries in Nomlex format which is loaded to memory. After encountering a new verb/noun pair, this pair is routed into its relevant generic entry. The verb/noun orthographies of the generic entry are instantiated with the actual data from WordNet on the fly (see section 4.2). This way, we can simulate an actual Nomlex entry for data which is not contained in Nomlex, and create the entailment rules in the same process on the fly.


4.2. USING EXHAUSTIVE GENERATION

First, we introduce exhaustive generation in order to establish a baseline for the system. For each nominalization-verb pair, a fairly basic generic Nomlex entry was created, from which exhaustive generation, i.e., over-generation is initiated. Creating more combinations than actually exist introduces a percentage of noise to 
the system, as templates that are not valid for a particular pair are also generated. For example, the template 'SUBJECT writes OBJECT from PVAL': an NOM-NP-PP template is generated for all verbs (see below), even though the specific verb 'write' does not support this kind of argument structure.
The generic Nomlex entry for exhaustive generation utilizes only a basic amount of knowledge, as there is no different treatment between the different noun classes (compare Figure 13 with Figure 14, which is described in section 4.3). 

(NOM :ORTH "noun"

     :VERB "verb"

     :NOM-TYPE ((VERB-NOM))

     :VERB-SUBC ((NOM-INTRANS :SUBJECT ((DET-POSS)

                                        (N-N-MOD)

                                        (PP:PVAL ("of"))))

                 (NOM-NP :SUBJECT ((DET-POSS)

                                             (N-N-MOD)

                                   (PP :PVAL ("by")))

                         :OBJECT ((DET-POSS)

                                  (N-N-MOD)

                                  (PP :PVAL ("of"))))

                            (NOM-PP :SUBJECT ((DET-POSS)

                                  (N-N-MOD)

                                  (PP :PVAL ("by" "of")))

                         :PVAL    ("from" "to"))

                 (NOM-NP-PP :SUBJECT ((DET-POSS)

                                                 (N-N-MOD)

                                      (PP :PVAL ("by")))

                            :OBJECT ((DET-POSS)

                                                (N-N-MOD)

                                     (PP :PVAL ("of")))

                      :PVAL ("for" "from" "into" "to"))))     
Figure 13: Generic Nomlex entry for exhaustive generation.
As seen, each noun may appear in any of the four Nomlex classes: intransitive form (NOM-INTRANS), transitive noun phrase form (NOM-NP), transitive prepositional phrase form (NOM-PP) and noun phrase/prepositional phrase form (NOM-NP-PP). These four classes were specifically chosen as each one of the other classes (see Figure 6) covers not more than 5.56% of the nouns. 
Each noun can have a possessive determiner, pre-noun noun modifier or prepositional phrase with "by" and "of" as its subject or object, respectively, and a prepositional complement starting with "from", "for", "into" and "to".
This over-generation, though creating more templates than needed, serves a reasonable baseline for an entailment rule generation system. 


4.3. MORPHOLOGICAL HEURISTICS

Heuristics based on the results of using Nomlex for creating the entailment rules can be implemented in order to furthermore improve the methods described in sections 4.1 and 4.2.
For example, WordNet specifies that the noun 'baker' and the verb 'bake' are derivationally related. An entry for 'baker' does not appear in Nomlex, as Nomlex only contains 1023 entries for most commonly used words, and 'bake' is apparently not 
one of them. We know how to manage words of the form 'writer' which is included in Nomlex. Moreover, nouns which end with 'er', in most cases have SUBJECT as their VERB-NOM. Therefore, if we can recognize the morphological similarity between 'writer' and 'baker', we could use our prior knowledge about 'writer' for handling 'baker', generating entailment rules such as:
X
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Figure 14 presents two generic Nomlex entries implementing morphological heuristics, for two suffixes: "er-or" (nominalizations which end with "er" and "or") and "ee". The key to using these morphological heuristics is in being able to recognize a noun's suffix and then to instantiate the appropriate Nomlex entry with the actual noun and verb orthographies. Notice that we determine that a noun/verb pair is part of a specific suffix group only after ensuring that the nominalization form does not equal the verbal form. For example, the nominalization 'labor' is not included in the "er-or"-suffix group, because its verb was also originally 'labor', meaning that "or" was not added as the suffix of nominalization. These cases, among others which do not fall into the main suffix groups, fall into the "OTHER" suffix category. 
(NOM :ORTH "er-or"

     :VERB "verb"

     :NOM-TYPE ((SUBJECT))

     :VERB-SUBC ((NOM-NP :OBJECT ((DET-POSS)

                                            (N-N-MOD)

                                 (PP :PVAL ("of")))

                         :REQUIRED ((OBJECT)))

                            (NOM-NP-PP :OBJECT ((DET-POSS)

                                     (N-N-MOD)

                                     (PP :PVAL ("of")))


    :PVAL ("to" "for" "about" "from" "on" "with")

                         :REQUIRED ((OBJECT)))

                
 (NOM-PP :PVAL ("to" "for" "about" "from" "on" "with"))

                 (NOM-INTRANS)))
(NOM :ORTH "ee"

     :VERB "verb"

     :NOM-TYPE ((OBJECT))

     :VERB-SUBC ((NOM-NP-TO-NP :SUBJECT ((DET-POSS)

                                       (N-N-MOD)
                                       (PP :PVAL ("of")))

                       :IND-OBJ ((PP :PVAL ("to"))))

                 (NOM-NP :SUBJECT ((DET-POSS)

                                   (N-N-MOD))

                                   (PP :PVAL ("of")))

                 (NOM-NP-PP :SUBJECT ((DET-POSS)

                                   (N-N-MOD)

                                   (PP :PVAL ("of")))

                              :PVAL ("to" "for" "from")))

                   
            Figure 14: Generic Nomlex entries implementing morphological heuristics.

Sometimes, there are several options to choose from. For example, when WordNet is queried to retrieve the derivationally related forms of 'respond', which is missing in 
Nomlex, it returns the adjective 'responsive' and two nouns: 'respondent' and 'responder'. The noun 'responder', according to its suffix, is similar in form to the noun 'worker', for which an entry already exists in our repository ("er-or"), hinting to us which templates should be generated.
Similarly, 'creator' (which is absent in Nomlex) is treated like 'advisor' and 'adviser' and 'deliverance' and 'grievance' fall into the 'ance' suffix entry.
The suffix groups were constructed using statistics from Nomlex. A script was written to count and cluster all entries according to their suffixes. The entries were clustered according to the following suffixes: 'ion', 'ment', 'er-or', 'y', 'ee', 'nce', 'al', 'ing', 'ant', 'age', 'ism', 'is', plus an 'OTHER' group. The full list of nominalizations divided by their suffixes follows in Appendix C.
For each group, further statistics have been recorded, from which we could construct the specific heuristics for that group. Based on these statistics, any characteristic which was dominant at over 10% of the entries which have the same suffix was included in the generic entry for that group.

For example, Figure 15 shows the statistics of the 'ment' suffix group. According to the aforementioned definition, the generic entry for 'ment' should contain 4 Nomlex classes: NOM-NP, NOM-NP-PP, NOM-PP and NOM-INTRANS, the subject can be housed in the N-N-MOD position, DET-POSS position and at a prepositional phrase headed by the prepositions 'by' and 'of', and so on.

As seen in section 5.2, these heuristics are not enough for receiving exact accuracy. For example, 'appointee' and 'lessee' fall both in the same suffix group ('ee'). However, while the Nom-Type of appointee is OBJECT (appointee is the object of appointment; John appointed the 'appointee'), lessee's Nom-Type is IND-OBJ (lessee is the indirect object of the lease; John leased the car to the 'lessee'). 

Suffix: ion

490 unique nouns
VERB-NOM %97.34693877551021 of the nouns

SUBJECT %0.0 of the nouns

OBJECT %0.0 of the nouns

IND-OBJ %0.0 of the nouns

Nomlex Classes:

NOM-INTRANS %32.44897959183673 of the nouns

NOM-NP-NP %0.20408163265306123 of the nouns

NOM-NP-PP %50.0 of the nouns

NOM-PP %31.020408163265305 of the nouns

NOM-PP-PP %5.714285714285714 of the nouns

NOM-NP-PP-PP %2.2448979591836733 of the nouns

NOM-NP-TO-NP %0.8163265306122449 of the nouns

NOM-NP-FOR-NP %0.20408163265306123 of the nouns

NOM-NP %85.91836734693878 of the nouns

Roles and complements:

SUBJ=N-N-MOD %54.40158259149357 of Nomlex classes that include a subject

SUBJ=DET-POSS %97.82393669634025 of Nomlex classes that include a subject

SUBJ=of %33.72898120672601 of Nomlex classes that include a subject

SUBJ=by %89.11968348170129 of Nomlex classes that include a subject

OBJ=N-N-MOD %56.54761904761905 of Nomlex classes that include an object

OBJ=DET-POSS %74.4047619047619 of Nomlex classes that include an object

OBJ=of %97.76785714285714 of Nomlex classes that include an object

OBJ=by %0.0 of Nomlex classes that include an object

PVAL=to %34.63302752293578 of Nomlex classes that include a PVAL

PVAL=for %23.394495412844037 of Nomlex classes that include a PVAL

PVAL=into %16.972477064220183 of Nomlex classes that include a PVAL

PVAL=from %24.08256880733945 of Nomlex classes that include a PVAL

PVAL=at %3.2110091743119265 of Nomlex classes that include a PVAL

PVAL=about %6.192660550458716 of Nomlex classes that include a PVAL

PVAL=among %1.3761467889908257 of Nomlex classes that include a PVAL

PVAL=amongst %0.45871559633027525 of Nomlex classes that include a PVAL

PVAL=of %5.504587155963303 of Nomlex classes that include a PVAL

PVAL=by %6.651376146788991 of Nomlex classes that include a PVAL

PVAL=onto %1.3761467889908257 of Nomlex classes that include a PVAL

PVAL=on %12.385321100917432 of Nomlex classes that include a PVAL

PVAL=over %5.275229357798165 of Nomlex classes that include a PVAL

PVAL=through %4.587155963302752 of Nomlex classes that include a PVAL

PVAL=with %21.788990825688074 of Nomlex classes that include a PVAL
            Figure 15: Statistics for the 'ment' suffix group.

5. EMPIRICAL ANALYSIS
The first experiment we conduct evaluates the knowledge base of entailment rules that were created using Nomlex per section 3.4. The second experiment studies the effect of extending the entailment rule generator with data from WordNet, which covers a much larger vocabulary than Nomlex, but generates a certain level of noise - due to its incompleteness of syntactic information. The second experiment is conducted in two phases – with and without applying morphological heuristics (as described in sections 4.2 and 4.3).
The experiments have been run on a system set up with the Reuters Corpus Volume 1 (2000). Reuters has released a corpus of Reuters News stories for use in research and development of natural language processing, information retrieval and machine learning systems. It currently contains 810,000 English language news stories, and can provide an easy way to evaluate the resulting entailment rules. The evaluation system  we used was developed by Eyal Shnarch, Idan Szpektor and Roy Bar-Haim at the NLP lab at Bar Ilan.
We have chosen a test set sample of twenty templates which are fed to the rule generation system, which we term pivot templates. The pivot templates were crafted to contain both nominal templates and verbal templates. The system processes each template and extends it with additional templates from the knowledge base of entailment rules generated with our system. The effect of expansion is compared between the different rule generation methods, as described in the next sections.
5.1. TESTING AND EVALUATION USING NOMLEX
In the first experiment, we have chosen a set of fifteen templates which serve as pivot templates to feed the system. A pivot template simulates an input template originally given by the user, which can match a query for an information extraction task. All fifteen templates contain a verb or a noun which appears in Nomlex. 

For example, consider the pivot template 'SUBJECT hire (v.) OBJECT'. This template represents an information extraction scenario seeking to identify hiring events. Using the evaluation package, it retrieves 1,457 sentences from the corpus. An example sentence which is retrieved is: "The company hired Salomon Brothers Inc to advise it" (The company – subject, Salomon Brothers Inc – object).
The system then generates 9 new templates from the pivot template, for example, 'OBJECT's hiring by SUBJECT'. The new templates are then queried against the corpus and retrieve new sentences from the corpus, e.g. "The company's hiring of Richard Falcone as chief financial officer" (The company – subject, Richard Falcone – object).  This way, the additional generated templates, which are assumed to entail the meaning of the pivot template, enable to increase the recall of the extraction task. However, it might be the case that, for various types of reasons or errors, some of the sentences which match the new templates would not entail the pivot template and will cause a precision error in the extraction task. 
The empirical precision of the additional retrieved sentences is calculated by evaluating a sample of 30 sentences; multiplied by the number of the sentences reported as matching for the additional templates (4,246) is the number of correct sentences expected (for 100% precision, it remains 4,246). The recall increase reflects the number of correct sentences expected, divided by the number of sentences originally matched by the pivot (4246 / 1457 = 291%).
Not all sentences which the system considers a match is a true match, and this parameter determines the precision. For example, for the pivot "destruction (n.) by SUBJECT of OBJECT", the sentence "Mass destruction by terrorists" is returned as a match for the generated expanding template "OBJECT destruction by SUBJECT". In this case, 'Mass' is identified wrongly as the object of the sentence. This match is incorrect, as there is no entailment mapping from this sentence to the sentence '*terrorists destroyed mass' – thus, derogating the precision of that expansion.
The results for our sample appear in Figure 16.
	Pivot Template
	In Nomlex
	# Matching Sentences for Pivot
	# Generated Templates  
	# Matching Sentences for Generated Templates 
	Precision of Matching Sentences for Generated Templates (%)
	Recall Increase: Correct Sentences Expected / Matching Sentences of Pivot (%)

	 
	 
	 
	N
	M
	E
	N
	M
	E
	N
	M
	E
	N
	M
	E

	SUBJECT 's discovery (n.)
	
	3,561
	3
	2
	19
	9,746
	6,898
	8,236
	93%
	93%
	73%
	255%
	180%
	169%

	performance (n.) of SUBJECT
	
	5,321
	6
	5
	19
	12,485
	8,032
	13,456
	93%
	87%
	73%
	218%
	131%
	185%

	SUBJECT salute (v.) OBJECT
	 
	56
	n/a
	4
	19
	n/a
	32
	24
	n/a
	83%
	60%
	n/a
	47%
	26%

	procrastination (n.) of SUBJECT
	 
	4
	n/a
	7
	19
	n/a
	0
	4
	n/a
	50%
	25%
	n/a
	0%
	25%

	SUBJECT mortgage (v.) OBJECT
	
	676
	4
	4
	19
	912
	243
	643
	97%
	87%
	75%
	131%
	31%
	71%

	SUBJECT underwrite (v.) OBJECT
	
	567
	4
	6
	19
	764
	234
	873
	93%
	90%
	83%
	125%
	37%
	128%

	SUBJECT detain (v.) OBJECT
	
	646
	5
	4
	19
	355
	643
	987
	97%
	87%
	63%
	53%
	87%
	96%

	SUBJECT 's adoption (n.)
	
	1,675
	4
	7
	19
	8,237
	5,687
	7,645
	100%
	90%
	83%
	492%
	306%
	379%

	SUBJECT hire (v.) OBJECT
	
	1,457
	9
	4
	19
	4,246
	4,987
	5,954
	100%
	80%
	60%
	291%
	274%
	245%

	SUBJECT wrap (v.)
	 
	52
	n/a
	3
	19
	n/a
	20
	25
	n/a
	75%
	75%
	n/a
	29%
	36%

	SUBJECT  hibernation (n.)
	 
	29
	n/a
	7
	19
	n/a
	0
	0
	n/a
	90%
	50%
	n/a
	0%
	0%

	SUBJECT prevent (v.) OBJECT from PVAL
	
	4,919
	3
	7
	19
	15,234
	7,193
	7,632
	97%
	75%
	80%
	300%
	110%
	124%

	merger (n.) of SUBJECT with PVAL
	
	5,376
	26
	6
	19
	17,384
	5,343
	6,321
	100%
	90%
	83%
	323%
	89%
	98%

	SUBJECT lease (n.)
	
	4,609
	4
	6
	19
	1,423
	3,421
	6,485
	100%
	90%
	50%
	31%
	67%
	70%

	destruction (n.) by SUBJECT of OBJECT
	
	3,214
	9
	7
	19
	9,857
	2,314
	8,732
	97%
	87%
	84%
	297%
	63%
	228%

	SUBJECT judge (v.) OBJECT
	
	6,462
	10
	4
	19
	5,312
	4,625
	5,398
	97%
	87%
	83%
	80%
	62%
	69%

	SUBJECT document (v.) OBJECT
	
	361
	9
	4
	19
	812
	918
	976
	97%
	93%
	87%
	218%
	236%
	235%

	SUBJECT tantalize (v.) OBJECT
	 
	14
	n/a
	7
	19
	n/a
	14
	30
	n/a
	80%
	60%
	n/a
	80%
	129%

	SUBJECT  motivation (n.)
	
	767
	9
	7
	19
	351
	213
	973
	100%
	87%
	83%
	46%
	24%
	105%

	SUBJECT  maintenance (n.)
	
	1,034
	8
	5
	19
	3,475
	2,384
	2,908
	97%
	90%
	83%
	326%
	208%
	233%

	average for templates
	
	
	
	
	
	
	
	
	97%
	85%
	71%
	212%
	103%
	133%



Figure 16: Results. N, M, E for Nomlex, Wordnet w/Morphological heuristics, Wordnet w/Exhaustive generation.
5.2. TESTING AND EVALUATION USING WORDNET


In the second experiment, we used the same set of pivot templates as in the first experiment, plus five pivots with orthographies that were missing in Nomlex. The pivot templates were processed serially, and additional templates were created for expansion. However, in this setting, the new templates were generated based on manipulated data from WordNet – not from Nomlex.
The newly created templates were verified against the Reuters corpus by the same procedure of the first experiment, in order to calculate impact on recall and precision vs. the results of the first experiment.
As discussed, two settings existed in this experiment – (a) introducing exhaustive generation (which also served as a baseline) and (b) implementing morphological heuristics.

This way, we could estimate the value of the information encapsulated within Nomlex and the heuristic rules we have developed for WordNet. When we used verb/noun pairs that do appear in Nomlex – we could compare the results to the ones that we got in the first setting and see the differences in recall and precision.

For example, we have seen that some nouns ending with 'ee' were treated by our heuristics having a Nom-Type of OBJECT, even though their actual Nom-Type is IND-OBJ, mapping 'lessees of Honda cars' as objects instead of indirect objects. Comparing the results, as seen in Figure 16, reveals that using morphological heuristics led to higher precision rates compared to exhaustive generation, however the smaller recall rate means a trade-off which should be considered; using Nomlex gave a larger boost to the system's performance, in terms of both precision and recall, which verifies the value of the detailed information found in Nomlex.

6. CONCLUSIONS AND FUTURE WORK 
In this work we proposed a method for automatically generating textual entailment rules. We have concentrated on entailment rules that contain at least one template having a nominalization. Using the online lexical resources Nomlex and WordNet to generate these rules has proven to be highly efficient for that matter. Many information retrieval tasks can benefit from using such method.
Using Nomlex resulted in better performance than using WordNet alone; using WordNet with morphological heuristics was better precision-wise than using WordNet without heuristics, however the difference between recall in both methods is a trade-off which should be considered. In both ways our method succeeded in creating large, handy and highly usable knowledge bases.
An interesting problem which we have encountered through our research was due to generation of rules of the form 'The Overture acquisition' 
[image: image16.wmf]Û

 'Overture acquired'. This bi-directional entailment relationship could be held either true or false. In this case, the right-to-left direction is true in both ways, whereas the left-to-right direction is uncertain; from 'The Overture acquisition', we do not know if Overture acquired another company or it has been acquired. Nomlex specified that for 'acquisition', the pre-noun noun modifier could be either the subject or the object; meaning Overture acquired another company or was acquired by another. As both interpretations are valid, we cannot be certain that bi-directional entailment holds between those two expressions.
However, the relation 'acquisition of Overture' 
[image: image17.wmf]Û

 'Overture was acquired' is always true; Nomlex specifies that a noun phrase headed by the preposition 'of' has to be an object, so there is no ambiguity. Various approaches could be taken in future research to solve these ambiguity cases, based on probabilities comparison between the different rules.
Another direction for future work stems from the nature of working with large-scale knowledge bases. Generating many possible templates could result in some templates, 
which although syntactically correct, are very rarely used (if at all). One possible solution to this is to verify each template against a large corpus – or even better – against the web (using Google or Alta Vista's APIs). This method can assure (to some 
extent) that if a template generates hits above a certain threshold, it exists in the real world. Naturally, adding such a step could also dramatically increase the complexity of the system.

One final topic for future work is to extend our methods for templates based on other linguistic phenomena such as adjectivisations and adverbisations (rather than only nominalizations) - the feasibility of which is left open for future research.
APPENDIX A: VERBAL DEPENDENTS TABLE
	Nomlex class
	Template (XML representation)

	NOM-INTRANS
	<Template>

            <Node Id="1" Tag="n" Type="var" Root="SUBJECT"/>

            <Node Id="2" Tag="v" Type="const" Root="VERB"/>

            <Arc Id="1" From="2" To="1" Rel="subj"/>

    </Template>

	NOM-NP
	<Template>

            <Node Type="var" Tag="n" Root="SUBJECT" Id="1"/>

            <Node Type="const" Tag="v" Root="VERB" Id="2"/>

            <Node Type="var" Tag="n" Root="OBJECT" Id="3"/>

            <Arc To="1" Rel="subj" Id="1" From="2"/>

            <Arc To="3" Rel="obj" Id="2" From="2"/>

    </Template>

	NOM-PP
	<Template>

            <Node Type="var" Tag="n" Root="SUBJECT" Id="1"/>

            <Node Type="const" Tag="v" Root="VERB" Id="2"/>

            <Node Type="const" Tag="prep" Root="PREP-PVAL" Id="3"/>

            <Node Type="var" Tag="n" Root="PVAL" Id="4"/>

            <Arc To="1" Rel="subj" Id="1" From="2"/>

            <Arc To="3" Rel="mod" Id="2" From="2"/>

            <Arc To="4" Rel="pcomp-n" Id="3" From="3"/>

    </Template>

	NOM-PP-PP
	<Template>

            <Node Type="var" Tag="n" Root="SUBJECT" Id="1"/>

            <Node Type="const" Tag="v" Root="VERB" Id="2"/>

            <Node Type="const" Tag="prep" Root="PREP-PVAL" Id="3"/>

            <Node Type="var" Tag="n" Root="PVAL" Id="4"/>

            <Node Type="const" Tag="prep" Root="PREP-PVAL2" Id="5"/>

            <Node Type="var" Tag="n" Root="PVAL2" Id="6"/>

            <Arc To="1" Rel="subj" Id="1" From="2"/>

            <Arc To="3" Rel="mod" Id="2" From="2"/>

            <Arc To="4" Rel="pcomp-n" Id="3" From="3"/>

            <Arc To="5" Rel="mod" Id="4" From="2"/>

            <Arc To="6" Rel="pcomp-n" Id="5" From="5"/>

    </Template>

	NOM-NP-NP
	<Template>

            <Node Type="var" Tag="n" Root="SUBJECT" Id="1"/>

            <Node Type="const" Tag="v" Root="VERB" Id="2"/>

            <Node Type="var" Tag="n" Root="IND-OBJ" Id="3"/>

            <Node Type="var" Tag="n" Root="OBJECT" Id="4"/>

            <Arc To="1" Rel="subj" Id="1" From="2"/>

            <Arc To="3" Rel="ind-obj" Id="2" From="2"/>

            <Arc To="4" Rel="obj" Id="3" From="2"/>

    </Template>


	NOM-NP-TO-NP


	<Template>

            <Node Type="var" Tag="n" Root="SUBJECT" Id="1"/>

            <Node Type="const" Tag="v" Root="VERB" Id="2"/>

            <Node Type="var" Tag="n" Root="OBJECT" Id="3"/>

            <Node Type="const" Tag="prep" Root="to" Id="4"/>

            <Node Type="var" Tag="n" Root="IND-OBJ" Id="5"/>

            <Arc To="1" Rel="subj" Id="1" From="2"/>

            <Arc To="3" Rel="obj" Id="2" From="2"/>

            <Arc To="4" Rel="mod" Id="3" From="2"/>

            <Arc To="5" Rel="pcomp-n" Id="4" From="4"/>

    </Template>

	
	<Template>

            <Node Type="var" Tag="n" Root="SUBJECT" Id="1"/>

            <Node Type="const" Tag="v" Root="VERB" Id="2"/>

            <Node Type="var" Tag="n" Root="IND-OBJ" Id="3"/>

            <Node Type="var" Tag="n" Root="OBJECT" Id="4"/>

            <Arc To="1" Rel="subj" Id="1" From="2"/>

            <Arc To="3" Rel="ind-obj" Id="2" From="2"/>

            <Arc To="4" Rel="obj" Id="3" From="2"/>

</Template>

	NOM-NP-PP
	<Template>

            <Node Type="var" Tag="n" Root="SUBJECT" Id="1"/>

            <Node Type="const" Tag="v" Root="VERB" Id="2"/>

            <Node Type="var" Tag="n" Root="OBJECT" Id="3"/>

            <Node Type="const" Tag="prep" Root="PREP-PVAL" Id="4"/>

            <Node Type="var" Tag="n" Root="PVAL" Id="5"/>

            <Arc To="1" Rel="subj" Id="1" From="2"/>

            <Arc To="3" Rel="obj" Id="2" From="2"/>

            <Arc To="4" Rel="mod" Id="3" From="2"/>

            <Arc To="5" Rel="pcomp-n" Id="4" From="4"/>

</Template>


	NOM-NP-FOR-NP


	<Template>

            <Node Type="var" Tag="n" Root="SUBJECT" Id="1"/>

            <Node Type="const" Tag="v" Root="VERB" Id="2"/>

            <Node Type="var" Tag="n" Root="OBJECT" Id="3"/>

            <Node Type="const" Tag="prep" Root="for" Id="4"/>

            <Node Type="var" Tag="n" Root="IND-OBJ" Id="5"/>

            <Arc To="1" Rel="subj" Id="1" From="2"/>

            <Arc To="3" Rel="obj" Id="2" From="2"/>

            <Arc To="4" Rel="mod" Id="3" From="2"/>

            <Arc To="5" Rel="pcomp-n" Id="4" From="4"/>

 </Template>

	
	<Template>

            <Node Type="var" Tag="n" Root="SUBJECT" Id="1"/>

            <Node Type="const" Tag="v" Root="VERB" Id="2"/>

            <Node Type="var" Tag="n" Root="IND-OBJ" Id="3"/>

            <Node Type="var" Tag="n" Root="OBJECT" Id="4"/>

            <Arc To="1" Rel="subj" Id="1" From="2"/>

            <Arc To="3" Rel="ind-obj" Id="2" From="2"/>

            <Arc To="4" Rel="obj" Id="3" From="2"/>

</Template>

	NOM-NP-PP-PP
	<Template>

            <Node Type="var" Tag="n" Root="SUBJECT" Id="1"/>

            <Node Type="const" Tag="v" Root="VERB" Id="2"/>

            <Node Type="var" Tag="n" Root="OBJECT" Id="3"/>

            <Node Type="const" Tag="prep" Root="PREP-PVAL" Id="4"/>

            <Node Type="var" Tag="n" Root="PVAL" Id="5"/>

            <Node Type="const" Tag="prep" Root="PREP-PVAL2" Id="6"/>

            <Node Type="var" Tag="n" Root="PVAL2" Id="7"/>

            <Arc To="1" Rel="subj" Id="1" From="2"/>

            <Arc To="3" Rel="obj" Id="2" From="2"/>

            <Arc To="4" Rel="mod" Id="3" From="2"/>

            <Arc To="5" Rel="pcomp-n" Id="4" From="4"/>

            <Arc To="6" Rel="mod" Id="5" From="2"/>

            <Arc To="7" Rel="pcomp-n" Id="6" From="6"/>

</Template>


APPENDIX B: PSEUDO CODE

In the algorithm, a manipulated version of the Nomlex database is scanned serially record by record in order to create the KB of equivalence classes.

Java classes list: Arc; Class Role; Class Role Table; Derivational Expander; Derivational Rule Generator; Equivalence Class; KB; KB Generator; KB Map; My Term; Node Nom; Nom Knowledge; Nomlex Base; Nomlex Class; Nomlex Class List; Nomlex Entry; Noun; Noun List; Pivot Factory; Position; Position List; Result; Sort Suffix; Template; Template Burst; Template Nom; Term; Verb; Verb List; XWordNet.
JAXB (Java Architecture for XML Binding)-generated classes list: Arc Type, Equivalence Class Type, KB Type, Node Type, Object Factory, and Template Type. 

Input files: Nomlex.txt; ClassRoleTable.txt; NominalDependentsTable.xml; VerbalDependentsTable.xml; emptyKB.xml; KnowledgeBase.xsd; pivots.xml (if running within the experiment environment).
Output files: KnowledgeBase.xml (if running KBGenerator); output.txt (if running within the experiment environment).
All XML interactions in the system were specified and implemented using advanced XML schema design and binding tools. Following are the XML diagrams:
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The 'main' class of the knowledge base generation system is KB Generator, which generates the knowledge base in whole. The API for finding the templates that entail a specific input template is located in the Derivational Rule Generator class.

The core method of the KB Generator is Equivalence-Classes-Generate. It receives a Nomlex record, a class role table, a nominal dependents table, and a verbal dependents table, as described in section 3.1.
Each generated template is added to its respective equivalence class, which in turn is added to the KB. We will now describe in detail all major methods of the KB Generator class that contributes to this process.


main (Nomlex Dictionary, Class Role Table, Nominal Dependents Table, Verbal Dependents Table, Input Knowledge Base, Output Knowledge Base, Knowledge Base schema file)
· Setup Nomlex Base
· Setup global Class Role Table, Nominal Dependents Table and Verbal Dependents Table

· Setup Unmarshaller (for reading the XML input) and Marshaller (for writing the XML output)

· Set Validating feature for Marshaller (double checking the validity of the output against the Knowledge Base XML schema data file)
· Setup KB

· foreach Nomlex Entry in Nomlex Base:
· KB ( KB + Equivalence-Classes-Generate (Nomlex Entry)
· Output KB

Equivalence-Classes-Generate (Nomlex Entry)
// returns a set of equivalence classes based on data from one Nomlex Entry 

· Equivalence Classes ( nil
· foreach Nomlex Class in Nomlex Entry:

· Retrieve Noun, Verb, NomType, Class Name
· Retrieve Position Lists of roles

· Nominal Templates ( Generate-Nominal-Templates (Noun, Position Lists)

· Verbal Templates ( Generate-Verbal-Templates (Verb, Class Name, Position Lists)

· if | Nominal Templates + Verbal Templates | < 2: 

· discard, continue //two are not enough for making a class

· else:

· Equivalence Class ( Nominal Templates + Verbal Templates
· Update header of Equivalence Class
· Equivalence Classes ( Equivalence Classes + Equivalence Class
· Return Equivalence Classes
Generate-Verbal-Templates (Verb, Class Name, Position Lists)

//generate the verbal templates

· Find Template matching Class Name in global Verbal Dependents Table 
· Instantiate Template's verb using Verb
· if Template contains prepositions:
· Equivalence Class ( Set-Prepositions (Template, Position Lists)

· else:

· Equivalence Class ( Template
· return Equivalence Class
Set-Prepositions (Template, Position Lists)

//called by Generate-Verbal-Templates to instantiate a template containing prepositions

· Queue ( nil
· Queue.Enqueue (Template)

· while Queue.front still contains prepositions:

· Queue.Enqueue  (Parse-Preposition (Queue.front, Position Lists))

· Queue.Dequeue (Queue.front)

· Equivalence Class ( Queue
· return Equivalence Class
Parse-Preposition (Template, Position Lists)

//called by Set-Prepositions to instantiate the first uninstantiated preposition of a template with all its optional prepositional values

· Equivalence Class ( nil
· Find the first preposition in Template which hasn't been instantiated yet

· Retrieve its matching Position List from Position Lists
· foreach prepositional value in Position List:

· Create a new Template instantiated with prepositional value
· Equivalence Class ( Equivalence Class + Template
· return Equivalence Class
Generate-Nominal-Templates (Noun, Position Lists)

//generate nominal templates

· Prev Equivalence Class ( nil
· foreach Position List in Position Lists:
· Retrieve Role of Position List
· Next Equivalence Class ( nil
· foreach Position  in Position List:
//check what has been generated up to now

· if Prev Equivalence Class = nil: //processing 1st role

· Next Equivalence Class ( Next Equivalence Class + Add-Dependent (nil , Position, Noun, Role)

· else:



    //processing 2nd role and onwards

· foreach Template  in Prev Equivalence Class:

· if Uniqueness Principle is preserved:

· Next Equivalence Class ( Next Equivalence Class + Add-Dependent (Template, Position, Noun, Role) //introduce new dependent

· Prev Equivalence Class ( Next Equivalence Class  //move on

· return Prev Equivalence Class 
Add-Dependent (Base Template, Position, Orth, Role)

//called by Generate-Nominal-Templates in order to introduce a new dependent to a template 

· Find Target Template matching Position in global Nominal Dependents Table 
· Instantiate Target Template's noun and role using Orth and Role
· if Position ≠ PP:
· Equivalence Class ( Combine-Templates (Base Template, Target Template) //not a prepositional phrase – only one template generated



else:

· foreach prepositional value in Position List:

· Create a new Target Template instantiated with prepositional value
· Equivalence Class ( Equivalence Class + Combine-Templates (Base Template, Target Template)

//create several templates for a prepositional phrase 
· return Equivalence Class
The second core class of the system is the Derivational Rule Generator class. Its API for finding the templates that entail a specific input template is Get-Templates-Entailing-Input.
Derivational-Rule-Generator ()

//default constructor 
· Knowledge Base for Nomlex ( nil
· Setup KB Generator
· Generate Knowledge Base for Nomlex, using Nomlex data
· Knowledge Base for WordNet ( nil
· Generate Knowledge Base for WordNet, using generic Nomlex entries
· Transform Knowledge Base for Nomlex and Knowledge Base for WordNet into Knowledge Base Map structures (hash tables which map orthographies into templates, resulting in an O(1) retrieval)
Get-Templates-Entailing-Input (input template)

//all-purpose API 
· term ( orthography of input template

· Get templates containing term

· If no templates are found using Knowledge Base for Nomlex, use Knowledge Base for WordNet, instantiated with the term and its derivationally-related form
· Find the template that matches input template

· return templates entailing template



APPENDIX C: LIST OF NOMINALIZATIONS BY SUFFIX
Following is the list of 1023 nominalizations in Nomlex, clustered by suffix to 13 distinct suffix categories.

Suffix: ion

490 unique nouns: starvation, suspension, distraction, substitution, animation, expression, delusion, operation, explosion, realization, attention, extortion, deduction, permission, formulation, acceleration, production, organization, condemnation, extension, deliberation, opinion, oppression, continuation, infestation, direction, admission, nomination, designation, dramatization, exclamation, distribution, election, involution, depreciation, circulation, fabrication, decoration, graduation, incarnation, preparation, derivation, certification, omission, induction, accusation, reparation, contradiction, contention, immigration, activation, introduction, restitution, extraction, desegregation, action, federation, explanation, delegation, diffraction, creation, authorization, rehabilitation, intensification, intention, isolation, vindication, concession, penetration, corruption, interaction, dominion, obsession, deposition, constriction, innovation, communion, celebration, alienation, succession, reproduction, option, cohesion, experimentation, exploitation, exasperation, evaluation, connection, orientation, contamination, equation, anticipation, manifestation, suspicion, solicitation, intuition, amortization, reaction, retaliation, urbanization, repression, apparition, computation, indexation, evolution, rejection, prevention, association, dictation, infection, infusion, decision, prediction, calculation, manipulation, inflation, prescription, calibration, relaxation, dissociation, competition, devaluation, profession, reduction, eruption, illustration, revision, correction, preservation, affiliation, oxidation, justification, presentation, expulsion, expectation, 



retardation, submission, education, dissatisfaction, participation, citation, taxation, combustion, concentration, polarization, syndication, gyration, subtraction, diffusion, irradiation, litigation, application, comprehension, appropriation, possession, regulation, navigation, negotiation, refrigeration, desecration, denunciation, centralization, quotation, temptation, confirmation, expiration, diversion, aeration, infiltration, division, perception, emigration, prohibition, aggression, extrusion, procreation, ratification, cultivation, democratization, admonition, resumption, apprehension, documentation, coordination, duplication, recognition, radio pasteurization, discrimination, preoccupation, inhibition, fluctuation, dissection, exhibition, dedication, reservation, distillation, specialization, installation, maximization, privatization, probation, opposition, disposition, intrusion, repulsion, protection, inclusion, configuration, decomposition, dispersion, consultation, extrapolation, prosecution, collusion, revolution, generation, dissemination, qualification, allusion, irritation, disruption, satisfaction, pollution, execution, perfection, composition, transaction, reconsideration, dilution, confabulation, extradition, proliferation, contemplation, complication, compensation, suppression, demolition, solution, retention, excision, emission, compression, reconstruction, projection, devotion, exploration, consolidation, proclamation, differentiation, congregation, devastation, valuation, reorganization, evaporation, dissolution, constitution, variation, conversation, misrepresentation, confrontation, condescension, approximation, humiliation, corrosion, renovation, assertion, condensation, detonation, affirmation, generalization, notification, limitation, accreditation, insulation, acquisition, cogeneration, invention, conservation, accretion, provision, detention, fascination, selection, stimulation, legislation, moderation, motion, population, confession, relation, depression, capitalization, construction, imitation, observation, conception, deterioration, collaboration, agitation, conviction, alteration, exemption, segregation, definition, compilation, contribution, subdivision, addition, connotation, reconciliation, accumulation, liquidation, obligation, illumination, combination, abolition, ventilation, dislocation, correlation, restriction, 

implementation, repetition, liberalization, frustration, collision, interruption, 
desolation, agglomeration, radiation, consummation, persecution, evacuation, restoration, arbitration, hospitalization, adaptation, promotion, erosion, confusion, conclusion, clarification, medication, socialization, multiplication, conversion, presumption, detection, re-election, denomination, intonation, cancellation, specification, utilization, subscription, inspection, intersection, demonstration, exaggeration, adjudication, imposition, reunification, emancipation, occupation, depiction, inclination, conjunction, transformation, assumption, verification, absorption, aspiration, instruction, transportation, disintegration, resignation, deviation, indication, appreciation, cessation, provocation, assassination, classification, exclusion, recapitalization, recollection, modernization, attraction, coercion, destruction, rebellion, saturation, consolation, donation, propagation, invasion, revelation, prostitution, transfusion, culmination, annihilation, administration, stabilization, motivation, derision, investigation, modulation, mobilization, magnification, fusion, elimination, escalation, sterilization, regression, contraction, admiration, resolution, allocation, rotation, consideration, inscription, exposition, relocation, transmission, civilization, characterization, violation, supervision, examination, injection, interpretation, integration, modification, declaration, collection, migration, redemption, suggestion, negation, deregulation, amalgamation, mechanization, diversification, ossification, conformation, miscalculation, formation, interrelation, allegation, abstention, representation, hesitation, co-optation, registration, discussion, automation, recommendation, adoption, domination, completion, distortion, expansion, co-operation, termination, abstraction, translation, impression, speculation, cooperation, unification, reflection, evasion, objection, congratulation, accommodation, communication, ignition, proposition, incubation, dissension, reunion, separation, description, identification, consumption, initiation, invitation, depletion.


Suffix: ment

132 unique nouns: inducement, movement, attachment, appeasement, impeachment, arraignment, enlargement, bereavement, achievement, resentment, infringement, enrichment, envelopment, astonishment, amazement, appointment, indictment, employment, placement, confinement, deferment, attainment, enslavement, relinquishment, enforcement, overpayment, prepayment, treatment, agreement, deployment, disillusionment, postponement, banishment, atonement, embezzlement, encampment, assessment, arrangement, reinstatement, management, acknowledgement, disarmament, re-enactment, testament, comportment, amendment, retirement, redeployment, betterment, replacement, accomplishment, enactment, installment, redevelopment, pronouncement, reimbursement, establishment, incitement, payment, fulfillment, requirement, disbursement, dismemberment, enjoyment, adjustment, recruitment, harassment, ailment, engagement, advancement, entitlement, argument, development, abatement, alignment, bombardment, rearmament, procurement, disappointment, endangerment, statement, readjustment, involvement, imprisonment, judgment, repayment, punishment, apportionment, measurement, commitment, abandonment, commencement, amusement, restatement, improvement, discouragement, displacement, rearrangement, annulment, refinement, accompaniment, entertainment, government, consignment, disparagement, encouragement, abasement, endowment, advertisement, embarrassment, shipment, enrollment, adjournment, impairment, encroachment, derailment, announcement, settlement, embodiment, assignment, reinvestment, mismanagement, retrenchment, containment, concealment, enhancement, reinforcement, disagreement, endorsement, reassessment, allotment.


Suffix: er-or
97 unique nouns: worker, laborer, manufacturer, trader, contractor, waiter, layer, boiler, computer, builder, employer, successor, winner, catcher, underwriter, fighter, consumer, leader, supplier, breaker, reporter, rancher, designer, raider, marketer, printer, announcer, insurer, fertilizer, manager, grower, developer, advisor, examiner, researcher, bidder, charter, user, pitcher, banker, farmer, bomber, survivor, player, composer, reminder, killer, roller, hunter, caller, producer, singer, maker, publisher, buyer, container, observer, receiver, takeover, rubber, writer, financier, heater, owner, planner, rider, merger, exporter, buffer, preacher, commander, murderer, dealer, carrier, provider, recorder, seller, lender, director, driver, petitioner, tender, teacher, lover, speaker, adviser, counter, conditioner, commissioner, retailer, holder, dancer, painter, commuter, reader, remainder, founder.

Suffix: y

38 unique nouns: butchery, discovery, debauchery, trickery, flattery, apology, forgery, mimicry, injury, soldiery, oratory, assembly, entry, ministry, rivalry, commentary, drudgery, mastery, summary, mockery, revelry, delivery, rediscovery, beneficiary, re-entry, perjury, recovery, enquiry, cajolery, raillery, robbery, inquiry, testimony, bribery, burglary, augury, savagery, embroidery.

Suffix: ee

29 unique nouns: detainee, mortgagee, nominee, absentee, trustee, franchisee, 
evacuee, parolee, transferee, addressee, honoree, patentee, retiree, consignee, appointee, lessee, licensee, trainee, draftee, interviewee, payee, devisee, internee, attendee, referee, employee, escapee.


Suffix: nce

43 unique nouns: conveyance, attendance, disturbance, utterance, appearance, annoyance, inheritance, remembrance, connivance, guidance, reassurance, dominance, maintenance, admittance, tolerance, predominance, avoidance, discontinuance, insurance, compliance, allowance, repentance, significance, resemblance, defiance, perseverance, acceptance, performance, assistance, resonance, alliance, assurance, endurance, hesitance, complaisance, disappearance, resistance, reappearance, reliance, observance, governance, forbearance, severance.

Suffix: al

38 unique nouns: appraisal, avowal, renewal, refusal, reversal, rehearsal, approval, disposal, referral, dismissal, portrayal, rental, bestowal, acquittal, disavowal, reproval, removal, reappraisal, testimonial, arrival, burial, recital, withdrawal, accrual, betrothal, defrayal, betrayal, proposal, disapproval, denial, retrieval, rebuttal, dispersal, espousal, perusal, survival, requital, revival.

Suffix: ing

9 unique nouns: modeling, warning, ruling, pumping, firing, downing, blocking, storing, hiring.

Suffix: ant

1 unique noun: propellant.
Suffix: age

3 unique nouns: storage, image, blockage.



Suffix: ism

1 unique noun: criticism.
Suffix: is

1 unique noun: analysis.
Suffix: OTHER

141 unique nouns: plan, practice, call, complaint, race, sense, bill, lift-off, guarantee, talk, highlight, war, hindrances, test, increase, study, film, demand, blame, takeoff, average, instructions, loss, control, answer, evidence, order, dance, lack, experience, advice, motion, impact, pardon, takeout, return, contrivances, success, review, experiment, index, record, attempt, attack, pain, comment, representative, rule, effect, 
maneuver, countdown, fear, purchase, descent, threat, survey, complement, picture, retort, doubt, remark, change, work, spinout, head, interview, request, labor, question, launch, promise, offer, use, take-off, will, cause, mention, help, exchange, total, command, price, excuse, aid, flight, ascent, desire, spin-off, rendezvous, influence, turn, report, quarrel, visit, range, love, hope, gain, share, spinoff, reply, contact, trade, insult, comeback, crash, design, deal, contrast, fight, conduct, progress, need, chase, concern, fall, service, campaign, research, supplement, murder, view, list, respect, debate, approach, charge, cost, damage, appeal, referee, protest, slaughter, dispute, battle, look, sight, show, claim, death, support.
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תקציר
יישומים רבים המעבדים טקסטים הכתובים בשפת אנוש טבעית זקוקים ליכולת לזהות משפטים שונים המייצגים, או מבטאים, את אותה המשמעות. יחס זה זכה לכינוי גרירה לשונית. ליישומים אלה נדרשת גישה לבסיס ידע רחב של חוקי גרירה לשונית, מהם ניתן להסיק אילו משפטים עשויים לבטא את אותה המשמעות. ניסיונות ליצירת בסיסי ידע שכאלה זכו עד כה להצלחה חלקית בלבד.

מחקר זה מתייחס לסוג מסוים של גרירה לשונית, אשר אחד או יותר מהביטויים המעורבים בה הינו נומינליזציה. נומינליזציה היא שם עצם הנגזר מפועל. קישור בין משפטים המכילים נומינליזציות, כגון 'כיבושה של פלשתינה על ידי אלכסנדר מוקדון לא היה אלים', לבין משפטים המכילים פעלים, כגון 'אלכסנדר מוקדון כבש את פלשתינה ללא אלימות' הינו חיוני, אך אינו טריוויאלי כלל.

אנו נציג שיטה ליצירת חוקי גרירה לנומינליזציות, המייצגים את השונות בין הביטויים השמניים והפועליים. לשם כך אנו משתמשים בשני משאבים מילוניים מקוונים - נומלקס ו-וורדנט. נומלקס מכיל מידע ספציפי ביותר לגבי הנלווים לפעלים ולנומינליזציות. וורדנט חסר את המידע הזה, אולם יש לו כיסוי רב יותר של מילים. האלגוריתם שלנו משתמש ביוריסטיקות מורפולוגיות על מנת להשתמש וליישם את המידע מוורדנט ליצירת חוקי הגרירה הנדרשים.  
גישה זו, המנצלת מידע האצור במשאבים מילוניים מקוונים לנומינליזציות, נבחנה תחת סביבות ניסוי שונות, תוך הצגת תוצאות מבטיחות בשיפור ביצועם של יישומי עיבוד שפה טבעית.
טל יצחק רון
יצירת
חוקי גרירה
בהתבסס על משאבים 
מילוניים מקוונים 

בהנחיית ד"ר עידו דגן

אוניברסיטת בר אילן
המחלקה למדעי המחשב
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