Threat Agents: what InfoSec officers need to know?
Abstract

Modern risk assessment techniques recognize that there is a need to perform a threat assessment in order to identify the threats that a system is facing, and the agents that are able to manifest them. Most of them though do not incorporate the process of identifying and analyzing threat agents. Generally, the defenders of computing infrastructures, having spent their professional lives in the “good” side of the wall, would not recognize the identity of a threat agent even when they discover one. Gathering IDS data and analyzing them is a challenge on its own, but identifying threat agents, and analyzing their attributes is a different game altogether. Is an agent motivated enough to pursue his/her target? Does the agent have the technical capability and the knowledge required to exploit a vulnerability? Do enterprises present any of their vulnerabilities to the rest of the world, hence giving threat agents the opportunity to perform active attacks? These are some of the questions that are being addressed in this paper. Our intention is not to put labels in certain categories of people, rather to try and understand these and stimulate the discussions between all those that have good faith.
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1. Setting the Scene
Information systems have changed our lives drastically. The global economy depends on computing infrastructures that are scattered around the world, functioning in different environments, having to face different types of threats (see [1]). “The increasing use of interconnected networks makes these crimes [computer crimes] easier than ever” [2]. The Internet has made computer fraud much easier, and the corporate world, over the past decade, actually equipped threat agents with the means to perform computer crimes. “…technological advances…including communications…were often accompanied by lack of foresight, thereby inadvertently opening doors to new forms of vulnerabilities following deployment” [3]. The introduction of the personal computer to every household, the development and use of “unsecured” operating systems and software, and the use of broadband connectivity, are the aforementioned means. In the martial arts field, knowledge and responsibility are tied together. In the “cyberworld” of today, most threat agents have the knowledge without the responsibility, or the maturity, for using it. 

Protecting the enterprise networks from the different computer criminals is not a straightforward procedure. Little techno phobic grey men, sitting behind their wide wooden desks in dark offices cannot estimate cyber threats and cannot provide solutions in the current environment. Organizations are allocating vast amount of resources for protecting their infrastructures, but not always with the expected result. Agreeing with [4], this is because it is the threat agents that manage the threats, and not the security officers. Modern threat assessment methodologies acknowledge that there is a need to analyse and understand the range of the threat agents that a system is facing and/or will have to face in the future. For the purposes of this paper, we will use the following definition for threat assessment:

A threat assessment is a statement of threats that are related to vulnerabilities, an organisation’s assets, and threat agents, and also a statement of the believed capabilities that those threat agents possess.

The concise oxford dictionary defines the term Vulnerability to mean: “is susceptible to damage”. Vulnerability has been defined as follows:

· A point where a system is susceptible to attack [5]. 

· A weakness in the security system that might be exploited to cause harm or loss [6]. 

· Some weakness of a system that could allow security to be violated [7].
However, for our purpose we require a definition that is more general to information security and encompasses information technology, communication systems and business processes. Therefore we will use the following definition:

Vulnerability is a measure of the exploitability of a weakness.

When it comes to threat, there is a range of valid definitions. The concise oxford dictionary defines the word threat as meaning: 

Declaration of intention to punish or hurt; menace of bodily hurt or injury to reputation or property, such as may restrain a person’s freedom of action indication of something undesirable coming. 

According to [7] a threat to a system can also be defined as:

A circumstance or event that has the potential to cause harm by violating security.

For the purposes of this paper, threat is a function of a threat agent’s motivation, capability, opportunity, and the impact that a successful attack would have on an organization. 

Threat = Function (Motivation, Capability, Opportunity, Impact)

Each of the terms utilized in the threat function is defined as follows:

· Motivation. The concise oxford dictionary defines the word motivation as meaning: 

Supply a motive to cause a person to act in a particular way. In the context of a threat, motivation is considered to be identification of both the reasons why someone would launch an attack and a measure of the degree to which the attack would be pressed home.  

According to [8], there are some commonly accepted motivational drivers, which are: political, secular, personal gain, religious, revenge, power, terrorism, and curiosity. For the purpose of this paper we will consider motivation to be the degree to which an aggressor is prepared to implement a threat.  The motivational factors are the specific real-world elements that drive a threat agent to consider attacking a computer system. Analysis of computer criminals suggests that the primary motivations include the following, sometimes in combination:

· The need to resolve intense personal problems such as job related difficulties, mental instability, debt, drug addiction [9], loneliness, jealousy, and the desire for revenge,

· Peer pressure and other challenges, for example, among malevolent hackers,

· Idealism and extreme advocacy, for example, by espionage agents and terrorists, 

· Financial gain.

· Capability. The concise oxford dictionary defines the word capability as meaning the power to do something. In terms of Information Security the term capability is used as a measure of:

· The availability of a number of tools and techniques to implement an attack, and the ability tot use the tools and techniques correctly.

· The availability of education and training to support the correct use of various tools and techniques.

· The level of resource that a threat agent has, or can acquire over a certain time.

For the purposes of this paper we will use the term capability to mean the degree to which a threat agent is able to implement a threat.  

· Opportunity. The concise oxford dictionary defines the word opportunity as meaning, a favorable occasion for action. Sun Tzu [10] stated: “The good fighters of old first put themselves beyond the possibility of defeat, and then waited for an opportunity of defeating the enemy”. Consequently in order for a threat agent to bring its capability to bear against a target he must have the correct conditions to do so, and in order for his capabilities to be effective and have an impact on the target, the target must be vulnerable to attack. Hence, the target must present the threat agent with an opportunity of attack. What the information security officers should to do is making sure that threat agents will be in no position of creating that opportunity for themselves.

· Impact. The term impact is used to denote the result of a threat reaching an asset [11]. The threat impact can be on the market share of the company, or even more important the user trust. These impacts cannot be easily assigned a financial value and only speculations can be made for their size. A golden rule is that any threat that could be realized from the users will have a catastrophic impact to the user trust and any threat that can be realized from the suppliers or generally the stakeholders of the company will have catastrophic results to the market share of the company. The classification of threat impact levels that will be used in this paper is the following:

· Insignificant: unauthorized use of asset without actual loss, no other effect in enterprise

· Minor: minor loss of asset, no change in business order

· Moderate: business disruption, moderate changes in way of conducting business

· Major: out of business unless countermeasures are deployed immediately

· Catastrophic: out of business from the moment that the threat is realized

The impact level is related to the enterprise. An impact that is moderate for one enterprise might be insignificant for another. For example, the loss of the only web server of an SME that is offering on-line services will probably be catastrophic. On the other hand, the loss of a web server that is part of the British Petroleum infrastructure will probably be insignificant. Some of the enterprise attributes that affect the impact level are: the number of staff, the size of the enterprise and of its supply chain, the revenues of the enterprise and its capital, the level of exposure and sensitivity to market pressure and of course the type of business that the enterprise is conducting. For example, on-line companies are very much depended on user trust.

The impact of a threat can cause disruption in more than one field. The following impact fields were identified. Different types of enterprises will have different types of impact fields, and each field will have a different importance weighting.
1. Human Resources: Any kind of enterprise is depended on its employees. If the employees are demoralized, scared or not able to perform up to the management’s expectations in any way due to the manifestation of a threat, then the enterprise will be affected. 

2. Supply Chain: All enterprises are dependent on their supply chain. The majority of the enterprises are like functions in a software program. They take an input, do specific operations with it, and produce an output, which they pass over to either another function or to one of the standard output devices of a computer system. If there is a disruption in that chain, then the function is not able to operate. Exactly the same principle applies to the enterprises, only in a larger scale. Once there is a disruption in the supply chain, the business will survive only if it has good continuity plans. Of course, the bigger the supply-chain, the more the dependencies, unless there is duplication, which will make size proportional to survivability.

3. Market Share: The market share is essential for the survivability of a business as it declares more or less its ability to sell the product that is producing. If there is a major disruption or reduction in the market share of the business, then it is unlikely that the business will be able to recover in a short term, if ever at all. Of course, the market share will be related to the type of business.

4. Business Capital: The capital of the enterprise could be impacted by the manifestation of certain threats. The result of that will be a further disruption on the ability of the enterprise to continue offering its goods and/or services. Business capital is the life-force of the enterprise, and once it is consumed it is very difficult to recover.
5. User Trust: User trust is one of the most important survivability factors for a business using a micro-payment system [12] or generally any system that offers on-line services. User trust is closely related to the market share, with one distinction. It is easier to regain market share following marketing tricks and procedures. The user trust on the other hand is an asset that takes a long time to develop and minutes to loose.
Part of the work that is presented in this paper was developed for the needs of TAME, a 3rd generation threat assessment methodology for the analysis of threats and vulnerabilities of Electronic Payment Systems (EPS), within the context of security risk management. TAME consists of four phases: 

1. Scope of assessment, 

Business Analysis, Stakeholder Identification, System Boundaries Identification, Threat Agent Identification & Selection, Asset Identification & Selection

2. Threat agent & vulnerability analysis, 

Threat Agent Preference Structuring, Vulnerability Identification & Selection, Threat Agent Attribute Calculation, Vulnerability Complexity Calculation,

3. Scenario construction & system modeling,

Scenario Generation, System Modeling,

4. Evaluation

Stakeholder Evaluation, Impact Analysis, Threat Statement Generation.

The threat agent identification is an element of phase 1, and the agents’ attributes analysis is carried out in phase 2. The impact analysis takes place in phase 4 where the results of the assessment are also being presented to the stakeholders of the enterprise.
2. Threat agents? What threat agents…?
In the old days, the public used to mistakenly call most of the individuals that were attacking computers “hackers”. No matter who they were, no matter what technique they used for attacking, no matter what type of attack they performed, they were all addressed as “hackers” (see [13]). Nowadays though, people are more literate, and they understand that the term “hacker” does not necessarily describe an individual with malicious intend (for a definition of the hacker see later section), neither is able to describe all the individuals that have an interest on a computing system. Instead, computer literate people are using the term “threat agent” for describing individuals and/or groups that might have an interest in performing one or more types of attacks against a computing infrastructure. For the purposes of this paper the following definition will be used:

The term threat agent is used to denote an individual or group that can manifest a threat.
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These individuals and groups are classified in figure 1.

The old style of InfoSec officers could immediately argue with the above figure. Obvious categories such as: hackers, crackers, amateurs, and insiders are not included. That is because we have followed a different approach. The nature of “computer crime” has changed over the past decade, so the perspectives under which we examine it, have to change as well. Any threat agent can by an insider. We will define the insider as:

An insider to an organization is a threat agent who is directly or indirectly employed by that organization, and has access to the system or sensitive information not otherwise disclosed to him and to the general public.

More of the point, most threat agents are insiders, as they are employed by one or more organizations [14], hence making the distinction between insiders and outsiders is not considered efficient and helpful for an effective threat assessment. Instead, the status of the agent towards the organization has to be considered as an attribute of the agent. An insider prediction tool was presented by [15] where is quoted: “…49% of the respondents faced IT security incidents due to the actions of legitimate users”. Statistics on “insiders” in the UK can be seen in the UKs National High-Tech Crime Unit survey [16, (Available on line, last accessed date :July 2004)] and in the US on the FBI survey [17]. 

Threat agents will be Hackers, crackers, or amateurs (script-kiddies), regarding their knowledge and attitude about computers. Hackers under no circumstances should be confused with crackers. The following definitions will be used:

Hackers are persons interested in the arcane workings of computing systems. Hackers constantly seek to further and freely distribute knowledge. Hackers will never intentionally disrupt data.

Crackers are persons who violate the system integrity of remote machines, with malicious intent. Crackers enjoy this abuse and the temporary power that it gives them.
 When considering threat agents under the context of cyber-security, then all of them fall under one of the following: hacker, cracker, amateur, so it is more efficient to use the structure presented in figure 1, and then differentiate our threat scenarios depending on the agent. There is only one exemption in the above statement. Agreeing with [18], terrorists are not likely to hire hackers, but they can train themselves up in “acquiring” that “status”. Details on the structure of figure 1 are presented in the following pages.

· Nation States: Governments recognize the need to protect the information assets that their country has created. These assets have a financial value for business and can have a value in terms of national security. Intelligence agencies seek the military, diplomatic, and economic secrets of foreign governments, foreign corporations, and foreign adversaries. They always have; however, they can now do it remotely and with less risk as a result of information system vulnerabilities. In addition, intelligence and law enforcement agencies seek to protect the information assets of the nation by targeting the activities of criminals and foreign intelligence operatives. In times of war, a government may target the Critical National Infrastructure (CNI) of another country in order to help it achieve its objectives. For example: in the Gulf War, the allied forces targeted and partially destroyed the CNI (physical and information) of Iraq. In fact, in probably every war fought in the last hundred years, examples can be found of targeting the adversary’s infrastructures. The people who perform these attacks must be:  highly trained and highly funded, backed by substantial scientific capabilities, directed towards specific goals, skilful in avoiding detection, and very dangerous to life and property. One important attribute of a threat agent that falls under this category is the “Offensive I.O. Capability”. That capability is determined by the expertise that can be employed by the agent, the computing infrastructure of the agent, the monetary resources of the agent, and the ability to gather, store and mine information.

· Terrorism and Terrorist Groups. Terrorists are of particular interest because of the damage that they can cause against the information infrastructure such as emergency services, utilities such as water and electricity, and financial services. Since the 11th September, “terrorism made a quantum leap from being simply a nuisance to being a major threat to world order” [19]. For the purposes of this paper we will use the following definition for the terrorist:
“A terrorist is any person who, acting alone, or as part of a group not recognized as an official part or division of a nation, acts to destroy or to injure military personnel or civilians or destroy or damage property belonging to civilians or to governments in order to effect some political or religious goal.” [20]
Terrorists can be politically, religiously or secularly motivated and have their own agenda that they use to select targets. Alternatively they might simply be anarchists that despise balance and anything that maintains it. Before the 11th of September, terrorists had been slow to use offensive IW tactics. In part this may have been due to the complexity of the attacks but in part it is certainly also because the bullet and the bomb achieved their aims. No one though really knew for certain, but since then a wave of terrorist cyber attacks hit the UK and the US Small-Medium Enterprises (SMEs) [21]. Just in October 2002, 5000 incidents were identified in the US and more than 2000 in the UK. Hinde [4] reports that two thirds of UK enterprises had at least one malicious incident during 2002 with an average loss of £30000. Table 1 presents the top 10 countries that suffered digital attacks in 2002. The source of the table is [22]. The results were expected as the foreign affairs of the US provide with motivation hundreds of threat agents. The fact that the US is greatly computerized, gives to those threat agents, the opportunity to perform the attacks. Hence any threat agent of an adequate capability will most likely perform some sort of an attack against a US target, be it military or civilian, as those two groups are not easy to distinguish of late.
	Rank
	Country
	No of Attacks

	1
	US
	28.519

	2
	Brazil
	6.204

	3
	UK
	5.099

	4
	Germany
	4.736

	5
	Italy
	2.738

	6
	Canada
	2.345

	7
	France
	2.022

	8
	Denmark
	2.004

	9
	Australia
	1.317

	10
	South Korea
	1.259


Table 1 – Digital Attacks in 2002
Although destroying buildings and “blood in the streets” still seem to have more of a major propaganda value on the six o’clock news than showing a burned out computer, the terrorists were quick to realize the impact they can gain through the manifestation of cyber threats. A definition of cyberterrorism was presented in the 3rd European Conference on Information Warfare and Security by [23]: 

Cyberterrorism is the premeditated, politically, motivated attack against information, computer systems, computer programs, and data, which result in violence against non-combatant targets by sub-national groups or clandestine agents.
Of course, as we have seen already, and in agreement with [20], terrorists are not just politically motivated. Dorothy Denning [24] contends that for an attack to qualify as cyberterrorism, it should result in violence and cause enough harm to generate fear, which is the main weapon of terrorists. Terrorists use attacks to inflict fear and to undermine the enemy’s will to resist, in order to achieve their social and/or political goals. According to Denning, cyberterrorism exists only in theory. The authors agree with this position but argue: do we really want to be reactive in this situation, considering the potential impact? The daily flow of security attacks indicates that such “weapons” exist. Agreeing with [25], these attacks are currently a nuisance rather than cyberterrorism, but should they escalate then our world as we know it could come to a standstill. For referencing purposes, the LoveLetter worm caused $100 million to $10 billion in damages, worldwide. Should terrorists organize and sustain such attacks, the global economy could suffer severe impact. 

Another distinction we make in this category of threat agents addresses the hierarchical structure of the terrorist group, which can be vertical or horizontal. The first case is easier to deal with, as we only have to “think” about the person that occupies the top of the hierarchy in the group. The “leader” will set the “strategic goals” of the group, and he will dictate the plan of action. Usually the thinking of such “leaders” does not easily mutate over time, so once such a group is identified, it can be analyzed with some certainty. On the other hand, the second case is more complex as the number of independent cells makes any sort of predictions impossible. In this case, the group usually has a number of cells, each acting independently, and each having a different “leader”. Each cell can potentially use different techniques in achieving its goal, and each cell may indeed have different goals. We will make one more distinction between the horizontal hierarchy, and the “true-horizontal” hierarchy. The first case is what we described above, many independent cells not communicating to each other, each having a head responsible for that cell. The more dangerous case scenario is that of the “true-horizontal” terrorist group. In that case we have a lot of cells, each acting independently, not knowing of each other’s existence, and without having a distinct leader that is responsible for that cell. That means that each member of the cell is part of the team and independent in the same time, as well as that every member of the cell can be a foot-soldier and a head. Usually, in such a case, the size of the cells is small, but their capabilities are huge. A good theoretical example of such a group was described in the Hollywood movie “ The Fightclub”. A real-life example is that of “November 17”, the Greek terrorist group that was active from the mid 70s until 2002, when most of its members were discovered and taken under the custody of the Greek police.
· The Corporation. Corporations engage in the commercial version of offensive IO when they actively seek intelligence about their competitors or steal their sensitive information, e.g. trade secrets. Money, market position and competitive stance are examples of some of the corporate motivations for using IO tactics. In addition, corporations have always engaged in a form of IO even before the term was first used. This type of IO is more commonly known as advertising and marketing. Back in 1996 the FBI conducted a survey amongst US corporations, financial and academic institutions and government agencies. 4971 questionnaires were sent out and from those that were returned, it was reported that 42% of the examined organizations admitted experiencing some sort of an attack within the last 12 months, and over 50% of those were believed to be from competitors from their marketplace. The source of the statistics is [26, (Available on-line, last accessed date: August 2002)]. Corporations often employ individuals (criminals) to perform netspionage [14]. According to the same author, netspionage is the network enabled espionage, or in other words, “the practice of spying or the use of spies to obtain information about plans and activities especially of a foreign government or a competitive company” over the Internet.
· Organized Crime and Criminals. Criminals target information that is of value to them, such as bank accounts, credit cards or intellectual property that can be converted into money. For example: the Pennsylvania State lottery was presented with a winning lottery ticket worth $15.2 million that had been printed after the draw by someone who had browsed through the online file of still-valid unclaimed winning combinations. The scam was detected because the ticket had been printed on card stock that was different from that of the legitimate ticket. The main motivation in this case was money. Organized crime has been around since the dawn of mankind and has outlived all the potential empires. A good comment that comes from [27]: “Like the one celled amoeba it has outlived those who sought to destroy it…”. The Mafia provided the high esteemed brokers of Wall Street with what ever they need (drugs, prostitutes…) and in exchange they were provided with sensitive financial data. In the US organized crime is a half-a-trillion dollar a year business [27]. Criminals will often make use of insiders to help them. They may be in collusion with the insiders or use such tactics as threats, blackmail and the like. Criminals can be subdivided using the following structure:

· Amateurs (script-kiddies): In today’s interconnected world, the WWW is a huge knowledge base. There are a lot of tools [28] and “hacking-related” information in the public domain, readily available to anyone with a computer attached to the Internet. One can go to a shop and buy books that explain techniques that were used in the past. “Hacking” & “cracking” is seen by the majority of people as some sort of magic. It is very popular amongst the younger generation. They have minimal knowledge of the art of computing and the art of “hacking”, they use off-the-self ambiguous “security” tools, which are downloaded from the Internet, and can cause no real damage to reasonably protected systems except increased network traffic. Their motivation is to “show-off” and gain peer acknowledgement. The author has been lecturing in the area of information security for the last 3 years. Most of the undergraduate and some of the postgraduate students have been identified as script-kiddies. Theoretical knowledge does not convert an individual into a hacker. Having a set of tools installed in ones PC, and having the knowledge in using those tools does not make one into a hacker. Having a degree in information security does not make one into a hacker. One could argue that hackers (see next bullet point) go through this phase when they begin their “journey” in the information highway.

· Hackers: There are a lot of statements with regard to the definition of the hacker. The hacker should not be confused with the cracker. Individuals that are obtaining credit card details for their personal gain are crackers. Individuals that gain access on communication systems for making “free calls” are crackers (previously called freakers). “Any hacker who’s motivations become malicious or criminal, becomes a cracker” [29].  Most hackers will never admit outside their environment in being hackers. Many organizations are surprised to find they have hackers on the payroll [30]. A hacker is interested in knowledge and not in destruction. A hacker believes that hacking is an intellectual thrill. Extending the definition of the hacker: a hacker is not only someone dealing with computers, but someone who is interested in the way things are working, any who is trying to analyze what is going on behind the scenes, and anyone who is not happy with whatever is on the surface. Hackers are not socially inept. The sophistication with which hackers manage to “acquire” information shows an ability to relate to the social world [31]. Most of the time hackers are very pleasant individuals as long as they are not amongst their peers. It is observed that once two hackers “recognize” each other for what they are, there will go through a “ceremony” of “showing teeth and claws” in order to understand each others “capabilities”. A hacker does not consider that what he does is bad, evil or illegal. A hacker does not want to realize that what he does is bad, evil or illegal. Most hackers have a very good knowledge on one of the many aspects of computers. Most hackers use sophisticated tools and have the knowledge to cause real havoc to a computer system (see [31]. Fortunately, most hackers do not normally abuse their power unless they are prompted, and once they do, they become crackers. Because of their nature (see above), hackers are not likely to become professional criminals, as they do not like to destroy data and abuse systems. They might take part in organized crimes, but their goals will be different than those of the other computer criminals. Hackers can have a range of different “experience levels”. The low level hackers can be traced back most of the times. The high level hackers tend to stay low and use someone else for their “dirty” work. Their motivation is to acquire knowledge. Hackers are not necessarily criminals. They can be divided in “black hats” and “white hats”. The “black hats” are breaking the law and the “white hats” are making their “experiments” in isolated environments without breaking any laws, intentionally or unintentionally. This last category can be a great asset to an organization employing a number of these individuals working as security experts, testing their systems against potential threats [13]. Of course these individuals will have to have the ethical background in order to be able to differentiate between legal and illegal actions. Another characteristic of the hackers is that they can get bored easily. Depending on the type of hacker (black or white) this can be a good thing or a bad thing. Black hats might cause trouble should they get bored, and white hats might just move on another problem. A hacker can be seen as the modern secret service agent, operating in a huge battle theater, the cyberspace.

· Crackers: Crackers can be seen as the “evil” hackers. They are aware of their power and they enjoy abusing it. They are not interesting in just acquiring knowledge, but also using that knowledge in order to cause havoc to legitimate computer users and corporate networks. The bigger the goal, the more resources will allocate in cracking it. Their motivation maybe is to hack and crack as many computer systems as they can, cause as much damage as they can, bring community operations to a standstill, and leave their signature behind. That is also their weakness. In their pursue for power they need to let people know who they are. UK has acknowledged the problem and is formulating a strategy to help secure and install computer systems [32].

· The Empowered Small Agent (ESA). The term empowered small agent is used to denote an individual or group who is motivated for: ideological principles, political principles, religious principles or the intellectual challenge. For example Political Dissidents are people who are attempting to use information and information technology to achieve a political objective, in particular they are using information technology to: 

· Inform the population and other organizations or individuals about the alleged activities of their government.

· Gather (via legal, or illegal means) information relating to the activities of their government.

· Disrupt or undermine the activities of their government.

Another ESA is the media. Knowledge is power, and the media are aware of that. Nowadays media are “…fast-paced distributed networks…” [33] that have great influence on economies, religion and societies in general. The media are able to dictate on how and when wars are to be fought and even critique, nearly in real-time, on decisions that generals have to take in times of war [34]. Political personalities can also be considered as an ESA due to the power they have over the general public and over large specialized corporate and/or military groups. The ESA threat agents became more “critical” in the last decade. This is due to the fact that enterprises are dependent on the Internet for their revenues. The on-line image of an enterprise is related to user trust, and ESAs can influence that with ease. Furthermore, more and more SMEs are dependent on some sort of Electronic Payment System (EPS) for their revenues. Many of these SMEs constitutes a vulnerability to the Critical National Infrastructure (CNI). According to the “Brown Report” [35] collecting information about the threats against the CNI is a legitimate mission of the intelligence community, and not an unethical action that violates human rights. 

Of course, in addition to individual people and groups, Mother Nature can be a threat agent as well. Natural disasters such as fire, floods, lightning, and earthquakes can have a major impact to the survivability of a corporation. Natural disasters may or may not have a human agent in the background. For example, a laboratory inside a tropical rainforest has taken all the necessary precautions, and according to calculations, the fire threat from Mother Nature has been nullified. The scenario of a human agent helping Mother Nature though, ensuring that certain “amplifiers” (see [8]) will be in place, greatly change the level of the threat. Other natural causes that fall under this category are damage from: extreme temperature, sand storms, windstorms, vermin and earthquakes.

One more concern of the authors is that of malicious software, and if we can classify these programs as a different threat agent category. According to [36], [37], and [38] the largest component of the unintentional threat agents arises from the use of software. Software can never be exhaustively tested for bugs, and the larger the piece of software the greater the chance of encountering a bug when using it. Malicious programs are everywhere and in great numbers. They are probably one of the most sophisticated threats to a computer system. They are programs that exploit the vulnerabilities in computer systems. Figure 2 illustrates the different types of malicious programs (source [39]).

A trapdoor is a backdoor to a program that allows someone to gain access without going through the usual procedures. The logic bomb is a time bomb. It is a piece of code, part of a legitimate program that is set to “detonate” when certain conditions are met. The Trojan horse is exactly what history says it is. It is a program that does something different than what it says it does. A virus is a program that inflicts other legitimate programs by modifying their context. A dangerous virus category is the one that amends the boot sector of an active bootable hard disk. This type is extremely difficult to disinfect without accepting a serious impact. For the purposes of this paper we will use the following definition:

A computer virus is an executable that replicates and attaches itself to other executables.

There are a lot of different types of viruses such as: parasitic, stealth, polymorphic, and macro viruses. Computer viruses were first introduced in the computing community in the 1960s. Viruses nowadays have become very sophisticated and their numbers have increased exponentially since they were first introduced. According to [40]: “Small businesses in the UK are losing £9.5m a year because they do not take basic steps to protect themselves against computer viruses.” Worms are similar to viruses with one exception: they use network connections to spread from system to system. Bacteria are programs that replicate themselves. The simplest bacteria I can think of is a “.exe” that executes itself. Our argument is that with today’s technology, using certain artificial intelligence techniques, one could develop a malicious program able to “understand” the environment it is in, and react to certain stimuli. In the hypothetical case of such a program attacking a computer system, then the threat agent the enterprise is facing is not the programmer that developed the malicious program, but the program itself. Two very dangerous and important attributes of malicious software are the polymorphism and the metamorphism. According to [41]:

“Polymorphism is the process through which malicious code modifies appearance to thwart detection without actually changing its underline functionality.

Metamorphism takes the process of mutating the specimen a step further by slightly changing the functionality of the virus as it spreads.”

Analysing the different types of malicious programs goes beyond the scope of this paper, but needless to say, the most dangerous types are those that do not need a host program to run, are platform independent, and can mutate over time according to external or internal stimuli. 

Nations, corporations, organized crime, terrorists, and the ESAs can employ hackers, crackers and amateurs to achieve their goals. Hackers, crackers, and amateurs can be part of the aforementioned groups.  We think of it as a two-way inheritance. Each combination has different attributes, and more than one combination can exist in any one group.
3. Threat Agent Identification
In agreement with [42] and [43], the threat agent identification should be a continuous process as their attributes change constantly. Information from different sources should be collected and combined where appropriate and threat agents should be identified and classified according to their nature and to the scope of the assessment. All agents will fall into one of the aforementioned categories. Each category may have a number of attributes. Once an entry is recorded it should not be deleted as threat agents can exist in different states (active, inactive, dormant, dead…). It is accepted that threat agents may mutate over time, acquiring new capabilities. We believe that it is important, and completely ethical, to observe threat agents and record their movements throughout their lifetime. It is often that one threat agent arose like the phoenix from the ashes of an old one. In that case we can use the history data and claim them to be accurate. 

The following inputs can be used to identify threat agents:

·  Threat agent catalogue – standard catalogues of threat agents acquired from the national and international authorities.

· Historical threat agent data – data about the activity of threat agents collected by the enterprise and other private and/or public organizations.

· Enterprise technical environment reports – based on the Porters’ model [44], examining the technical environment we will be able to identify the nature of threat agents that are active (or inactive) in that environment.

· Business environment reports – examining the business environment we will be able to identify the nature of threat agents that are active (or inactive) in that environment.

· Physical environment reports - examining the physical environment we will be able to identify the nature of threat agents that are active (or inactive) in that environment.

· Current knowledge of senior managers – senior managers will have knowledge of the main incidents that occurred in the past.

· Current knowledge of stakeholders – stakeholders will have a high level view of the history of incidents.

· Current knowledge of staff – staff will have detailed knowledge of most incidents.

· Stakeholder List – identified stakeholders might be associated with threat agents. 

One threat agent attribute that will have to be taken into consideration in a threat assessment is the hostility intention. Figure 3 presents the hostility structure. We distinguish between those threat agents that are hostile towards our system and to those which are not. We use the term “hostile” to express an intention towards the system, and if they have identified it as a target. From their nature (see above) career criminals and crackers can only be hostile towards a system. On the other hand, amateurs and hackers can cause either intentional or unintentional damage. Hackers though, by definition, will never be hostile towards a system. Should this happen, then they convert into crackers. Amateurs, most of the times, have no good idea of their actions or of their side-effects, hence they can cause unintentional damage while browsing the network for example. Hackers, although computer literate, most of the times are not able to fully understand the system they are exploiting, and the side effects of their actions to that system. All they see in their monitors is a terminal and some sort of text feedback. It is not difficult for them to cause an unintentional disruption to the system simply by following an information gathering technique (see [45], [9]). The same person can very easily be transformed from a non-hostile agent to a hostile one. The hostility attribute of an agent will change as the agent mutates over time.

Hostile threat agents are those that knowingly set out to cause loss or damage to a system. Crackers are probably the most dangerous hostile threat for a computing system. They are so because they have a brain! That is, they have the knowledge, and the motivation to perform active attacks, and they have the capabilities to create the opportunities needed in order to perform them (the attacks). No information security officer can be so naïve as to claim that he/she is able to predict all the possible actions of a human attacker. The human mind has the unique ability to see a problem from different angles, and should there are no more; it will invent some new ones! Never the less, attackers follow distinct patterns, which are depended on their knowledge, procedure and scope. These patterns can be used in order to predict the “future” of the attack.
4. Likelihood & Importance Analysis
The purpose of a threat assessment can be either preventive or corrective, and the threat assessment can take place either before a system has gone live or after. If there are threat data, then we need to use them for calculating the likelihood of each threat agent. According to Carroll[46] and Stalling[39], threat data can be gathered from: the general population, from a similar system, estimation of number of occurrences in a given time period, and by using the DELPHI approach. 
The likelihood of each threat agent performing an attack against the enterprise for a given time period is defined as the number of times that the agent has been active over that period.

 It is obvious that during the likelihood calculation we should ensure that the time period value remains the same for all the agents under analysis. The likelihood calculation activity may use the following inputs:

· Threat Agent Preference List – listing the threat agents that are selected for further investigation,

· History Threat Agent Data – details of threat agent activity from internal and external sources,

· Current knowledge of senior managers – their perspective about threat agent activity,

· Current knowledge of stakeholders – their perspective about threat agent activity,

· Current knowledge of staff – their perspective about threat agent activity.

According to the reports analyzing the environment of the enterprise (based on the five forces from the Porters’ model [44]), threat agents will be more, or less important in the assessment. For all the entries in the Threat Agent Preference List, we must calculate their importance. The value of the importance property will be a natural number 
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 ranging from 0, for the lowest importance, to a positive number, for the highest important. Threats with an importance of 0 should be excluded from any further investigation, but not from the Threat Agent List, as very easily the assessment variables may change. The importance calculation activity may use the following inputs:

· Threat Agent Preference List – listing the threat agents selected for further investigation,

· Technical Environment Report – examining the technical environment into which the enterprise is operating,

· Business Environment Report – examining the business environment into which the enterprise is operating,

· Physical Environment Report – examining the physical environment into which the enterprise is operating.

5. THREAT AGENT ATTRIBUTES
According to [6], for a threat agent to be able to exploit a vulnerability, three factors must be in place: the capability factor, the motivation factor and the opportunity factor. Each of these factors will be extensively discussed in the following pages. For calculating the threat agent attributes, there is a need for a three-dimensional matrix. In the x-axis there will be the selected vulnerabilities of the assets included in the Asset Preference List (list that contains the assets that were selected for further investigation in the threat assessment). In the y-axis there will be the threat agents included in the Threat Agent Preference List. In the z-axis there will be the above three factors (capability, motivation, opportunity), which are of the Boolean data type. They can be either true or false. (The capability calculation is more complicated and is examined further down).  What we need to keep in mind is that nature does not need motivation to “do things”, it creates its own opportunities, and is always capable of the worst. The following is a graphical representation of such a matrix.


Figure 4 – Threat Agent / Vulnerability Matrix
The threats that will “qualify” to the next stage will only be the ones that exist in all three layers of the third dimension. 

5.1. Threat Agent Capability Calculation

This activity calculates the capability of each selected threat agent to exploit the selected vulnerabilities of the assets that were included in the assessment. The capability value of each threat agent will have to be examined against the complexity value of each asset’s vulnerability. The complexity value is being calculated in another process. The metrics for calculating the threat agent capability can be seen in the following tables. Of course each threat agent type has a different set of metrics. The source of the metrics is [8], and the tables are printed after permission from A. Jones. Table 2 presents the metrics for the “nation-state” threat agent category.
	Factor
	Weighting Value

	
	1
	2
	3
	4
	5

	Adult Population (P)
	< 1M
	1–10M
	10–50M
	50–100M
	>100M

	Literacy Level (L)
	<50%
	51-65%
	66-80%
	81-90%
	>91%

	Internet Access (I)
	V. Low
	Low
	Medium
	High
	V. High

	History of 

Relevant Activity (H)
	None
	Intermittent
	Occasional
	Regular
	Regular & 

Widespread

	Technical Expertise (T)
	None
	V. Limited
	Limited
	Adequate
	H. Level

	Gross Domestic 

Product per Capita (G)
	<$1K
	$1-$5K
	$5-$10K
	$10-$20K
	>$20K

	Allied Nation 

Capability (N)
	None
	Limited
	Medium
	High
	V. High

	Indigenous IW 

Capability (AA)
	None
	Limited
	Medium
	High
	V. High

	Other Factors (AB)
	
	
	
	
	Religious 
Fundamentalism,

 Support of 
International 

Terrorism


Table 2 – Nation-State Metrics

After taking under consideration the above metrics, the capability is calculated using the following formula:

Nation-State Capability = (Adult Population of Country * Literacy + Other Factors) + (History of Relevant Activity * 6) + (Technical Expertise * 2 + Indigenous IW Capability * 2 + Internet Access * 2) + GDP per Capita + Allied Nation Capability

Table 3 presents the metrics for the “terrorism & terrorist groups” threat agent category.
	Factor
	Weighting Value

	
	1
	2
	3
	4
	5

	Number of Activists (A)
	<500
	501-1000
	1001-5000
	5001-10000
	> 10000

	Education Level (E)
	V. Low
	Low
	Medium
	High
	V. High

	Internet Access (I)
	V. Low
	Low
	Medium
	High
	V. High

	History of 
Relevant Activity (H)
	None
	Intermittent
	Occasional
	Regular
	Regular & 
Widespread

	Technical Expertise (T)
	None
	V. Limited
	Limited
	Adequate
	H. Level

	Funding (F)
	None
	V. Limited
	Limited
	Adequate
	Unlimited


Table 3 – Terrorism & Terrorist Groups Metrics

After taking under consideration the above metrics, the capability of the “Terrorist Groups” is: 

Terrorist Group Capability = (Number of Activists * 5 + Level of Education * 2) + (History of Relevant Activity * 7 + Technical Expertise * 2 + Internet Access * 2) + (Funding * 2)

Table 4 presents the metrics for the “ESA” threat agent category.

	Factor
	Weighting Value

	
	1
	2
	3
	4
	5

	Spread of Membership (M)
	1-5
	6-10
	11-20
	21-30
	>31

	Number of Members (A)
	< 500
	501-1K
	1K–5K
	5K–10K
	>10K

	Funding (F)
	None
	V. Limited
	Limited
	Adequate
	Unlimited

	Target Type (D)
	Local
	National
	National,
H. Profile
	International
	International,
H. Profile

	History of Relevant Activity (H)
	None
	Intermittent
	Occasional
	Regular
	Regular
& Widespread

	Sponsoring Countries or Organizations (S)
	1-5
	6-10
	11-20
	21-30
	>31


Table 4 – ESA Metrics

After taking under consideration the above metrics, the capability of the “ESA” threat agent is calculated using the following formula:

ESA Capability = (Number of Activists * 5 + Spread of membership * 2) + (History of Relevant Activity * 7) + Target Type * 2) + (Attack Characteristics) + (Sponsorship) + (Funding * 2)

Table 5 presents the metrics for the “Corporation” threat agent category.
	Factor
	Weighting Value

	
	1
	2
	3
	4
	5

	Market State (V)
	Decline
	Static
	Volatile
	Buoyant
	Turmoil

	Organization Size (Q)
	<500
	501-1K
	1–5K
	5–10K
	>10K

	Target Type (D)
	Local
	National
	National, 
H. Interest
	International
	International, 
H. Interest

	History of  Relevant Activity (H)
	None
	Intermittent
	Occasional
	Regular
	Regular 
& Widespread

	Technical Expertise (T)
	None
	V. Limited
	Limited
	Adequate
	H. Level


Table 5 – Corporation Metrics
After taking under consideration the above metrics, the capability of the “Corporation” threat agent is calculated using the following formula:

Corporation Capability = (Market State * 4) + (Organization Size * 4) + (Type of Target * 2) + (History of Relevant Activity * 7)

Table 6 presents the metrics for the “Criminal Groups” threat agent category.
	Factor
	Weighting Value

	
	1
	2
	3
	4
	5

	Geographic Group Range (R)
	Decline
	Static
	Volatile
	Buoyant
	Turmoil

	Group Size (Q)
	<500
	501-1K
	1–5K
	5–10K
	>10K

	Type of Crime (B)
	Prostitution, 
Usery, 
Protection
	Construction, 
Debt Collection
	Fraud
	Money 
Laundering,
Gambling
	Industrial 
Espionage, 
Smuggling

	History of Relevant Activity (H)
	None
	Intermittent
	Occasional
	Regular
	Regular 
& Widespread

	Technical Expertise (T)
	None
	V. Limited
	Limited
	Adequate
	H. Level


Table 6 – Criminal Groups Metrics

After taking under consideration the above metrics, the capability of the “Criminal Groups” threat agent is calculated using the following formula:

Criminal Group Capability = (Group Range * 3) + (Group Size * 3) + (Type of Crime * 4) + (History of Relevant Activity * 4) + (Technical Expertise * 7)

Table 7 presents the metrics for the “Hacker/Cracker/Amateur Groups” threat agent category.
	Factor
	Weighting Value

	
	1
	2
	3
	4
	5

	Group Size (Q)
	< 50
	51-100
	101–200
	201–300
	>300

	History of Relevant Activity (H)
	None
	Intermittent
	Occasional
	Regular
	Regular 
& Widespread

	Technical Expertise (T)
	None
	V. Limited
	Limited
	Adequate
	H. Level

	Reason for Target Selection (U)
	Curiosity
	Rebellion
	Criminal Gain
	Belief
	Revenge, 
Religion, 
Racism, 
Nationalism


Table 7 – Hacker/Cracker/Amateur Groups Metrics
After taking under consideration the above metrics, the capability of the “Hacker/Cracker/Amateur Groups” threat agent is calculated using the following formula:

Hacker/Cracker/Amateur Group Capability = (Group Size * 4) + (History of Relevant Activity * 7) + (Technical Expertise * 3) + (Target Selection * 6)

The activity uses the following inputs:

· Threat Agent Metrics – tables and formulas containing metric data for each threat agent category,

· Historical threat agent data – threat agent data from internal and external to the enterprise sources

· Threat Agent Preference List – listing the threat agents selected for further investigation.

· Vulnerability List – listing vulnerabilities of the assets listed in the Asset Preference List,

· Vulnerability Preference List – listing vulnerabilities selected for further analysis.

The activity does not produce a distinct output; rather it processes and amends the Threat List.

5.2. Threat Agent Opportunity Calculation

This activity calculates the opportunities that are presented to each selected threat agent for exploiting the selected vulnerabilities of the assets that were included in the threat assessment. The opportunity factor is affected by the following variables:

· Access to Information – an agent that does not know of a vulnerability cannot exploit it,

· Changing Technologies – new technology might give the means to an agent to exploit a previously countered vulnerability,

· Target Vulnerability – a vulnerability that either is not discovered or not countered by the enterprise.

· Target profile – the profile of an enterprise might offer an opportunity to an agent, e.g.: a university has to maintain an “open” network.

· Public Perception – perception is an important factor with a range of weightings. Depending on the agent and on the enterprise, public perception might have a tremendous weighting on the opportunity factor, e.g.: a pharmaceutical company is perceived to be conducting illegal experiments to animas; activists now have the opportunity to legitimately attack the above company, having the public support in their side.

The concept of metrics is not feasible in this calculation. The assessor will have to use the reports analyzing the environment of the enterprise, and the perspective of the stakeholders in order to identify the opportunities that are presented to the threat agents listed in the Threat Agent Preference List.

The activity uses the following inputs:

· Threat Agent Preference List – listing the threat agents selected for further investigation.

· Current knowledge of stakeholders – their perception and opinion on the types that should be further examined.

· Technical Environment Report – examining the technical environment into which the enterprise is operating,

· Business Environment Report – examining the business environment into which the enterprise is operating,

· Physical Environment Report – examining the physical environment into which the enterprise is operating.

· Vulnerability List – listing vulnerabilities of the assets listed in the Asset Preference List (O5.2),

· Vulnerability Preference List – listing vulnerabilities selected for further analysis.

The existence of all inputs is not obligatory. Based on the state of the enterprise and the experience of the assessor other inputs might be available. The activity does not produce a distinct output; rather it processes and amends the Threat List.
5.3. Threat Agent Motivation Calculation

This activity calculates the motivation of each selected threat agent for exploiting the selected vulnerabilities of the assets that were included in the threat assessment. The activity uses the information about threat agents in conjunction with the vulnerability information from this stage to calculate the motivational factor of each agent.

According to Jones [47], the factors that motivate a threat agent are diverse and might operate singly or in unison. According to the previous author the primary groupings of threat agent motivators are the following:

· Political – 

· Secular – supporting secular believes will motivate the agents to a high level of action,

· Personal Gain – it can be financial gain, acquisition of knowledge, and/or peer recognition. Hackers will be highly motivated when they are hunting for knowledge, crackers will be highly motivated when they are trying to be recognized, and organized criminal groups will be highly motivated when there is a financial gain behind their actions.

· Religion – This is one of the most regularly observed motivational factors. “Holy” wars have been fought throughout history. While the traditional wars are mutating to become informational wars, this motivational factor is expected to become one of the most important ones. People are ready to die to fulfill their religious believes and will proceed to extreme actions for doing so. Attacks caused by this motivational factor are expected to be conclusive.

· Terrorism – Cyber-terrorism is expected to be the next mutation of terrorism, as we know it in the 21st century. Although most recognized terrorist groups do not have the capability to enter such a phase, there are more than one instances of such groups displaying cyber-terrorist actions. Traditional terrorist actions have the unique goal of causing terror. Cyber-terrorist actions will have exactly the same goal, so the attacks will have quite a large impact on the enterprise.

· Curiosity – Hacker’s main line of defense. A hacker moved by curiosity is expected to go in an extreme way in order to fulfill this basic need. Attacks initiated by this factor are expected to succeed as time becomes of no importance. An agent will not spend extreme resources, but it will try a variety of methods in order to acquire the necessary information.

The activity uses the following inputs:

· Current knowledge of senior managers – 

· Current knowledge of stakeholders – 

· Threat Agent Preference List – listing the threat agents selected for further investigation,

· Threat Agent List – listing the identified threat agent individuals and groups,

· History threat agent data – threat agent data from internal and external to the enterprise sources,

· Threat Agent Metrics – tables containing metrics for each threat agent category,

· Vulnerability List – listing vulnerabilities of the assets listed in the Asset Preference List (O5.2),

· Vulnerability Preference List – listing vulnerabilities selected for further analysis.

The existence of all inputs is not obligatory. Based on the state of the enterprise and the experience of the assessor other inputs might be available. The activity does not produce a distinct output; rather it processes and amends the Threat List (O10.1).
6. Conclusion
It is accepted by the EU that there are several “cyber-threats” (see [48]) and that all member-countries should collectively find a solution for minimizing those threats. Despite the warnings though, the worldwide economic damage due to “cyber-threats”, in 2002 was more than $35.000m (source [21]).  Based on these figures, it is apparent that old solutions cannot address and manage modern risks. Modern security management methods now acknowledge that most risks cannot be completely eliminated and that they need to be managed in a cost effective manner. 

We have argued that the information security officers should be concerned with the threats that their system is facing and not with the risks. Our modern computing world demands the development of new methods for effectively and accurately tackling threats. Our approach is trying to manage threat by examining its source, the threat agent. By taking away from the threat agents the capability of creating the opportunities for exploiting vulnerabilities, we effectively minimize the “cyber-threats” that are responsible for millions of losses every year.

A system that will effectively monitor threat agents and their actions in cyberspace is being developed by the Information Security Research Group (ISRG) of the University of Glamorgan. The system is called G4DS and is using GRID technology to exchange knowledge about security incidents and countermeasures.
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Figure 1 – Threat Agent Classification
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