Scheme for V Semester

	Course Code
	Course Title
	Teaching
	Examination

	
	
	L-T-P

(Hrs/Week)
	Credits
	IA
	Theory (SEE)
	Practical (SEE)

	
	
	
	
	Max. Marks
	*Max. Marks
	Duration

in hours
	Max. Marks
	Duration

In hours

	15UCSC500
	Data Communication
	4-0-0
	4
	50
	100
	3
	-
	-

	15UCSC501
	Compiler Design 
	4-0-0
	4
	50
	100
	3
	-
	-

	15UCSC502
	Data Base Management Systems
	4-0-0
	4
	50
	100
	3
	-
	-

	15UCSC503
	Software Engineering
	4-0-0
	4
	50
	100
	3
	-
	-

	15UCSC504
	Unix System Programming
	4-0-0
	4
	50
	100
	3
	-
	-

	15UCSL505
	System Software Laboratory
	0-0-3
	1.5
	50
	-
	-
	50
	3

	15UCSL506
	DBMS Laboratory
	0-0-3
	1.5
	50
	-
	-
	50
	3

	Total
	20-0-6
	23
	350
	500
	-
	100
	-


IA: Internal Assessment                 

SEE: Semester End Examination 

L: Lecture 


T: Tutorials 

P: Practical 


*SEE for theory courses is conducted for 100 marks and reduced to 50 marks.

Scheme for VI Semester

	Course Code
	Course Title
	Teaching
	Examination

	
	
	L-T-P

(Hrs/Week)
	Credits
	IA
	Theory (SEE)
	Practical (SEE)

	
	
	
	
	Max. Marks
	*Max. Marks
	Duration

in hours
	Max. Marks
	Duration

In hours

	15UCSC600
	Computer Networks
	4-0-0
	4
	50
	100
	3
	-
	-

	15UCSC601
	Advanced Object Oriented Programming
	4-0-0
	4
	50
	100
	3
	-
	-

	15UCSC602
	Object Oriented  System Modelling and Design
	4-0-0
	4
	50
	100
	3
	-
	-

	15UCSL603
	Industry Oriented Programming Practices
	1-0-2
	2
	50
	-
	-
	50
	3

	15UCSL604
	Network Programming Laboratory
	0-0-3
	1.5
	50
	-
	-
	50
	3

	15UCSL605
	Advanced Object Oriented Programming  Laboratory
	0-0-3
	1.5
	50
	-
	-
	50
	3

	15UCSL606
	Mini Project
	0-0-8
	4
	50
	-
	3
	50
	3

	15UCSEXXX
	Elective  1
	3-0-0
	3
	50
	100
	3
	-
	-

	15UCSEXXX
	Elective  2
	3-0-0
	3
	50
	100
	3
	-
	-

	Total
	19-0-16
	27
	450
	500
	-
	200
	-


IA: Internal Assessment 

SEE: Semester End Examination 

L: Lecture 


T: Tutorials 

P: Practical 


*SEE for theory courses is conducted for 100 marks and reduced to 50 marks.

Inventory of Electives 

	Sl. No.
	Course Title 
	VI Semester

	1
	System Modeling and Simulation
	15UCSE605

	2
	Digital Image Processing
	15UCSE606

	3
	Advanced Data Structures and Algorithms
	15UCSE607

	4
	Artificial Intelligence
	15UCSE608

	5
	Pattern Recognition 
	15UCSE609

	6
	Principles of Programming Languages
	15UCSE610

	7
	Web Technologies
	15UCSE611

	8
	Mobile Application Development
	15UCSE612


V SEMESTER

	15UCSC500
	Data Communication
	(4-0-0) 4


Course Learning Objectives: This course is at undergraduate level for 52 hours contact period with focus on following learning perspectives.

· Evolution of network and internet.

· Protocols, applications pertaining to network and internet communication.

· Layered architecture and services.

· Network performance measurement and emerging technologies.

Course Outcomes: At the end of the Semester student should be able to: 
	CO #
	Description of Course Outcomes
	Substantial
	Moderate
	Low

	
	
	
	
	

	CO 1
	Identify and understand protocol stack, switching techniques suitable to different communication networks. 
	2
	 
	 

	CO 2
	Represent analog and digital data for different coding techniques in data communication. 
	13
	 
	 

	CO 3
	Verify and validate 1 bit, 2 bit and 3 bit errors in data communication. 
	2
	 
	 

	CO 4
	Identify different multiplexing techniques, media, channel and switches for different networks. 
	 
	14
	1

	CO 5
	Understand and Apply the different techniques for reliable communication. 
	 
	13
	5

	CO 6
	Compare and contrast the different protocols available for effective channel utilization. 
	 
	12
	 

	PO
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16

	Mapping Level
	1
	2
	-
	-
	1
	-
	-
	-
	-
	-
	-
	2
	2.5
	-
	-
	-


Prerequisites: Nil

Course Contents:
	1.
	Communication Networks and Services: Evolution of Network Architecture and Services: Telegraph Networks and Message Switching, Telephone Networks and Circuit Switching, and the Internet, Computer Networks and Packet Switching
	2 Hrs

	2.
	Applications and Layered Architectures: Examples of Protocols, Services, and Layering: HTTP, DNS, and SMTP, TCP and UDP Transport Layer Services; The OSI Reference Model:  The seven layer OSI Reference Model, Unified View of Layers, Protocols, and Services Overview of TCP/IP Architecture: TCP/IP Architecture, TCP/IP Protocol: How the layer work together, Protocol Overview; Application Layer Protocols and TCP/IP Utilities
	7 Hrs



	3.
	Digital Transmission Fundamentals: Digital Representation of Information: Block-Oriented Information, Stream Information; Why Digital Communications ?: Comparison of Analog and Digital Transmission, Basic properties of Digital Transmission Systems; Digital Representation of Analog Signals: Bandwidth of  Analog Signals, Sampling of an Analog Signal, Digital Transmission of Analog Signals; Characterization of Communication Channels: Frequency Domain Characterization, Time Domain Characterization; Fundamental Limits in Digital Transmission: The Nyquist Signaling Rate,  The Shannon Channel Capacity;  Line Coding ;Modems and Digital Modulation: Binary Phase Modulation, QAM and Signal Constellations, Telephone Modem Standards; Properties of Media and Digital Transmission Systems: Twisted Pair, Coaxial Cable, Optical Fiber, Radio Transmission, Infrared Light; Error Detection and Correction:  Error Detection, Two Dimensional Parity Checks, Internet Checksum, Polynomial Codes, Standardized Polynomial Codes, Error Detecting Capability of a Polynomial Code.
	16 Hrs

	4.
	Circuit Switching Networks: Multiplexing: Frequency Division Multiplexing, Time Division Multiplexing, Wavelength-Division Multiplexing; SONET: SONET Multiplexing, SONET Frame Structure; Transport Networks: SONET Networks, Optical Transport networks; Circuit Switches: Space Division Switches, Time Division Switches; The Telephone Network: Transmission Facilities, End to End Digital Services.
     
	8 Hrs



	5.
	Peer-to-Peer Protocols and Data Link Layer: Peer-to-Peer Protocols: Peer –to-Peer   Protocols and Service Models; ARQ Protocols and Reliable Data Transfer Service: Stop-and-Wait ARQ, Go-Back-N ARQ, Selective Repeat ARQ; Other Peer-to-Peer Protocols; Data Link Controls: Framing; Point to Point Protocol; HDLC Data link Control; Link Sharing using Packet Multiplexers: Statistical Multiplexing, Speech Interpolation and the Multiplexing of Packetized Speech.




	12 Hrs


	6.
	Medium Access Control Protocols and Local Area Networks: The Medium Access Control Protocols: Multiple Access Communications; Random Access: ALOHA, Slotted ALOHA, CSMA, CSMA-CD; Scheduling Approaches to Medium Access Control: Reservation Systems, Polling, Token-Passing Rings; Channelization:   FDMA, TDMA, CDMA.


	7 Hrs


Books:

1) Alberto Leon Garcia and Indra Widjaja, “Communication Networks”, “Fundamental Concepts and Key architectures”, 2/E, Prentice Hall India. Tata McGraw-Hill.  

2) Behrouz A. Forouzan, “Data Communications and Networking”, 5/E Tata McGraw-Hill

3) William  Stallings, “Data and Computer Communication”, 5/E, Pearson Publications
	15UCSC501
	Compiler Design
	(4-0-0) 4


Course Learning Objectives:

This course is at undergraduate level for 52 contact hours / 4 credits with the focus on following learning perspectives:

· Structure of a compiler and activities of different phases of compilation process.

· Representation of patterns and syntax using lexical rules and grammars respectively.

· Working of parsers, translation schemes, code optimization and code generation.

· Working of assemblers, loaders, linkers, macro processor.

· Programming exposure for writing lexical analyzer and parser using standard tools.

Course outcomes:
At the end of this course, students will meet the learning objectives through following observable measurable outcomes by undergoing various tests planned by the course teacher as a part of course assessment.  
	CO #
	Description of the Course Outcomes
	Substantial


	Moderate


	Low


	CO 1
	Write lexical rules & grammars for a given patterns & syntax respectively. 
	13
	-
	1,2,15

	CO 2
	Design and implement the following systems using any standard compiler writing tools.


  a) Lexical analyzer b) Parser                                  
	13, 14
	-
	1,2,3,5,15

	CO3
	Write a parser and hand simulate for a given input based on: a) Top-down parsing techniqueb) Bottom-up parsing technique    
	13, 14
	-
	1,2,3,15

	CO4
	Write the optimized intermediate code for any syntax given in high level language.  
	13
	-
	1,2,3,15

	CO5
	Understand the working principles used to handle the data access in terms of: a) Stack allocation b) Heap management c) Garbage collection technique.                                         
	13
	-
	1,2,3,15

	CO6
	Generate optimized code for the given intermediate code and target code.                                                                         
	13
	-
	1,2,3,15

	CO7
	Design and hand simulate the following for a given specification 

a) Assembler

b) Macros

c) Linkers & loaders 

	13,14
	-
	1,2,3,15


	PO (
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16

	Mapping Level
	1
	1
	1
	-
	1
	-
	-
	-
	-
	-
	-
	-
	3
	3
	1
	-


Prerequisites: Knowledge of:

                         1. Finite automata and formal Languages 

                         2. Any programming language.
Contents:

	1.
	Introduction: Different Phases of Compilers, Comparison of Compilers and Interpreters. Top-down Parsing: RDP and Predictive parsing.
	10 Hrs

	2.
	Bottom-up Parsing:  Simple LR, More powerful LR parsers (LR (0), SLR, and LALR), ambiguous grammars.
	8 Hrs

	3.
	Intermediate Code Generation and Optimizations: Syntax-directed translation; Syntax-directed translation schemes, Variants of syntax trees; Three-address code; Types and declarations; Translation of expressions; Type checking; Control flow; Back patching; Switch statements; Intermediate code for procedures. Various techniques of machine independent optimization.
	8 Hrs

	4.
	Run-Time Environments: Storage Organization; Stack allocation of space; Access to non-local data on the stack; Heap management; Introduction to garbage collection.         
	6 Hrs

	5.
	Code Generation: Issues in the design of Code Generator; The Target language; Addresses in the target code; Basic blocks and Flow graphs; Optimization of basic blocks; A Simple Code Generator.
	6 Hrs

	6.
	Ancillary Code Processing Techniques: Generic description of Assembler, Loader, Linker and Macro’s. Assemblers: Basic Assembler Features & Functions, Assembler Design   Operations - One-Pass Assembler, Multi-Pass Assembler.  Loaders and Linkers: Basic Loader Functions - Design of Loaders and Linkers Macro Processor: Design of Macro Processors.

	14 Hrs




Books:

1) Alfred V Aho, Monica S. Lam, Ravi Sethi, Jeffrey D Ullman- Compilers- “Principles, Techniques and Tools”, 2/E, Addison-Wesley, 2007.

2) D.M.Dhamdhere, “System Programming and Operating Systems”, 2nd revised edition, Tata McGraw - Hill, 2009 reprint.

3) Charles N. Fischer, Richard J. leBlanc, Jr. “Crafting a Compiler with C”, Pearson Education, 2008.

4) Andrew W Apple- “Modern Compiler Implementation in C”, Cambridge University Press, 2004.


	15UCSC502
	Data Base Management Systems
	(4-0-0) 4


Course Learning Objectives: This course is at undergraduate level for  4 credits , 52 contact hours focusing on data models and relational theories, database design, programming using SQL/PL-SQL , database architecture and transaction concepts.
Course Outcomes:    At the end of DBMS theory course, students will be able to:

	CO #
	Description of the Course Outcomes
	 Substantial 
	 Moderate 
	Low

	CO 1
	Identify entities, attributes and their relationship, prepare ER model for the given problem.
	13
	3
	2

	CO 2
	Design database in appropriate normal form for the given problem.
	13
	-
	-

	CO 3
	Write the queries using operators of relational algebra and basic SQL.
	14
	-
	5

	CO 4
	Write the programs using advanced features of data base programming like: PL/SQL, Cursors, Triggers, Stored procedures and Functions for given any query.  
	14
	-
	5

	CO 5
	Understand the internal architecture of any RDBMS in-terms of memory, process models and thereby know the parsing /execution of SQL statements.
	-
	-
	13

	CO 6
	Understand the interleaved operations of transactions and apply various strategies to resolve the conflicts to maintain stable state of the databases instance.
	-
	13
	-

	POs(
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16

	Mapping Level
	-
	1
	2
	-
	-
	-
	-
	-
	-
	-
	-
	-
	2.25
	3
	-
	-


Prerequisites: Knowledge of:

a. Relational algebra

b. Set theory

c. Data structure

Course Contents:

	1.
	Introduction: Introduction; An example; Characteristics of Database approach; Actors on the screen; Workers behind the scene; Advantages of using DBMS approach; A brief history of database applications; when not to use a DBMS. Data models, schemas and instances; Three-schema architecture and data independence; Database languages and interfaces; The database system environment; Centralized and client-server architectures; Classification of Database Management systems. 


	4 Hrs



	2.
	Entity-Relationship Model: Using High-Level Conceptual Data Models for Database Design; An Example Database Application; Entity Types, Entity Sets, Attributes and Keys; Relationship types, Relationship Sets, Roles and Structural Constraints; Weak Entity Types; Refining the ER Design; ER Diagrams, Naming Conventions and Design Issues; Relationship types of degree higher than two.

	4 Hrs



	3.
	Relational Model and Relational Algebra: Relational Model Concepts; Relational Model Constraints and Relational Database Schemas; Update Operations, Transactions and dealing with constraint violations; Unary Relational Operations: SELECT and PROJECT; Relational Algebra Operations from Set Theory; Binary Relational Operations: JOIN and DIVISION; Examples of Queries in Relational Algebra; Relational Database Design ER- to-Relational Mapping.
	9 Hrs

	4.
	SQL–1: SQL Data Definition and Data Types; DDL statements like creation and specification od table, DCL statements  for Schema change, alter, delete etc; DML statements like Insert, Delete and Update statements in SQL etc and more complex statements for Basic queries  Nested sub queries, Correlated sub queries.  
	8 Hrs



	5.
	SQL–2: PL/SQL; Specifying constraints as Assertion and Trigger; Views (Virtual Tables) in SQL; Additional features of SQL; Database programming issues and techniques; Embedded SQL, Dynamic SQL; Database stored procedures and SQL.  
	8 Hrs



	6.
	Database Design – 1: Informal Design Guidelines for Relation Schemas; Functional Dependencies; Normal Forms Based on Primary Keys; General Definitions of Second and Third Normal Forms; Boyce-Codd Normal Form.
	6 Hrs



	7.
	Database Design –2: Properties of Relational Decompositions; Algorithms for Relational Database Schema Design; Multivalued Dependencies and Fourth Normal Form; Join Dependencies and Fifth Normal Form; Inclusion Dependencies; Other Dependencies and Normal Forms.

	6 Hrs



	8.
	Transaction Management: The ACID Properties; Transactions and Schedules; Concurrent Execution of Transactions; Lock- Based Concurrency Control; Performance of locking; Transaction support in SQL; Introduction to crash recovery; 2PL, Serializability and Recoverability; Lock Management; Introduction to ARIES; The log; Other recovery-related structures; The write-ahead log protocol; Check pointing.   


	7 Hrs




Suggested contents for the activities of beyond the syllabi:

1. Study of any DB architecture.                               

2. Solving real life problems.                                                    

3. Use of software tools for creating data models (ER Diagram).

Books:

1) Elmasri and Navathe, “Fundamentals of Database Systems”, 5/E, Addison-Wesley, 2009

2) Raghu Ramakrishnan and Johannes Gehrke, “Database Management Systems”, 3/E, McGraw-Hill, 2003.

3) Silberschatz, Korth and Sudharshan, “Data base System Concepts”, 6/E, Mc-GrawHill, 2010.

4) C.J. Date, A. Kannan, S. Swamynatham, “A Introduction to Database Systems”, 8/E, Pearson education, 2006.


	15UCSC503
	Software Engineering
	(4-0-0) 4


Course Learning Objectives: This course is at undergraduate level for 52 contact hours, to make students know the process of software system development and enable them to develop software system using engineering techniques. 

Course Learning Outcomes: At the end of the course, student should be able to:

	CO #
	Description of Course Outcomes
	Substantial
	Moderate
	Low

	
	
	
	
	

	CO 1
	Identify various system requirements and build system specification reports to solve real life problems in various domains and develop domain expertise.
	2
	3
	1,2

	CO 2
	Conceptualize the system through design and modelling the system architecture, components and processes with quality and standards.
	13
	16
	12

	CO 3
	Develop software system using 

a)  Industry relevant tools for analysis, design,   development and testing.

b) Properties of programming languages for  system  development and testing and    development and testing and

c)   Engineering techniques
	5,13,14
	15
	4,6

	CO 4
	Manage project in terms of:

a) Project risk

b) Project Configuration/versions

c) Project Cost and Project Resources
	9,11,16
	10,7
	8

	CO 5
	Validate and verify the given system. 
	15
	-
	- 

	PO
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16

	Mapping Level
	1
	3
	2
	1
	3
	1
	2
	1
	3
	2
	3
	1
	3
	3
	2.5
	2.5


Prerequisites:  Knowledge of:

a. Basics of computer systems and its usage.

b. Any Computer Programming Language.

Course Contents:
	1.
	Overview: Introduction: FAQ's about software engineering, Professional and ethical responsibility. Socio-Technical systems: Emergent system properties; Systems engineering; Organizations, people and computer systems; Legacy systems.
	3 Hrs

	2.
	Critical Systems, Software Processes: Critical Systems: A simple safety critical system; System dependability; Availability and reliability. Software Processes: Models, Process iteration, Process activities; The Rational Unified Process; Computer Aided Software Engineering.


	5 Hrs



	3.
	Requirements: Software Requirements: Functional and Non-functional requirements; User requirements; System requirements; Interface specification; The software requirements document. Requirements Engineering Processes: Feasibility studies; Requirements elicitation and analysis; Requirements validation; Requirements management.

	7 Hrs



	4.
	System models: System Models: Context models; Behavioural models; Data models; Object models; Structured methods.                        
	6 Hrs



	5.
	Software Design: Architectural Design: Architectural design decisions; System organization; Modular decomposition styles; Control styles. Object-Oriented design: Objects and Object Classes; An Object-Oriented design process; Design evolution. UI Design Issues.
	8 Hrs

	6.
	Development: Rapid Software Development: Agile methods; Extreme programming; Rapid application development. Software Evolution: Program evolution dynamics; Software maintenance; Evolution processes; Legacy system evolution.




	4 Hrs




	7.
	Verification and Validation: Verification and Validation: Planning; Software inspections; Automated static analysis; Verification and formal methods. Software testing: System testing; Component testing; Test case design; Test automation. Testing Techniques: Equivalence Partitioning, Boundary Value Analysis,, Cause Effect Graphing, Test Generation from Predicates, Statement testing, Branch Testing, Condition Testing, Path Testing, Procedural Call Testing, Data Flow Testing.



	13 Hrs



	8.
	Project Management: Project Management: Management activities; Project planning; Project scheduling; Risk management. Configuration Management, Managing People: Selecting staff; Motivating people; Managing people; The People Capability Maturity Model. Software Cost Estimation: Productivity; Estimation techniques, Project duration and staffing.  
	6 Hrs                                                                                                                                                                            


Scope for Self Learning activities:

Guidelines:

Self-learning components, if included in teaching learning process by course teacher, may be based on the following but not limited to the topics listed below

i. Working experience / learning of any industry popular tools through case studies in understanding software development phases in part or full.
i. Case studies on real-life problem issues. 
ii. Solving real-life problems based on design principles. 
Books:

1) Ian Sommerville, “Software Engineering”, 8/E, Person Education, 2009.

2) Roger S.Pressman, “Software Engineering, Practitioners approach”, 7/E, McGraw-Hill, 2010.

3) Shari Lawrence, P fleeger, Joanne M. Atlee, “Software Engineering Theory and Practice”, 3/E, Pearson Education, 2009.

4) Waman Jawadekar, “Software Engineering Principles and Practice”, Tata McGraw Hill, 2004.
	15UCSC504
	Unix System Programming
	(4-0-0) 4


Course Learning Objectives: This course is at undergraduate level for 4 credits 52 contact hours. It makes the students learn the working of UNIXat system level. It also helps students to understand and implement networked communication using various mechanisms.
Course Outcomes: At the end of this course, the student will be able to:

	CO #

	Description of Course Outcomes

	Substantial

	Moderate

	Low


					
	1

	Explain the need of various standards used while programming under UNIX systems
	13
	-
	-

	2
	Explainthe organization of UNIX file system and write simple programs related to file management
	14
	13
	4

	3
	Explain UNIX supportfor process management and write simple programs to demonstrate process management like process creation, execution, termination
	13
	-
	-

	4
	Explainthe importance of signalsin UNIX environment and write simple programs to demonstrate the use of signals
	14
	13
	4

	5
	Explain the need of daemons and write simple programs to demonstrate the usage of daemons in UNIX environment
	14
	13
	4

	6

	Writesimple programs to demonstrate inter process communication
	14,13
	-
	4


	PO

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

Mapping Level

-
-
-
1
-
-
-
-
-
-
-
-
2.5
3
-
-

	
	

	
	
	


Pre-requisites: Knowledge of Computer Networks and Operating Systems

	1.
	Introduction: UNIX and ANSI Standards: The ANSI C Standard, the ANSI/ISO C++ Standards, Difference between ANSI C and C++, the POSIX Standards, the POSIX.1 FIPS Standard, the X/Open Standards. UNIX and POSIX APIs: The POSIX APIs, the UNIX and POSIX Development Environment, API Common Characteristics
	4 Hrs

	2.
	Unix Files: File Types, The UNIX and POSIX File System, The UNIX and POSIX File Attributes, Inodes in UNIX System V, Application Program Interface to Files, UNIX Kernel Support for Files, Relationship of C Stream Pointers and File Descriptors, Directory Files, Hard and Symbolic Links
	6 Hrs

	3.
	Unix File APIs: General File APIs, File and Record Locking, Directory File APIs, Device File APIs, FIFO File APIs, Symbolic Link File APIs, General File Class, regfile Class for Regular Files, dirfile Class for Directory Files, FIFO File Class
	6 Hrs

	4.
	Unix Processes : The Environment of a UNIX Process: Introduction, main function, Process Termination, Command-Line Arguments, Environment List, Memory Layout of a C Program, Shared Libraries, Memory Allocation, Environment Variables, setjmp and longjmp Functions, getrlimit, setrlimit Functions, UNIX Kernel Support for Processes

	7 Hrs

	5.
	Process Control: Introduction, Process Identifiers, fork, vfork, exit, wait, waitpid, waited, wait3, wait4 Functions, Race Conditions, exec Functions, Changing User IDs and Group IDs, Interpreter Files, system Function, Process Accounting, User Identification, Process Times. Process Relationships: Introduction, Terminal Logins, Network Logins, Process Groups, Sessions, Controlling Terminal, tcgetpgrp, tcsetpgrp, and tcgetsid Functions, Job Control, Shell Execution of Programs, Orphaned Process Groups
	8 Hrs

	6.
	Signals and Daemon Processes: Signals: The UNIX Kernel Support for Signals, signal, Signal Mask, sigaction, The SIGCHLD Signaland the waitpid Function, The sigsetjmp and siglongjmp Functions, Kill, Alarm, Interval Timers, POSIX.lb Timers. Daemon Processes: Introduction, Daemon Characteristics, Coding Rules, Error Logging, Single-instance daemons; Daemon conventions; Client-Server Model
	7 Hrs

	7.
	Interprocess Communication: Introduction; IPC using Pipes, FIFOs, Message Queues, Semaphores and Sockets
	16 Hrs


Books:

1) Terrence Chan, Unix System Programming Using C++, Prentice Hall India, 1999
2) Stephen A. Rago&W.Richard Stevens: Advanced Programming in the UNIX Environment, 2nd Edition, Pearson Education / PHI, 2005
3) Marc J. Rochkind: Advanced Unix Programming, 2nd Edition, Pearson Education, 200
4) Maurice.J.Bach: The Design of the UNIX Operating System –Pearson Education / PHI, 1987
	15UCSL505
	System Software Laboratory
	(0-0-3) 1.5


Course Learning Objectives: 
This course is at undergraduate level for 1.5 credits facilitating the student to learn by practice, writing compiler functionalities and use of system calls in UNIX operating system.

Course outcomes (CO):
At the end of this course, students will meet the learning objectives through following observable and measurable outcomes by undergoing various tests planned by the course teacher as a part of course assessment.  
	Course Outcomes
	Description of the Course Outcomes

At the end of this course, students will be able to _
	Mapping to Program Outcomes(POs)

	
	
	Substantial
	Moderate
	Low

	CO-1
	_Prepare the grammar for the given constructs and _Write a program using compiler writing tools to implement lexical analyzer and parser.
	-
	5,13,14
	1,2,10,15

	CO-2
	_Write a program to _Implement a parser.
	-
	5,13,14
	1,2,3,10,15

	CO-3
	_Write a program to implement assembler functions.
	-
	13,14
	1,2,3,10,15

	CO-4
	_Write a program to _Implement various UNIX commands using system calls.
	-
	14
	1,10,15

	CO-5
	_Use IPC concepts in implementing communication protocol.
	-
	3,13,14
	1,2,10,12,15,16

	PO (
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16

	Mapping

Level
	1
	1
	1.3
	-
	2
	-
	-
	-
	-
	1
	-
	1
	2
	2
	1
	1


Prerequisites:   Knowledge of
1. Unix Operating System
2. Any programming language

3. Finite automata and formal Languages 


Contents:
Course teachers have to design appropriate laboratory activities to ensure the students learning outcomes described in course outcome. Course teachers have to prepare RUBRICS to evaluate learning levels of individual students as per OBE philosophy.

Books:

1. John R. Levine, Tony Mason, Doug Brown- Lex and Yacc, O’reilly, 1995.
2. Stevens W Richard, UNIX System Programming, Prentice Hall, 1998

	15UCSL506
	DBMS Laboratory
	(0-0-3) 1.5


Course Learning Objectives: This course is at undergraduate level for  2 credits focusing on hands on experience on creation of data models, database design, programming using SQL/PL-SQL and development of an application using any high level language.

Course Outcomes:    At the end of DBMS laboratory course, students will be able to:

	CO #
	Description of the Course Outcomes
	Substantial


	Moderate


	Low

	CO 1
	Identify entities, attributes and their relationship, prepare ER model for the given problem.
	13
	3
	2

	CO 2
	Design database in appropriate normal form for the given problem.
	13
	-
	-

	CO 3
	Write the queries using operators of relational algebra and basic SQL.
	14
	-
	5

	CO 4
	Write the programs using advanced features of data base programming like: PL/SQL, Cursors, Triggers, Stored procedures and Functions for given any query.  
	14
	-
	5

	CO 5
	Develop a simple application in high level language to Understand the database connectivity.
	-
	5, 9,10,

13, 14
	11,15

	POs(
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16

	Mapping Level
	-
	1
	2
	-
	1.33
	-
	-
	-
	2
	2
	1
	-
	2.66
	2.66
	1
	-


Prerequisites: Registration for / Completion of:   DBMS theory course 

Contents: Course teacher to decide the experiment list ensuring the full coverage to meet the outcomes.

Part A:  Multiple exercises (Max 10) to meet the course outcomes (CO: 1 to 4).

Part B: Project work (Standalone application or web enabled application) based on knowledge gained from theory course and part-A hands on experience. CO-5)

References:    As listed for DBMS theory course.
VI SEMESTER

	15UCSC600
	Computer Networks
	(4-0-0) 4


Course Learning Objectives: This course is at undergraduate level for 52 hours / 4 credits contact period with focus on following learning objectives:

· Various network services and switching networks.
· Protocol design, implementation and performance issues.

· Various network management issues and possible remedies.

· Virtual networks for security issues in Internet Protocol (IP).

· Mobile Ad hoc networks and Wireless Sensor networks.  

Course Outcomes:  At the end of this course, the student should be able to:

	
	
	
	
	
	
	
	

	CO #
	Description of Course Outcomes
	Substantial
	Moderate
	Low

	
	
	
	
	

	CO 1
	Articulate the correct protocols and algorithms of different packet-switching networks along with the traffic management.
	1
	3
	12

	CO 2
	Know the working of TCP/IP and ATM layered model of communication to provide end-to-end services for the application.  
	2
	-
	4

	CO 3
	Identify issues and proper approaches to network security and functioning of network management system.
	1
	2
	3

	CO 4
	Know the advances in portable computing and wireless technologies. 
	1
	4
	13

	CO 5
	Know the working principles of VPN, MPLS’ and overlay networks.
	1
	13
	14

	CO 6
	Know the standard protocols as specified in RFC.
	2
	4
	15

	PO
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16

	Mapping Level
	3
	2.7
	1.5
	1.7
	-
	-
	-
	-
	-
	-
	-
	1
	1.5
	1
	1
	-


Course Contents:

	1.
	Packet-Switching Networks: Network services and internal network operations, Packet network topology, Datagrams and virtual circuits, Routing in packet networks, Shortest-path routing, ATM networks, Traffic management at the packet level, Traffic management at the flow level, Traffic management at the flow-aggregate level.
	12 Hrs

	2.
	TCP / IP : TCP / IP architecture, The Internet protocol, User datagram protocol, Transmission control protocol, Internet routing protocols, Multicast routing, DHCP, NAT and Mobile IP.                                                   
	12 Hrs



	3.
	ATM Networks: Introduction to ATM networks, BISDN reference model, ATM layer, ATM adaptation layer, ATM signaling, PNNI routing, Classical IP over ATM.
	8 Hrs

	4.
	Network Management, Security: Network management overview, SNMP, Structure of Management information, MIB, Remote network monitoring, Overview of Security and cryptographic algorithms. 

	10 Hrs



	5.
	VPNs, Tunneling, Overlay Networks: Virtual Private Networks, Multiprotocol Label switching, Overlay networks.                      
	6 Hrs

	6.
	Mobile Ad-Hoc Networks and Wireless sensor Networks: Overview of routing and security protocols in Ad hoc networks, Overview of clustering protocols and energy models in Sensor networks.                        
	4 Hrs




Books:

1) Alberto Leon-Garcia and IndraWidjaja- Communication Networks’ “Fundamental Concepts and Key architectures”, 2/E, Tata McGraw-Hill, 2004.

2) Nader F. Mir, “Computer and Communication Networks”, 2/E, Pearson Education, 2009.

3) Behrouz A. Forouzan, “Data Communications and Networking”, 4/E, Tata McGraw-Hill, 2006.

4) William Stallings, “Data and Computer Communication”, 8/E, Pearson Education, 2007.

	15UCSC601
	Advanced Object Oriented Programming
	(4-0-0) 4


Course Learning Objectives:    

· At the end of the course, the student should understand the basics of object oriented system design and development using features of java language which includes: Core and Advanced java language concepts like: database transactions, networking, RMI, Servlets, JSP, Ajax and Javascript.

Course Outcomes: At the end of the course, students are able to:

	CO #
	Description of Course Outcomes
	Substantial
	Moderate
	Low

	
	
	
	
	

	CO 1
	Capability to develop applications through CORE JAVA features like: Events, Exceptions, built-in java objects, Streams, Threads, Applets and Frames, AWT and Swings
	3
	5
	14,15

	CO 2
	Knowledge and capability to develop applications through different type of database connectivity and storage & retrieval of information stored in multi-databases.
	3
	5
	14,15

	CO 3
	Knowledge and capability to develop applications through different type of database connectivity and storage & retrieval of information stored in multi-databases.
	3
	5
	14,15

	CO 4
	Knowledge and capability to develop applications using networking features of java language.
	3
	5
	14,15

	CO 5
	Knowledge and capability to develop web-based applications using SERVLETS and JSP features of java language.
	3
	5
	14,15

	CO 6
	Knowledge and capability to develop applications using Ajax and JavaScript.
	3
	5
	14,15

	PO
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16

	Mapping Level
	-
	-
	3
	-
	2
	-
	-
	-
	-
	-
	-
	-
	-
	1
	1
	-


Prerequisites: Knowledge of :

a. Object oriented programming philosophy, concepts and practices.

b. Basic features of Java.

Course Contents:

	1.
	Review of Core Features of Java: Exceptions, Threads, Event Handling, Applets, Streams, Generics, Collections Framework, Utility Classes          
	20 Hrs

	2.
	Advanced Java- Part-1: Database Programming, Network Programming, and RMI.
	16 Hrs

	3.
	Advanced Java- Part-2: Servlets, JSP, Ajax and Javascript.
	16 Hrs


Additional contents beyond the syllabi:

	1.
	Case studies on real-time problem issues.
	

	2.
	Exposure to Software Tools and IDEs for Design & Implementation.
	

	3.
	Database transactions using multithreading.              
	

	4.
	JDBC connectivity to multiple DBMSs. 

	

	5.
	Web application using contemporary technologies.  
	


Books:

1) Herbert Schildt - Java - The Complete Reference 7/E, Tata McGraw Hill, 2007. 

2) Jim Keogh- J2EE - The Complete Reference, Tata McGraw Hill, 2007. 

3) Y. Daniel Liang- Introduction to JAVA Programming, 6/E, Pearson Education, 2007.

4) Stephanie Bodoff et al- The J2EE Tutorial, 2nd edition, Pearson Education, 2004. 

5) Bryan Basham, Kathy Sierra & Bert Bates- Servlets and JSP, Head First Series- 2nd Edition, O’reilly Publication-2010. 

6) Professional AJAX – Nicholas C Zakas et al, Wrox, 2007.

7) Winsor Jenice - More Jumping JavaScript, 2nd Edition - Wessley Longman 2000.

	15UCSC602
	Object Oriented  System Modelling and Design
	(4-0-0) 4


Course Learning Objectives: This course is at undergraduate level for 52 contact hours. This course makes students to know the process of object oriented system modelling, design, patterns and tools used in the industry to enable them to construct software system using various standards and techniques. 

Course Outcomes:  At the end of this course, students should be able to:

	CO #
	Description of Course Outcomes
	Substantial
	Moderate
	Low

	
	
	
	
	

	CO 1
	Apply fundamental Object Oriented (OO) concepts in solving problems.
	14
	13
	1,2,3,15

	CO 2
	Analyze problem scenario and identify classes/ Objects, their properties and associations. 
	2,13
	-
	1,5,15

	CO 3
	Analyze problem scenario and model the system using UML diagrams
	3,13
	-
	1,5,15

	CO 4
	Evaluate the quality of OO system in-terms of Cohesion, coupling, sufficiency, completeness and primitiveness.
	16
	-
	1,15

	CO 5
	Implement Object Oriented model in any OO language.
	13,14
	-
	1,15

	CO 6
	Identify and Use the appropriate patterns in solving problems. 
	16
	13
	1

	CO 7
	Propose the appropriate strategies to incorporate standard quality parameters in the design of a system.
	16
	13
	1

	PO
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16

	Mapping Level
	1
	2
	2
	-
	1
	-
	-
	-
	-
	-
	-
	-
	2.5
	3
	1
	3


Prerequisites: Knowledge of:

a. Any object oriented Programming Language.

b. Software Engineering.

Course Contents:

	1.
	Introduction, modeling concepts, class modeling: Object Orientation, developments themes; Evidence for usefulness of developments; modeling history. Modeling as Design Technique: Modeling; abstraction; The three models. Class Modeling: Object and class concepts; Link and associations concepts; Generalization and inheritance; A sample class model; Navigation of class models; Practical tips.                                     
	6 Hrs


	2.
	Advanced class modeling, state modeling: Advanced object and class concepts; Association ends; N-ary associations; Aggregation; Abstract classes; Multiple inheritance; Metadata; Reification; Constraints; Derived data; Packages; Practical tips. State Modeling: Events, States, Transitions and Conditions; State diagrams; State diagram behavior; Practical tips.
	8 Hrs

	3.
	Advanced state modeling, interaction modeling: Advance state modeling: nested state diagrams; nested states; signal generalization; concurrency; a sample state model; relation of class and state models; practical tips. Interaction modeling: use case models; sequence models; activity models. use case relationships; procedural sequence models; special constructs for activity models.   
	8 Hrs


	4.
	Patterns-Part 1: Introduction; layers, pipes and filters, blackboard.

	4 Hrs

	5.
	Patterns-Part 2: Distributed systems: broker; interactive systems: mvc, presentation-abstraction-control.                                         
	6 Hrs


	6.
	Patterns–Part3: Adaptable systems: microkernel; reflection
	6 Hrs

	7.
	Patterns–Part 4: Structural decomposition: whole - part; organization of work: master - slave; access control: proxy.  Others: Command Processor, View Handler, Forward Receiver, Client-Dispatcher-Server and publish Subscriber.                                                            
	8 Hrs


	8.
	Quality: Functionality and architecture; architecture and quality attributes; system quality attributes; Quality attribute scenarios in practice; Other system quality attributes; Business qualities; Architecture qualities. Achieving Quality: Introducing tactics; Availability tactics; Modifiability tactics; Performance tactics; Security tactics; Testability tactics; Usability tactics; Relationship of tactics to architectural patterns; Architectural patterns and styles.                                                                           
	6 Hrs



Scope for Self Learning activities:

Guidelines:

Self-learning components, if included in teaching learning process by course teacher, 

may be based on the following but not limited to the topics listed below. 

1. Case studies on real-life problem issues.

2. Exposure to Software Tools for Design & Implementation.

Books:
1) Grady Boochetai, “Object-Oriented Analysis and Design with Applications”, 3/E, Pearson Education, 2007. 

2) Ali Bahrami, “Object oriented systems development”, McGrawHill, 1999.

3) Michael Blaha, James Rumbaugh, “Object-Oriented Modeling and Design with UML”, 2/E, Pearson Education, 2005. 

4) Len Bass, Paul Clements, Rick Kazman, “Software Architecture in Practice”, 2/E, Pearson Education, 2003. 

5) Frank Buschmann, RegineMeunier, Hans Rohnert, Peter Sommerlad, Michael Stal, “Pattern-Oriented Software Architecture”, A System of Patterns ​Volume 1, John Wiley and Sons, 2006.

6) Mary Shaw and David Garlan, “Software Architecture ​Perspectives on an Emerging Discipline”, Prentice-Hall of India, 2007.
	15UCSL603
	Industry Oriented Programming Practices
	(1-0-2) 2


Course Learning Objectives:

This is a 2 credit practice based laboratory course at under graduate level which focuses on the study of the various programming practices through demonstration and implementation in different programming paradigm/languages in terms of principles and benefits it offers in the system design and development. It also covers the comprehensive coding guidelines encompassing all aspects of code development to enable them to be a professional software developer.

Course Outcomes: At the end of this course, the student will be able to:
	CO#
	Description of Course Outcomes


	Substantial

(3)
	Moderate

(2)
	Low

(1)

	
	
	
	
	

	CO-1
	Explain the various styles, standards of different programming paradigm and Write simple programs.
	
	
	14

	CO-2
	Write simple programs to explain the code quality and Assess the quality of the given code.
	
	
	16

	CO-3
	Explain the concept of agile method of coding and Write simple programs to demonstrate concept of pair programming.
	
	
	14,9

	CO-4
	Write code based on concept: test first strategy, reusable codes.
	
	
	15,16

	CO-5
	Debug / Verify the given code manually and using tools
	
	15
	5

	CO-6
	Prepare the technical reports and effectively Communicate through presentation slides and tools.
	
	10
	

	PO
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16

	Mapping Level
	-
	-
	-
	-
	1
	-
	-
	-
	1
	2
	-
	-
	-
	1
	1.5
	1


Prerequisites: Knowledge of any computer programming and Software Engineering is essential. Introductory level exposure to different domains like OS, Network, DBMS, and Web Technology is desirable.

Contents:
Naming convention & consistency; comments; Consistent indentations; Spaces; Structure and its impact on readability and efficiency; Organization of: Programs, Function, File and folder. Guidelines for portability and performance; Separation of code and data; Documentation; Writing reusable codes; Programming Paradigm specific style and practices (Object orientation V/S procedural etc…).;Writing code with quality in terms of:  Robustness, Maintainability, Testability, Adaptability, Availability, Usability, sufficiency, completeness, Primitiveness, Cohesiveness, and Coupling; Communications, Documentations, Proposals/ technical writing, Sharing of information in a group, Conduction of meeting/ review, versioning.

Note: 

1. This course is to be conducted in the laboratory by demonstrating various programming/industry practices.

2. Adjunct faculty from industry may be used to give industry relevance to the course coverage.

3. Students are expected to write programs / do the course work using knowledge gained and prepare reports based on the course work assigned by a course teacher.

4. Students are expected to give presentation on a chosen topic approved by the course teacher. Internal evaluation is to be based on the continuous evaluation of each activity of the course work, report preparation and presentation.
5. Final evaluation (SEE) is to be based on oral exams based on implementation.
References:

1. Brain W. Kernighan, Rob Pike- The Practice of Programming, Pearson education, 2008. 

2. Knowledge repository created by various industries available on the internet. 

	15UCSL604
	Network Programming Laboratory
	(0-0-3) 1.5


Course Learning Objectives: The learning objectives of the computer network laboratory are to:
· Get acquaintance with commonly used TCP/IP network commands.
· Identify the performance parameters of computer networks.  

· Conceptualize Inter-process Communication using sockets.
Course Outcomes: At the end of this course the student should be able to:
	  CO #
	Description of Course Outcomes
	Substantial
	Moderate
	Low

	
	
	
	
	

	CO 1
	Demonstrate commands like tcpdump, wireshark, ping, arping, ssh, ifconfig.
	1
	3
	4

	CO 2
	Simulate net works considering performance parameters.(Using any network simulator)
	1
	3
	7

	CO 3
	Demonstrate client / server system using socket programming
	1
	3
	4

	PO
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16

	Mapping Level
	3
	-
	3
	2
	-
	-
	1
	-
	-
	-
	-
	-
	-
	-
	-
	-


 Prerequisites: Knowledge of: 
a. 15UCSC100/200-Problem Solving and Programming with C
	15UCSL605
	Advanced Object Oriented Programming Laboratory 
	(0-0-3) 1.5


Course Learning Objectives: The learning objectives of this laboratory are to:
Develop applications in business, scientific and engineering domain, which includes mandatory exercise on each of the following features as a separate exercises or a single system.
Course Outcomes: At the end of this course the student should be able to:
	CO #
	Description of Course Outcomes
	Substantial
	Moderate
	Low

	
	
	
	
	

	CO 1
	Capability to develop applications through CORE JAVA features like: Events, Exceptions, built-in java objects, Streams, Threads, Applets and Frames, AWT and Swings
	3
	5
	14,15

	CO 2
	Knowledge and capability to develop applications through different type of database connectivity and storage & retrieval of information stored in multi-databases.
	3
	5
	14,15

	CO 3
	Knowledge and capability to develop applications through different type of database connectivity and storage & retrieval of information stored in multi-databases.
	3
	5
	14,15

	CO 4
	Knowledge and capability to develop applications using networking features of java language.
	3
	5
	14,15

	CO 5
	Knowledge and capability to develop web-based applications using SERVLETS and JSP features of java language.
	3
	5
	14,15

	CO 6
	Knowledge and capability to develop applications using Ajax and JavaScript.
	3
	5
	14,15


	PO
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16

	Mapping Level
	-
	-
	3
	-
	2
	-
	-
	-
	-
	-
	-
	-
	-
	1
	1
	-


Following is the suggested list of experiments.

	1
	Using State Diagram Design and Describe the behavior of STACK which contains maximum of FOUR integer elements.

Implement the above design in JAVA Programming Language.

Design the TEST-DRIVER class to include minimum number of TEST CASES to test the complete features of STACK class designed.

Expected Learning: How to define the class , Use of Instance Variables, data types, operators, control structures, Understanding of access specifiers, Declaring methods, parameterized methods, constructor, Interface, finalize() method, Compilation procedures, use of package, class path and other basic features.

	2
	Create an appropriate GUI which allows the user to select an item from the menu. When draw menu item is selected, draws the selected shape( Allowed shapes are: Circle, Rectangle & Triangle) in drawing area by getting appropriate dimensions of the selected shape from the user through key Board entry, using the concept of ABSTRACT CLASS, INHERITANCE and DYNAMIC DISPATCH features of JAVA Programming Language.

Code must be robust for all possible erroneous input conditions, displaying appropriate error messages in message window specially designed for them.

Expected Learning:  Abstract class, Inheritance, Runtime polymorphism, AWT, Event Handling, Exception Handling.


	3
	Write Java program to simulate LOST UPDATE or INCONSISTENT READ Transaction issues of database using MULTITHREADING features of JAVA and also Write java program to control the above concurrency issue.

Output of the program to be displayed on the screen as well as to be written in a file of user choice.

Expected Learning:  Multithreading and Streams of java language

	4
	Design and Implement an APPLET for any computer game of your choice.

Store the user name and the score of each game session in the database (MySQL).

Expected Learning:  Applet life cycle, Java Database connectivity, events, AWT/SWING components, Application Design and Implementation.


	5
	Write Java program to implement 1-1 chatting (text) using Networking features.

Expected Learning:  Networking, Application Design and Implementation.



	6
	Using SERVLETS, JSP and Database, Javascript, AJAX (any database on cloud) connectivity features of JAVA language, implement a web based search tool that facilitates the searching of all possible books available in the department for a given subject. Search for a single book at a time is allowed. Results are to be displayed in the TABLE form.

Any suitable assumption that is convenient for system development may be done. 

Expected Learning:  Servlets, JSP, Javascript, AJAX and Database Connectivity


Reference Books:

1) Herbert Schildt - Java - The Complete Reference 7/E, Tata McGraw Hill, 2007. 

2) Jim Keogh- J2EE - The Complete Reference, Tata McGraw Hill, 2007. 

3) Y. Daniel Liang- Introduction to JAVA Programming, 6/E, Pearson Education, 2007.

4) Stephanie Bodoff et al- The J2EE Tutorial, 2/E, Pearson Education, 2004. 

5) Bryan Basham, Kathy Sierra & Bert Bates- Servlets and JSP, Head First Series- 2/E, O’reilly Publication-2010.

	15UCSL606
	Mini Project
	(0-0-8) 4


Course Learning Objectives: 

Though the Specific objectives of this course depends on the Project chosen, below the generic objectives of this course:
	CO #
	Description of Course Outcomes
	Substantial
	Moderate
	Low

	
	
	
	
	

	CO 1
	Demonstrate through involvement in a team project the central elements of team building and team management.
	 9,11
	10
	 

	CO 2
	Prepare a project plan for a software project that includes estimates of size and effort, a schedule, resource allocation, configuration control, change management, and project risk identification and management.
	13,14 ,11
	2,3,5,8
	1

	CO 3
	Indicate an approach to risk that will help to secure the on-time delivery of software.
	
	16,15
	 

	CO 4
	Compare and contrast the different methods and techniques used to assure the quality of a software product
.
	16,15
	5
	

	PO
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16

	Mapping Level
	1
	2
	2
	-
	2
	-
	-
	2
	3
	2
	3
	-
	3
	3
	2.5
	2.5


Prerequisites:   Knowledge of 
a) Software Engineering concepts

b) Any Programming Language
Guidelines for Conduction

Spirit of The Course: To ensure that undergraduates can successfully apply the knowledge they have gained through a project, demonstrates the practical application of principles learnt in different courses and enables students to integrate material learnt at different stages of the curriculum up to the 6th semester; also appreciating the need for domain knowledge for certain applications, and that this may necessitate study within that domain.

1. Students Form a Team. Size f the team can vary from 3 to 4. With genuine explanation bigger or smaller is team is allowed.

2. Guide for this course is a must and will be chosen by team itself by interacting with faculty.
3. In consultation with Guide, Team will prepare the project plan and its specific outcomes, which Team promises/declares to accomplish.
4. Project Report: A Course closure document outlining the problems, specifications, including the survey of literature, various results obtained, solutions and the problems faced deviation from the promised milestones, testing report, user manual, appendix reference etc is expected to be produced by each team of project.

5. Demonstration, seminar, quiz, tests, Viva-Voce, publications, Reports can be used for the evaluation. 
6. There can be designated Committee to monitor this process of Mini Project.
	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	


	15UCSE605
	System Modelling and Simulation
	(3-0-0) 3   


Course Learning Objectives: This course is at undergraduate level for 39 contact hours with the focus on following learning perspectives:

· To introduce students to basic simulation methods and tools for modelling and simulation of continuous, discrete and combined systems.
· The ability to analyze a system and to make use of the information to simulate various systems to improve the performance.
· Analytical methods (Markov Models and Queuing Networks) and simulation techniques (Monte Carlo Techniques and Event Driven Simulation) applied in performance modelling of communication systems and networks.

Course outcomes: 
	CO #
	Description of Course Outcomes: At the end of the course student should be able to:
	Substantial


	Moderate


	Low



	CO1
	Understand when to use simulation, its advantages, disadvantages and also its areas of applications.
	1
	4
	7

	CO2
	Conceptualize the discrete system simulation with the aid of real time examples.
	13
	1
	

	CO3
	Write a program in a given programming language/software to simulate a given scenario by Identifying properties and operations of the same.
	14
	1, 3
	13, 5

	CO4
	Understand and apply different statistical models available in simulation and their usage in specific applications.
	1, 13
	2
	3, 4

	CO5
	Design and evaluate the performance of queuing systems through simulations.
	15
	2, 1
	5

	CO6
	Understand about the random numbers to generate random variables with desired probability distribution.
	1, 13
	2
	

	CO7
	Identify the distribution with data to adhere to fitness test and also analyze the terminating simulations.
	1, 13
	2
	

	CO8
	Verify and validate a given simulation model using various verification and validation techniques.
	15
	1
	5


	PO→
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16

	Mapping Level
	2.5
	2
	1.5
	1.5
	1
	-
	-
	-
	-
	-
	-
	-
	2.6
	3
	3
	-


Prerequisites: Knowledge of Probability and statistics

Course Contents:

	1.
	Introduction: When simulation is the appropriate tool and when it is not appropriate; Advantages and disadvantages of Simulation; Areas of application; Systems and system environment; Components of a system; Discrete and continuous systems; Model of a system; Types of Models; Discrete-Event System Simulation; Steps in a Simulation Study. Simulation examples: Simulation of queuing systems; Simulation of inventory systems; other examples of simulation.



	7 Hrs

	2.
	General Principles, Simulation Software: Concepts in Discrete-Event Simulation: The Event-Scheduling, Time-Advance Algorithm, World Views, Manual simulation Using Event scheduling; List processing. 
	5 Hrs

	3.
	Statistical Models In Simulation: Review of technology and concepts; Useful statistical models; discrete distributions; Continuous distributions; Poisson process; Empirical distributions.    
	5 Hrs

	4.
	Queuing Models: Characteristics of queuing systems; Queuing notation; Long-run measures of performance of queuing systems; Steady state behaviour of M/G/1 queue; Networks of queues.       
	5 Hrs

	5.
	Random-Number Generation, Random- Variate Generation: Properties of random numbers; Generation of pseudorandom numbers; Techniques for generating random numbers; Tests for Random Numbers. Random- Variate Generation: Inverse transform technique; Acceptance-Rejection technique; Special properties.                 
	4 Hrs

	6.
	Input Modeling: Data Collection; Identifying the distribution with data; Parameter estimation; Goodness of Fit Tests; Fitting a non-stationary Poisson process; selecting input models without data; Multivariate and Time-Series input models.   
	5 Hrs

	7.
	Output Analysis For A Single Model: Types of simulations with respect to output analysis; stochastic nature of output data; Measures of performance and their estimation; Output analysis for terminating simulations; Output analysis for steady-state simulations. 
	4 Hrs

	8.
	Verification and Validation of Simulation Models, Optimization: Model building, verification and validation; Verification of simulation models; Calibration and validation of models. Optimization via Simulation.

	4 Hrs


Additional contents beyond the syllabi:

Exposure to some Network simulators and the use of results produced by them 

Reference Books:
1. Banks, John S. Carson II, Barry L. Nelson- David M. Nicol, “Discrete-Event System Simulation”, Jerry 4/E, Pearson Education, 2009. 

2. Sheldon M. Ross, “Simulation”,  4/E, Elsevier, 2006. 

3. Geoffrey Gardon, “System Simulation”, 2/E, Printice Hall of India, 1992.

4. NarsinghDeo, ” System Simulation with Digital Computers”, Prentice Hall of India, 1979.

5. J. A. Sokolowski, C.M. Banks, “Principles of Modeling and Simulation: A multidisciplinary Approach”, John Wiley & Sons Publications, edited 2011.


	15UCSE606
	Digital Image Processing
	(3-0-0) 3   


Course Learning Objective: This course is at undergraduate level for 39 contact hours with focus on following learning objectives:
· To learn fundamental theories and techniques of digital image processing.

· Have the skill base necessary to further explore advanced topics of digital image processing.

	Course Outcomes:  

	CO #
	Description of Course Outcomes: At the end of the course student should be able to:
	Substantial
	Moderate
	Low

	
	
	
	
	

	CO 1
	Understand and apply the principles of Digital Image Processing for various applications.
	1,2,13
	4
	5

	CO 2
	Understand and Analyze the various image sensing and acquisition techniques, Image formation, image representation & relationship between the pixels.
	1
	14
	3

	CO 3
	Demonstrate the image enhancement techniques in spatial & frequency domain.
	4
	13
	15

	CO 4
	Explore the basic ideas of mathematical morphology & Extract the characteristic features of image using morphological operations.
	1
	2
	4

	CO 5
	Comprehend and apply different segmentation techniques.
	3
	13
	14

	CO 6
	Explore the different representation techniques as per the problem specification.
	2
	1
	5

	CO 7
	Identify and Implement different algorithms using available tools/platforms.
	3
	12
	11


	PO
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16

	Mapping Level
	3
	3
	2
	2
	1
	-
	-
	-
	-
	 
	1
	-
	3
	2
	1
	-


Prerequisites: Knowledge of: Basics of statistics, Linear Algebra.


Course Contents:

	1.
	Digital Image Fundamentals- Introduction, Applications, Fundamental Steps in Digital Image Processing, Elements of visual perception, Image sensing and acquisition, Image Sampling and Quantization, Basic relationships between pixels.
	7 Hrs

	2.
	Intensity Transformations and Spatial Filtering - Basic Intensity Transformation Functions, Histogram Processing; Fundamentals of Spatial Filtering., Smoothing and Sharpening Spatial filters. 

	7 Hrs

	3.
	Filtering in the Frequency Domain- The Discrete Fourier Transform (one variable and two variables), Basics of Filtering in the Frequency Domain, Image Smoothing and Sharpening Using Frequency Domain Filters. 

	6 Hrs

	4.
	Morphological Image Processing- Erosion and Dilation, Opening and Closing, Hit or Miss Transforms, Basic Morphological Algorithms, GrayScale Morphology.
	7 Hrs

	5.
	Image Segmentation- Point, Line, and Edge Detection, Thresholding, Region-Based Segmentation, Segmentation Using Morphological Watersheds.
	6 Hrs

	6.
	Representation and Description- Image Representation, Boundary and Regional Descriptors.
	6 Hrs


Reference Books:

1) Rafel C Gonzalez and Richard E Woods, “Digital Image Processing”, 3/E, Pearson Education, 2009.

2) Rafel C Gonzalez and Richard E Woods, “Digital Image Processing Using Mathlab”, 2/E, Pearson Education. 

3) Milan Sonka, Vaclav Hlavac and Roger Boyle, “Image Processing, Analysis and Machine Vision”, 2/E, Thomoson Learning, Brooks/Cole, 2001. 

4) Anil K Jain, “Fundamentals of Digital Image Processing”, Prentice-Hall of India Pvt. Ltd., 1997.

5) B.Chanda, DDuttaMajumder, “Digital Image Processing and Analysis”, Prentice-Hall, India, 2002.


	15UCSE607
	Advanced Data Structures and Algorithms
	(3-0-0) 3


Course Learning Objective:  This course is at undergraduate level for 39 contact hours with the focus on following learning perspectives:

· Asymptotic and Amortized Analyses

· Linear sorting algorithms

· Advanced data structures such as Heaps, B-trees, Red-Black trees etc.

· String matching algorithms

Course Outcomes:  
	    CO #
	Description of Course Outcomes: At the end of the course student should be able to:
	Substantial
	Moderate
	Low

	
	
	
	
	

	CO 1
	Analyze the performance of the given algorithm using asymptotic notations and amortized analysis.
	2
	4
	1

	CO 2
	Understand the working and assumptions of linear sorting methods and apply them for solving a given problem.
	3, 14
	 
	1, 4

	CO 3
	Build different heaps for the given inputs and perform the various operations on them.
	2, 3
	4
	1

	CO 4
	Build different trees like B-tree, 2-3 tree, 2-3-4 tree, red-black and splay trees for the given inputs and perform the various operations on them.
	2, 3
	4
	1

	CO 5
	Use the hash tables for implementation of dictionary operations in constant time.
	3, 4
	2
	1

	CO 6
	Critically compare the working of different string matching algorithms and use them appropriately in developing applications.
	3, 14
	4
	 

	CO 7
	Choose appropriate data structure and use the appropriate algorithms to solve problems in different domains.
	3, 14
	2, 4
	16


	PO
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16

	Mapping Level
	1
	2.6
	3
	2
	-
	-
	-
	-
	-
	-
	-
	-
	-
	3
	1
	1


Prerequisites: Knowledge of

                         a. Programming language (any)

                         b. Data Structures

                         c. Algorithms


Course Contents:

	1.
	Introduction to Complexity Analysis:  Asymptotic notations and their properties, Amortized analysis – Aggregate, Accounting and Potential methods.
	5 Hrs

	2.
	Linear Sorts: Shell sort, Bucket Sort, Radix Sorting with Analysis for all algorithms.  
	5 Hrs

	3.
	String Matching: Naive algorithm; Rabin-Karp algorithm; String matching with Finite automata.
	7 Hrs


	4.
	Heap Structures: Binomial heaps, Fibonacci heaps, Skew heaps.
	5 Hrs

	5.
	Search Structures: 2-3 trees, 2-3-4 trees, B-trees, Red-black trees.

	6 Hrs

	6.
	Hashing: Direct Address Tables, Hash Tables, Collision Resolution by Chaining – Analysis, Hash Functions – Properties, Division and Multiplication methods, Universal Hashing, Open Addressing – Linear and Quadratic Probing, Double hashing.  
	7 Hrs

	7.
	Applications: Huffman coding, Garbage collection and compaction, Min-Cut Max-Flow algorithm, Activity networks.   
	4 Hrs



Books: 

1. Thomas H.Cormen, Charles E. Leiserson, Ronald L. Rivest, Clifford Stein-”Introduction to Algorithms”, 3/E, PHI 2009.
2. E. Horowitz, S.Sahni and Dinesh Mehta- “Fundamentals of Data structures in C++”, Galgotia, 2006. 

3. Anany Levitin – “Introduction to Algorithms”.

	15UCSE608
	Artificial Intelligence
	(3-0-0) 3 


Course Learning Objectives: This course is at undergraduate level for 39 contact hours with focus following learning objectives:
· To provide a strong foundation of fundamental concepts in Artificial Intelligence

· To enable the student understand and appreciate the different agents and their environments and decision making.

· To provide different line of thoughts in decision making in presence of uncertainty.

· To enable the student to have verity techniques with respect to reasoning and learning. 

Course Outcomes:  
	CO #
	Description of Course Outcomes: At the end of the course student should be able to:
	Substantial
	Moderate
	Low

	
	
	
	
	

	CO 1
	Understand the world, behaviour of agents and problem solving aspects of agents.
	1,2
	3,4,5
	-

	CO 2
	Demonstrate the representation and usage of knowledge using First order logic.
	-
	1,2,3
	-

	CO 3
	Understand the decision making process even with incomplete, inconsistent and ever changing facts.
	1,2
	4
	-

	CO 4
	Understand to build network models to reason under uncertainty according to the law of probability.
	1,2
	4
	-

	CO 5
	Understand to interpret the present, past and future even with little past.
	-
	1,2
	-

	CO 6
	Demonstrate that agent’s behaviour improvement through learning process of its own experience.
	-
	1,2
	


	PO
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16

	Mapping Level
	2.5
	2.5
	2
	2
	2
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-


Course Contents: 

	1.
	Introduction: Intelligent Agents – Agents and environments - Good behavior – The nature of environments – structure of agents - Problem Solving - problem solving agents –  searching for solutions – uniformed search strategies - avoiding repeated states – searching with partial information.
	6 Hrs

	2.
	Knowledge Representation: First order logic – representation revisited – Syntax and semantics for first order logic – Using first order logic – Knowledge engineering in first order logic - Inference in First order logic – prepositional versus first order logic – unification and lifting – forward chaining – backward chaining – Resolution.



	6 Hrs

	3.
	Uncertainty: Acting under Uncertainty, Handling uncertain knowledge, Design for a decision-theoretic agent, Basic Probability Notation, Prior probability, Conditional probability, The Axioms of Probability, Why the axioms of probability are reasonable, Joint probability distribution to represent the knowledge. Inferences in Joint probability distribution and its complexity. Bayes' Rule and Its Use, Applying Bayes' rule, Normalization, Using Bayes' rule: Combining evidence.




	7 Hrs


	4.
	Probabilistic Reasoning Systems: Representing Knowledge in an Uncertain Domain, Semantics of Bayesian Networks Efficient Representation of Conditional Distributions, Exact Inference in Bayesian Networks Approximate Inference in Bayesian Networks, Relational and First-Order Probability Models Other Approaches to Uncertain Reasoning.
	7 Hrs

	5.
	Probabilistic Reasoning over Time: Time and Uncertainty, Inference in Temporal Models, Hidden Markov Models, Kalman Filters, Dynamic Bayesian Networks.


	6 Hrs

	6.
	Learning: Learning from observations - forms of learning - Inductive learning - Learning decision trees - Ensemble learning - Knowledge in learning – Logical formulation of learning – Explanation based learning – Learning using relevant information – Inductive logic programming - Statistical learning methods - Learning with complete data - Learning with hidden variable - EM algorithm - Instance based learning - Neural networks - Reinforcement learning – Passive reinforcement learning - Active reinforcement learning - Generalization in reinforcement learning.
	7 Hrs

	


Books:

1. Stuart Russell, Peter Norvig, “Artificial Intelligence – A Modern Approach”, 2/E, Pearson Education / Prentice Hall of India, 2004.

2. Nils J. Nilsson, “Artificial Intelligence: A new Synthesis”, Harcourt Asia Pvt. Ltd., 2000.
Elaine Rich and Kevin Knight, “Artificial Intelligence”, 2nd Edition, Tata McGraw-Hill, 2003.

3. George F. Luger, “Artificial Intelligence-Structures And Strategies For Complex Problem Solving”, Pearson Education / PHI, 2002.


	15UCSE609
	Pattern Recognition
	(3-0-0) 3


Course Learning Objectives: This course is at undergraduate level for 39 contact hours with the focus on following learning perspectives:

· Fundamentals of pattern recognition system

· Feature extraction and pattern classification algorithms.

· Unsupervised classification or clustering techniques

·  Applications of pattern classification algorithm for a pattern recognition problem 

Course outcomes:

At the end of this course, students will meet the learning objectives through following observable measurable outcomes by undergoing various tests planned by the course teacher as a part of course assessment.  

	CO #
	Description of Course Outcomes: At the end of the course student should be able to:
	Substantial


	Moderate


	Low

	CO 1
	Understand the basic structure and inherent difficulties of the pattern recognition problems.
	1,13
	-
	2, 3,4,5

	CO 2
	Comprehend and apply concepts of different feature types and classification techniques like Bayesian classifier and its derivatives.    
	1,13


	-
	2, 3,4,5

	CO 3
	Realize the probability density estimation using parametric, non-parametric and linear discriminant functions.
	1,13
	-
	2, 3,4,5

	CO 4
	Distinguish supervised learning methods from the unsupervised ones and apply learning methods to the classifier design.        
	1,13
	-
	2, 3,4,5

	CO 5
	Apply different stochastic methods to avoid the estimation problems.
	1,13
	-
	2, 3,4,5

	CO 6
	Use non metric methods to classify the models that can be described by logical rules.
	1,13
	-
	2, 3,4,5

	CO 7
	Select a suitable classification process, features, and proper classifier to address a desired pattern recognition problem.
	1,13
	2
	3,4

	CO 8
	Implement different algorithms using available tools/platforms.
	1,2,3,14,15
	4
	-


	PO (
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16

	Mapping Level
	3
	1.4
	1.3
	1.1
	1
	-
	-
	-
	-
	-
	-
	-
	3
	3
	3
	-


Prerequisites: Knowledge of:

                         a. Statistics

                         b. Algorithms


Course Contents:

	1.
	Introduction: Machine perception, an example; Pattern Recognition System; The Design Cycle; Learning and Adaptation.
	4 Hrs

	2.
	Bayesian Decision Theory: Introduction, Bayesian Decision Theory; Continuous Features, Minimum error rate, classification, classifiers, discriminant functions, and decision surfaces; The normal density; Discriminant functions for the norm.
	6 Hrs

	3.
	Maximum-Likelihood And Bayesian Parameter Estimation: Introduction; maximum-likelihood estimation; Bayesian Estimation; Bayesian parameter estimation: Gaussian Case, general theory; Hidden Markov Models.     
	6 Hrs


	4.
	Non-Parametric Techniques: Introduction; Density Estimation; Parzen windows; kn Nearest- Neighbor Estimation; The Nearest- Neighbor Rule; Metrics and Nearest-Neighbor Classification.                               
	5 Hrs

	5.
	Linear Discriminant Functions: Introduction; Linear Discriminant Functions and Decision Surfaces; Generalized Linear Discriminant Functions; The Two-Category Linearly Separable case; Minimizing the Perception Criterion Functions; Relaxation Procedures; Non-separable Behavior; Minimum Squared-Error procedures; The Ho-Kashyap procedures.
	5 Hrs

	6.
	Stochastic Methods: Introduction; Stochastic Search; Boltzmann Learning; Boltzmann Networks and Graphical Models; Evolutionary Methods.      
	5 Hrs

	7.
	Non-Metric Methods: Introduction; Decision Trees; CART; Other Tree Methods; Recognition with Strings; Grammatical Methods.
	4 Hrs

	8.
	Unsupervised Learning and Clustering: Introduction; Mixture Densities and Identifiably; Maximum-Likelihood Estimates; Application to Normal Mixtures; Unsupervised Bayesian Learning; Data Description and Clustering; Criterion Functions for Clustering.
	4 Hrs


Books:

1) Richard O. Duda, Peter E. Hart, and David G.Stork “Pattern Classification”, 2/E, Wiley-Interscience, 2001.

2) Earl Gose, Richard Johnsonbaugh, Steve Jost “Pattern Recognition and Image Analysis” - Pearson Education, 2007.

3) V Susheela Devi, M NarsimhaMurthy, Pattern Recognition (An Introduction), V Susheela Devi, M Narsimha Murthy, Universities Press, ISBN 978-81-7371-725-3, 2011.

	15UCSE610
	Principles of Programming languages
	(3-0-0) 3    


Course Learning Objectives: This course is at undergraduate level for 39 contact hours with focus on following learning objectives:
· Explain the value of declaration models, especially with respect to programming-in-the-large.

· Identify and describe the properties of a variable such as its associated address, value, scope, persistence, and size.

· Evaluate tradeoffs in lifetime management (reference counting vs. garbage collection).
· Demonstrate different forms of binding, visibility, scoping, and lifetime management.

· Defend the importance of types and type-checking in providing abstraction and safety.

· Justify the philosophy of object-oriented design and the concepts of encapsulation, abstraction, inheritance, and polymorphism.

· Identify at least one distinguishing characteristic for each of the programming paradigms covered in this unit.

· Evaluate the tradeoffs between the different paradigms, considering such issues as space efficiency, time efficiency (of both the computer and the programmer), safety, and power of expression.

· Design, code, test, and debug programs using the functional paradigm.

· Outline the strengths and weaknesses of the logic programming paradigm.

Course Outcomes:  
	CO #
	Description of Course Outcomes: At the end of the course student should be able to:
	Substantial
	Moderate
	Low

	
	
	
	
	

	CO 1
	Apply principles of language design towards requirements.
	1
	2
	12

	CO 2
	Understand the differences between data and control.
	-
	2,3
	-

	CO 3
	Understand and appreciate the different paradigms of programming languages.
	2
	4
	-

	CO 4
	Write the formal syntax for a specification. 
	1,2,14
	2
	-

	CO 5
	Understand data typing and control structures.
	2,14
	-
	12


	PO
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16

	Mapping Level
	3
	2.4
	2
	2
	-
	-
	-
	-
	-
	-
	-
	1
	-
	3
	-
	-



Course Contents:

	1.
	Introduction: Toward higher-level languages, Programming paradigms, Language implementation: Bridging the gap, Expression notations, and Abstract syntax trees.
	6 Hrs

	2.
	Types: Data Representation: Elementary data types – Data objects, Variables and Constants, Data types, Declarations, Type checking and type conversion. Numeric data types, Enumerations, Booleans, Characters.  Structured data types - Structured data objects and data types, Specification of data structure types, Implementation of data structure types, Vectors and arrays, Records. Type equivalence.
	6 Hrs



	3.
	Imperative Programming: Basic Statements, structured sequence control, handling special cases in loops, programming with variants, proof rules for partial correctness. Procedure activations – Simple call-return subprograms, Parameter passing methods, Scope rules for names, Nested scopes in the source text, Activation records, Lexical scope: Procedures as in C.
	7 Hrs

	4.
	Object-Oriented Programming: Object-oriented design, Encapsulation and information-hiding, Separation of behavior and implementation, Classes and subclasses, Inheritance (overriding, dynamic dispatch), Polymorphism (subtype polymorphism vs. inheritance).
	7 Hrs


	5.
	Functional Programming: Lamda Calculus, Elements of functional programming – A Little language of expressions, Types: values and operations, Approaches to expression evaluation, Lexical scope, Type checking. Functional programming in a typed language -Exploring a list, Function declaration by cases, Function as first-class values, ML: Implicit types, Data types, Exception handling in ML. Functional programming with lists - Scheme, a dialect of lisp, The structure of lists, List manipulation.
	7 Hrs

	6.
	Logic Programming: Predicate Logic: FOL, Computing with relations, Introduction to prolog, Data structures in prolog, Programming techniques, Control in prolog.
	6 Hrs



Additional contents beyond the syllabi: 

Hands on experience in Meta Language
Books:

1) “Programming languages”, Ravi sethi  Addison Wesley 2/E,2009.

2) Terrence W.Pratt, “Programming languages Design and Implementation Pearson Education”, 4/E, 2008.

3) Robert  WSebesta, “Concept of Programming language Pearson Education”, 6/E.


	15UCSE611
	Web Technologies
	(2-0-2) 3


Course Learning Objectives: This course is at undergraduate level for 39 contact hours and associated lab of 26 Hrs with the focus on following learning perspectives:

· HTML, HTML5, XML, DTDs (Document Type Definitions), XML Schema, Web Services, SOAP, WSDL, JSON, PHP, Python, NoSQL & Query Languages - FQL, GQL, YQL, MySQL on Cloud.

Course Outcomes:     
	CO #
	Description of Course Outcomes: At the end of the course student should be able to:
	Substantial
	Moderate
	Low

	
	
	
	
	

	CO 1
	Understand the structure of the World Wide Web
	4, 16
	5
	3

	CO 2
	Acquire the knowledge to develop applications using HTML, HTML5, XML, DTD, DOM and XSD
	3, 5
	4, 14
	13, 15, 16

	CO 3
	Develop and Consume WebServices using SOAP & WSDL and RESTFul based architecture
	3, 5
	4, 14
	13, 15, 16

	CO 4
	Develop and Deploy simple web applications using HMTL5, JavaScript, PHP & MySQL
	3, 5
	4, 14
	13, 15, 16

	CO 5
	Develop and Deploy web based mashup applications using 3rd party API services
	3, 5
	4, 14
	13, 15, 16

	CO 6
	Explore the future of World Wide Web
	4, 16
	5
	3


	PO
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16

	Mapping Level
	-
	-
	2.3
	2.3
	2.6
	-
	-
	-
	-
	-
	-
	-
	4
	4
	4
	1.6


Prerequisites:  Knowledge of: DBMS

Course Contents:

	1.
	Introduction to WWW: WWW 1.0, HTML, HTML5, XHTML, XML, XSD, DTD, DOM- XML,HTML.


	10 Hrs


	2.
	Introduction to Web 2.0: Overview of WWW 2.0, JSON, Web Services - SOAP & WSDL, RESTFul, JavaScript - Basics, Strings, Arrays, Functions, Objects in JavaScript, Building simple applications using JavaScript and HTML.
	10Hrs

	3.
	Introduction to PHP 

Introduction to PHP, Datatypes, Control Statements, Loops, Functions, Embedding PHP, HMTL & MySQL on Cloud.
	15 Hrs     

	4.
	Case Study on Mashups: Introduction to Mashup applications with 3rd party RESTFul web services like Google, Twitter and Facebook.

	02 Hrs


	5.
	Future of Web: Overview of Semantic Web, Applications of Semantic Web, Virtual Reality, Web OS.

	02 Hrs

	
	Additional Contents Beyond Syllabus:
· Exposure to IDE on Cloud to encourage online collaborative working habits

· Introduction to Big Table and NoSQL

· Introduction to 3rd party query languages like FQL by Facebook, GQL by Google, YQL by Yahoo.

· Introduction to Python, jQuery.


	


Books:
1. Professional AJAX – Nicholas C Zakas et al, Wrox, 2007.

2. Programming the World Wide Web – Robert W. Sebesta, 4/E Pearson Education, 2008.

3. Winsor Jenice - More Jumping JavaScript, Edition - Wessley Longman 2000.

4. Vaswani V - A Beginner’s Guide PHP – 2009.

5. Lutz Mark - Programming Python – 2001.

6. Semantic Web: Concepts, Technologies and Applications, Karin K. Breitman, Marco Antonio Casanova and Walter Truszkowski, Springer International Edition, 2007.


	15UCSE612
	               Mobile Application Development
	(3-0-0) 3 

	
	
	


Course Learning Objective: This course is at undergraduate level for 39 contact hours and associated lab of 26 Hrs with the focus on following learning perspectives:

· Familiarize with mobile apps development aspects.

· Design and develop mobile apps, using Android as development platform, with key focus on user experience design, native data handling and background tasks and notifications. 

· Appreciation of nuances such as native hardware play, location awareness, graphics, and multimedia. 

· Perform testing, signing, packaging and distribution of mobile apps. 

Course outcomes: 
	CO
	Description of Course Outcomes: At the end of the course student should be able to:
	Substantial

	Moderate

	Low


	CO 1
	Understand the android platform.
	5,13
	7
	3

	CO 2
	Acquire the knowledge of UI components & life cycle 

of activity with respect to android platform.
	5
	4
	13

	CO 3
	Design and develop apps using native data handling on-devices like file I/O, SQLite, and enterprise data access.
	14
	13,3
	7

	CO 4
	Design and Deploy spruce apps to demonstrate use of various components involved in android platform  
	14,13
	13, 3
	7

	CO 5
	Understand and apply use of testing tools to test mobile apps.
	15
	16
	5

	CO-6
	Understand the concept of versioning and distributing apps to mobile market place.
	14
	5
	16


	PO(
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	11
	12
	13
	14
	15
	16

	Mapping Level
	-
	-
	1.66
	2
	2.25
	-
	1.33
	-
	-
	-
	-
	-
	2.5
	-
	3
	1.5


Prerequisites: Exposure to Java (J2SE) and basic RDBMS

Course Contents:
	1.
	Getting started with Mobility: Mobility landscape, Mobile platforms, Mobile apps development, Overview of Android platform, setting up the mobile app development environment along with an emulator, a case study on Mobile app development. 
         
	8 Hrs


	2.
	Building blocks of mobile apps: App user interface designing – mobile UI resources (Layout, UI elements, Draw-able, Menu), Activity- states and life cycle, interaction amongst activities. App functionality beyond user interface - Threads, Async task, Services – states and life cycle, Notifications, Broadcast receivers, Telephony and SMS APIs. Native data handling – on-device file I/O, shared preferences, mobile databases such as SQLite, and enterprise data access (via Internet/Intranet).
  



	15 Hrs


	3.
	Sprucing up mobile apps: Graphics and animation – custom views, canvas, animation APIs, multimedia – audio/video playback and record, location awareness, and native hardware access (sensors such as accelerometer and gyroscope).                                                            
	8 Hrs


	4.
	Testing mobile apps: Debugging mobile apps, White box testing, Black box testing, and test automation of mobile apps, JUnit for Android, Robotium, MonkeyTalk.                                                                        
	6 Hrs


	5.
	Taking apps to Market: Versioning, signing and packaging mobile apps, distributing apps on mobile market place.                                            
	2 Hrs



Practical/Project work

Students should implement (and learn to use the tools to accomplish this task) the following during Practical hours:

1. Understand the app idea and design user interface/wireframes of mobile app 

2. Set up the mobile app development environment 

3. Develop and debug mobile app components – User interface, services, notifications, broadcast receivers, data components 

4. Using emulator to deploy and run mobile apps 

5. Testing mobile app - unit testing, black box testing and test automation 

Books:
1. Android Application Development for Dummies – Donn Felker with Joshua Dobbs, Barry Burd, Wiley Publishing, Inc., 2011. 

2. Professional Android 2 Application Development- Reto Meier, Wrox Publisher, 3rd edition, May 1, 2012.
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