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***Not Anthropogenic***

Not Anthropogenic Frontline

Warming Is Not Anthropogenic – Multiple Natural Processes Subsume Human Impacts
Bast and Taylor 11 – *CEO of the Heartland Institute, author of Rebuilding America’s Schools (1990), Why We Spend Too Much on Health Care (1992) Eco-Sanity: A Common-Sense Guide to Environmentalism (1994) Education & Capitalism (2003), Climate Change Reconsidered (2009), and The Patriot’s Toolbox (2010, rev. ed. 2011), ** managing editor of Environment & Climate News, Senior Fellow for The Heartland Institute, bachelors degree from Dartmouth College and law degree from the Syracuse University College of Law, (Joseph and James, “Global Warming: Not a Crisis,” The Heartland Institute, 8/2/11, http://heartland.org/ideas/global-warming-not-crisis) //PC 

Natural or Man-Made? The Intergovernmental Panel on Climate Change (IPCC), an agency of the United Nations, claims the warming that has occurred since the mid-twentieth century “is very likely due to the observed increase in anthropogenic greenhouse gas concentrations” (IPCC, 2007). Many climate scientists disagree with the IPCC on this key issue. As Idso and Singer wrote in 2009, The IPCC does not apply generally accepted methodologies to determine what fraction of current warming is natural, or how much is caused by the rise in greenhouse gases (GHG). A comparison of “fingerprints” from best available observations with the results of state-of-the-art GHG models leads to the conclusion that the (human-caused) GHG contribution is minor. This fingerprint evidence, though available, was ignored by the IPCC. The IPCC continues to undervalue the overwhelming evidence that, on decadal and century-long time scales, the Sun and associated atmospheric cloud effects are responsible for much of past climate change. It is therefore highly likely that the Sun is also a major cause of twentieth-century warming, with anthropogenic GHG making only a minor contribution. In addition, the IPCC ignores, or addresses imperfectly, other science issues that call for discussion and explanation (Idso and Singer, 2009). Scientists who study the issue say it is impossible to tell if the recent small warming trend is natural, a continuation of the planet’s recovery from the more recent “Little Ice Age,” or unnatural, the result of human greenhouse gas emissions. Thousands of peer-reviewed articles point to natural sources of climate variability that could explain some or even all of the warming in the second half of the twentieth century (Idso and Singer, 2009). S. Fred Singer and Dennis Avery documented natural climate cycles of approximately 1,500 years going back hundreds of thousands of years (Singer and Avery, second edition 2008). It is clear from climate records that the Earth was warmer than it is now in recorded human history, before man-made greenhouse gas emissions could have been the cause. We know enough about how the Earth’s climate works to know that biological and physical processes remove CO2 from the atmosphere at a faster rate when concentration levels are higher and release more heat into space when temperatures rise. These feedback factors and radiative forcings are poorly modeled or missing from the computer models that alarmists use to make their forecasts. The arguments are complex, but the debate over natural versus man-made climate change is unquestionably still ongoing. The more we learn, the less likely it becomes that human greenhouse gas emissions can explain more than a small amount of the climate change we witness.
These natural factors outweigh human influence ---  we have comparative evidence 

Welt 2/8/12 (“The Cold Sun: Why the Climate Catastrophe Wont Happen” http://thegwpf.org/international-news/4932-the-cold-sun-why-the-climate-catastrophe-wont-happen.html, PZ)

*Vahrenholt has a PhD in Chemistry, is one of the fathers of Germany's environmental movement and the director of RWE Innogy, one of Europe's largest renewable energy companies Welt Online: So you do not deny that CO2 contributes to global warming? Vahrenholt: It has undoubtedly made a contribution, but to a very much lower degree than previously thought. The IPCC says that 95 percent of the current warming comes from CO2 and other greenhouse gases. By comparison with the evolution of the climate of the past 2000 years, we come to the conclusion that the sun has a much stronger influence. In the 20th century, not only has the concentration of CO2 in the atmosphere increased, but also the radiation and the magnetic field of the sun. I cannot say exactly whether the contribution of CO2 to global warming makes up 40, 50 or 60 percent. However, both factors play a role, and the influence of the sun is probably even a little stronger than that of CO2. Welt Online: How do arrive at this estimate? Vahrenholt: We have experienced a warming of 0.8 degrees Celsius since the end of the Little Ice Age. This is primarily due to the large millennial climate cycle in which the Earth warms in each of the first 200 years of the cycle. Between 1970 and 2000 there is a sharp increase in the average temperature, but the same rate of increase was also observed between 1910 and 1940 and between 1860 and 1880. This is nothing extraodinary. If you look closely, you can see that this change is connected with a 60-year cycle of global ocean currents. The Pacific Decadal Oscillation (PDO) has an influence on the temperature of the earth. In 1977, the PDO entered in a positive phase. It was at the maximum at the turn of the millennium, and is now in a downturn. The Atlantic Decadal Oscillation is also in decline, a little bit delayed. A part of the warming is thus due to natural effects. The decisive shortcoming of the IPCC is that the warming from 1977 to 2000 was seen as due to CO2 and simply extrapolated to 2100 in the climate models. Another problem is that the importance of soot was underestimated. Soot has about 55 percent of the climate effects of CO2 predicted by the IPC. Also, at this point, CO2 must therefore give up some of its former role as the key driver of global warming. We note that global temperatures have plateaued for the last twelve years. The explanations of the climatologists are not enough to explain why there is a pause. The Pacific and Atlantic Oscillations are still not taken into account in their models.

Geologic Cycles Disprove Anthropogenic Warming Theory – Prefer Our Evidence, It Looks at Warming Over a Longer Period of Time

Rana, 2k12 (Y.S. Rana, writer for The India Post, Based on Research by Dr. Ritesh Arya, Member @ Nat’l Institute of Hydrology, Former reseacher at CAS Geology Panjab University Chandigar, and former Hydrogeologist at Groundwater Organisation,Irrigation & Public Health Govt of Himachal Pradesh , “Global Warming Is Not Man-Made Says Dr Arya” April 10th 2012, Online @ http://www.theindiapost.com/enviornment/global-warming-man-made-dr-arya/ ht)

Global warming is a natural process and man’s activities have no role to play in enhancing or reducing the cyclic process sounds incredible but it is true for Dr Ritesh Arya, a renowned geologist of Himachal Pradesh. He seeks to redefine the phenomenon as a natural cyclic process, holds Guinness record for his feat of drilling the highest bore well in the world, will be leaving for Lisbon, Portugal in July next to present his latest research paper on the subject at the “Global Conference on Global Warming.”His new concept of bio-geologic cycle may demolish the “myth” that global warming is man-made phenomenon and says it’s a “100 per cent natural cyclic process.” He termed the views propounded by the Nobel prize-winning Inter-Governmental Panel on climate change (IPCC) as an “unnecessary myth about global warming.” Dr Arya is all set to introduce a new concept of bio-geologic cycle to explain the relevance of global warming in shaping the earth now and in the future. At present, he is busy in giving the final touch to his research paper to be presented at the conference. “My research contains actual field geological evidence collected in the cold desert of Ladakh region to show global warming is a 100 per cent natural cyclic process. We are now in a global warming era and it has been continuing since the last Ice-age, believed to have ended around 10,000 years ago,” says Dr Arya.He will be employing qualitative and quantitative distinctions in the deposition of sediments (now solidified as rock) to demonstrate the cyclical warming and cooling phases that the earth seems to have undergone over the time. Dr Arya, who was listed among the top 10 small-scale renewable energy innovators at the World Future Energy Summit held at Abu Dhabi in January, 2011 for his work on geo-thermal energy in the Himalayas. Stressing his point of research, he said that the IPCC stated global warming was man-made especially from uncontrolled carbon dioxide emissions. But the Indus Valley Civilization had been destroyed nearly 5000 years ago because of the melting of Indus glacier and when there were no sign of pollution or vehicular traffic, says Dr Arya. While elaborating his research, he said that the centre of C-alphabet representing a global warming maxima and it was at this time where maximum mountain flash flooding leading to maximum destruction and erosion along the glacio-fluvial basin took place and led to a sea-leval rise and submerged of land near coastal areas. “By knowing which part of the C-curve paleo signature we are in, we may predict if we are entering the global warming or cooling phase and when the next global warming maxima will come. But a lot depends on the accuracy of exact age of the last Ice-age, he stated. “Presently, we are in the half-cycle and it seems that we have entered into a warming phenomenon. The flash-flood and mud-slide in Leh and other parts of the world last year are indicators that we are either at the maxima of global warming or near it,” Arya said. “The phenomenon should be put in right perspective as today almost every human activity right from vehicular emissions to use of polythene is being linked to global warming which was a much larger event that started as soon as the Ice Age ended. The fact was that the “biotic” agents (man and other living organisms) had a very small role compared to the “abiotic” (geological, geomorphologic, climatologic, planetary and hydrological) events like earthquakes, volcanic eruptions, tsunamis, movement of glaciers and landslides” he told He said that the core material found during deep drilling at Khardung La (over 18,000 ft) was geologically similar to the one found on the banks of Indus river and that established a link between global warming and glacial movements. Disappearance of river Saraswati was a geological event caused by global warming.
Laundry list of reasons

Cunningham 10 – Masters degree in physics from the University of California at Los Angeles, served on the Advisory Board for the National Renewable Energy Laboratory, worked for the Rand Corporation as a scientist (Walter, “Fact Battles Faith in Global Warming Debate,” The Heartland Institute, 1/20/10, http://news.heartland.org/newspaper-article/2010/01/20/fact-battles-faith-global-warming-debate)//PC 

There is a war going on between those who believe human activities are responsible for global warming and those who don’t. Contrary to the way the debate is often framed by the media, those who believe in anthropogenic global warming (AGW) do not hold the high ground, scientifically. Their critics do. Reason, Evidence Ignored One reason for belief in AGW is the sad state of scientific literacy in the United States today. A 2006 National Science Foundation survey found 25 percent of Americans did not know the Earth revolves around the sun. Such widespread ignorance leaves our society vulnerable to the emotional appeal of AGW alarmists. Among AGW true believers, advocacy has replaced objective evaluation of data, and scientific data--regardless of the authority of its source or importance in the debate-- are ignored and suppressed, or the messengers are attacked. Global warming is a scientific question, demanding scientific data for understanding, but until very recently it appeared subjective opinion was winning. Thankfully, some scientists have been willing to risk their careers by speaking out against AGW dogma. Disclosures of scientific fraud by the leading advocates of AGW, along with new scientific discoveries and cooling global temperatures, have all helped bring the world back from the brink of adopting some utterly unnecessary and truly harmful legislation. In the end, science will win--as it always does--but not without some painfully rude awakenings for Al Gore, President Barack Obama, and millions of others who can’t handle the truth. Public debate should focus on what scientists know about the causes of global temperature changes and whether we can do anything to control or influence the planet’s temperature. Is global warming a natural inevitability, or is it anthropogenic--human-caused? Determining the temperature of the Earth, past or present, is a matter of collecting data, analyzing it, and coming up with the best explanation to account for it. Scientists have used proxy data to estimate the temperature of the Earth going back for millennia. (See Figure 1.) To say the Earth has been warming is to state the obvious. Since the end of the last Ice Age, Earth’s temperature has increased approximately 16 degrees Fahrenheit. [Table Omitted] That is certain and measurable evidence of warming, but since the warming started before any human impact, it is evidence of natural variability, not AGW. Human Role Not Shown Scientists have been unable to find a relationship between industrial activity or energy consumption and global temperatures. Carbon dioxide emissions have risen steadily since the start of the Industrial Revolution, but temperatures have risen, fallen, risen again, and more recently begun to fall again. Correlation doesn’t prove causation, but a persistent lack of correlation (as between human carbon dioxide emissions and temperatures) can disprove a theory of causation. In contrast to their inability to find evidence in support of AGW, scientists have found an excellent correlation between fluctuations of solar activity and the Earth’s temperature. (See Figure 2.) [table omitted] ‘Climate Change’ Natural, Continual Science tells us the Earth has been warming and cooling for the past 4.8 billion years. Most recently, it has been warming--ever so slightly--but there is nothing unusual about that. Changes in the Earth’s temperature have occurred many times in our climatic history, even since the Industrial Revolution. Advocates of AGW have been working overtime to obfuscate the issue. When the best available temperature data (from satellites) began showing a leveling off and then a slight cooling trend beginning in the late 1990s, the alarmists began dropping “global warming” from their vocabularies in favor of “global climate change.” Who can argue that the climate isn’t changing? It’s always changing! Sure, climate change is occurring, but humans are not influencing the temperature of our planet to any measurable degree. Any human contribution to global temperature change is lost in the noise of natural terrestrial and cosmic factors. 
Not Anthropogenic – Inevitable/Cycles
No warming now, alt causes, and its cyclical 

Happer 3/27/12 – professor of physics at Princeton (William, “Global Warming Models are Wrong Again” http://online.wsj.com/article/SB10001424052702304636404577291352882984274.html, PZ)

What is happening to global temperatures in reality? The answer is: almost nothing for more than 10 years. Monthly values of the global temperature anomaly of the lower atmosphere, compiled at the University of Alabama from NASA satellite data, can be found at the website http://www.drroyspencer.com/latest-global-temperatures/. The latest (February 2012) monthly global temperature anomaly for the lower atmosphere was minus 0.12 degrees Celsius, slightly less than the average since the satellite record of temperatures began in 1979. The lack of any statistically significant warming for over a decade has made it more difficult for the United Nations Intergovernmental Panel on Climate Change (IPCC) and its supporters to demonize the atmospheric gas CO2 which is released when fossil fuels are burned. The burning of fossil fuels has been one reason for an increase of CO2 levels in the atmosphere to around 395 ppm (or parts per million), up from preindustrial levels of about 280 ppm. There has indeed been some warming, perhaps about 0.8 degrees Celsius, since the end of the so-called Little Ice Age in the early 1800s. Some of that warming has probably come from increased amounts of CO2, but the timing of the warming—much of it before CO2 levels had increased appreciably—suggests that a substantial fraction of the warming is from natural causes that have nothing to do with mankind. Frustrated by the lack of computer-predicted warming over the past decade, some IPCC supporters have been claiming that "extreme weather" has become more common because of more CO2. But there is no hard evidence this is true. After an unusually cold winter in 2011 (December 2010-February 2011) the winter of 2012 was unusually warm in the continental United States. But the winter of 2012 was bitter in Europe, Asia and Alaska. Nightly television pictures of the tragic destruction from tornadoes over the past months might make one wonder if the frequency of tornadoes is increasing, perhaps due to the increasing levels of CO2 in the atmosphere. But as one can read at Andrew Revkin's New York Times blog, dotearth, "There is no evidence of any trend in the number of potent tornadoes (category F2 and up) over the past 50 years in the United States, even as global temperatures have risen markedly." Like winter temperatures, the numbers, severity and geographical locations of tornadoes fluctuate from year-to-year in ways that are correlated with the complicated fluid flow patterns of the oceans and atmosphere, the location of the jet stream, El Niño or La Niña conditions of the tropical Pacific Oceans, etc. As long as the laws of nature exist, we will have tornadoes. But we can save many more lives by addressing the threat of tornadoes directly—for example, with improved and more widely dispersed weather radars, and with better means for warning the people of endangered areas—than by credulous support of schemes to reduce "carbon footprints," or by funding even more computer centers to predict global warming. It is easy to be confused about climate, because we are constantly being warned about the horrible things that will happen or are already happening as a result of mankind's use of fossil fuels. But these ominous predictions are based on computer models. It is important to distinguish between what the climate is actually doing and what computer models predict. The observed response of the climate to more CO2 is not in good agreement with model predictions. We need high-quality climate science because of the importance of climate to mankind. But we should also remember the description of how science works by the late, great physicist, Richard Feynman: "In general we look for a new law by the following process. First we guess it. Then we compute the consequences of the guess to see what would be implied if this law that we guessed is right. Then we compare the result of the computation to nature, with experiment or experience; compare it directly with observation, to see if it works. If it disagrees with experiment it is wrong." The most important component of climate science is careful, long-term observations of climate-related phenomena, from space, from land, and in the oceans. If observations do not support code predictions—like more extreme weather, or rapidly rising global temperatures—Feynman has told us what conclusions to draw about the theory.
Not Anthropogenic – Solar Rays Alt Cause

Alt Causes – cosmic rays

Spencer, 11 Dr. Roy Spencer, principal research scientist for University of Alabama in Huntsville. In the past, he has served as Senior Scientist for Climate Studies at NASA's Marshall Space Flight Center in Huntsville, Alabama, where here he directed research into the development and application of satellite passive microwave remote sensing techniques for measuring global temperature, water vapor, and precipitation.  He currently is the U.S. Science Team Leader for the Advanced Microwave Scanning Radiometer (AMSR-E) on NASA's Aqua satellite.  Dr. Spencer is the recipient of NASA's Medal for Exceptional Scientific Achievement and the American Meteorological Society's Special Award for his satellite-based temperature monitoring work. He is the author of numerous scientific articles that have appeared in Science, Nature, Journal of Climate, Monthly Weather Review, Journal of Atmospheric and Oceanic Technology, Journal of Climate and Applied Meteorology, Remote Sensing Reviews, Advances in Space Research, and Climatic Change.  “Indirect Solar Forcing of Climate by Galactic Cosmic Rays: An Observational Estimate,” http://www.marshall.org/article.php?id=950 Accessed 6/20/12 BJM 

**Note: GCR = galactic cosmic ray

SUMMARY What the above three plots show is that for a 1,000 count increase in GCR activity as measured at Moscow (which is somewhat less than the increase between Solar Max and Solar Min), there appears to be: (1) an increase in reflected sunlight (SW) of 0.64 Watts per sq. meter, probably mostly due to an increase in low cloud cover; (2) virtually no change in emitted infrared (LW) of +0.02 Watts per sq. meter; (3) a Net (reflected sunlight plus emitted infrared) effect of 0.55 Watts per sq. meter loss in radiant energy by the global climate system. WHAT DOES THIS MEAN FOR CLIMATE CHANGE? Assuming these signatures are anywhere close to being real, what do they mean quantitatively in terms of the potential effect of cosmic ray activity on climate? Well, just like any other forcing, a resulting temperature change depends not only upon the size of the forcing, but also the sensitivity of the climate system to forcing. But we CAN compare the cosmic ray forcing to OTHER “known” forcings, which could have a huge influence on our understanding of the role of humans in climate change. For example, if warming observed in the last century is (say) 50% natural and 50% anthropogenic, then this implies the climate system is only one-half as sensitive to our greenhouse gas emissions (or aerosol pollution) than if the warming was 100% anthropogenic in origin (which is pretty close to what we are told the supposed “scientific consensus” is). First, let’s compare the cosmic ray forcing to the change in total solar irradiance (TSI) during 2000-2010. The orange curve in following plot is the change in direct solar (TSI) forcing between 2000 and 2010, which with the help of Danny Braswell’s analytical skills I backed out from the CERES Net, LW, and SW data. It is the only kind of solar forcing the IPCC (apparently) believes exists, and it is quite weak: Also shown is the estimated cosmic ray forcing resulting from the month-to-month changes in the original Moscow cosmic ray time series, computed by multiplying those monthly changes by 0.55 Watts per sq. meter per 1,000 cosmic ray counts change. Finally, I fitted the trend lines to get an estimate of the relative magnitudes of these two sources of forcing: the cosmic ray (indirect) forcing is about 2.8 times that of the solar irradiance (direct) forcing. This means the total (direct + indirect) solar forcing on climate associated with the solar cycle could be 3.8 times that most mainstream climate scientists believe. One obvious question this begs is whether the lack of recent warming, since about 2004 for the 0-700 meter layer of the ocean, is due to the cosmic ray effect on cloud cover canceling out the warming from increasing carbon dioxide. If the situation really was that simple (which I doubt it is), this would mean that with Solar Max rapidly approaching, warming should resume in the coming months. Of course, other natural cycles could be in play (my favorite is the Pacific Decadal oscillation), so predicting what will happen next is (in my view) more of an exercise in faith than in science. In the bigger picture, this is just one more piece of evidence that the IPCC scientists should be investigating, one which suggests a much larger role for Mother Nature in climate change than the IPCC has been willing to admit. And, again I emphasize, the greater the role of Nature in causing past climate change, the smaller the role humans must have had, which could then have a profound impact on future projections of human-caused global warming. 

Not Anthropogenic – Solar Cycle
Not Anthropogenic – solar cycle

Vahrenholt 6/18/12- PhD in Chemistry, is one of the fathers of Germany's environmental movement and the director of RWE Innogy, one of Europe's largest renewable energy companies. (Fritz, “Global warming: second thoughts of an environmentalist” The Telegraph, http://www.telegraph.co.uk/comment/9338939/Global-warming-second-thoughts-of-an-environmentalist.html, PZ)

Good practice requires double-checking the facts. After all, geoscientists have checked the pre-industrial climate, over the past 10,000 years: this isolates natural climate drivers. According to the IPCC, natural factors hardly play any role in today's climate so we would expect a rather flat and boring climate history. Far from it: real, hard data from ice cores, dripstones, tree rings and ocean or lake sediment cores reveal significant temperature changes of more than 1°C, with warm and cold phases alternating in a 1,000-year cycle. These include the Minoan Warm Period 3,000 years ago and the Roman Warm Period 2,000 years ago. During the Medieval Warm Phase around 1,000 years ago, Greenland was colonised and grapes for wine grew in England. The Little Ice Age lasted from the 15th to the 19th century. All these fluctuations occurred before man-made CO2. Based on climate reconstructions from North Atlantic deep-sea sediment cores, Professor Gerard Bond discovered that the millennial-scale climate cycles ran largely parallel to solar cycles, including the Eddy Cycle which is – guess what – 1,000 years long. So it is really the Sun that shaped the temperature roller-coaster of the past 10,000 years. But then coal, oil and gas arrived: from the 1850s onwards, Man pumped large amounts of carbon dioxide into the atmosphere and the CO2 level today stands at 0.039%,compared to 0.028% previously. With our empirically proven natural pre-industrial pattern, however, we would predict that solar activity had risen since 1850, more or less in parallel with an increase in temperatures. Indeed, both timing and amount of warming of nearly 1°C fit nicely into this natural scheme. The solar magnetic field more than doubled over the past 100 years. In the last 10 years the solar magnetic field dropped to one of its lowest levels in the last 150 years, indicating lower intensity in the decades ahead. This may have contributed to the halt in global warming and is likely to continue for a while, until it may resume gradually around 2030/2040. Based on the past natural climate pattern, we should expect that by 2100 temperatures will not have risen more than 1°C, significantly less than proposed by the IPCC.

Alt causes to climate change – Sun irradiance

Idso et. Al 11 – (Craig D., Robert M. Carter, S. Fred Singer, Susan Crockford, Sherwood Idso, Anthony Lupo, Willie Soon, Mitch Taylor, Indur Goklany, Joseph D’Aleo, Madhav Khandekar,”Interim Report: Climate Change Reconsidered”, The Heartland Institute, p. 39, September 2011, KTOP)

Examining the sun-climate connection on a much-reduced time scale were Le Mouel et al. (2010a). The team of Professors Jean-Louis Le Mouel, Vincent Courtillot, and colleagues has been particularly inspired and productive of late in publishing papers revealing more evidence and information about how the sun‘s variable magnetic activity may affect various terrestrial phenomena, including weather and climate (see for example Kossobokov et al. 2010; Le Mouel et al. 2010b). And their 2010 publication (Le Mouel et al. 2010a) adds even more remarkable evidence and insight to the topic. Figure 2.3.2, for example, displays some rather unexpected and surprising correlations between the long-term variation in the amplitude (A) of the solid Earth rotation parameter (here they have adopted its well-detected semiannual variation) called length-of-day, and two candidate solar activity measures: sunspot number (SN) and neutron count (NC, a proxy for incoming galactic cosmic rays), obtained from a station in Moscow, Russia. They point out that A and NC are inversely correlated with SN, the solar activity index, which leads A by about one year. And since galactic cosmic rays are also inversely related to sunspot number with a delay of one to two years or so, A is directly correlated to NC. Le Mouel et al. (2010a) explain the correlations in the figure above as being due to a plausible physical link of the 11-year solar activity cycle to a systematic modulation of tropospheric zonal wind (since winds above 30 km contribute less than 20 percent of Earth‘s angular momentum, as proxied by A). They also make the important point that although the IPCC and others usually rule out the role of solar irradiance impact on terrestrial climate because of the small interannual changes in the solar irradiance, such an argument does not apply to the plausible link of the large seasonal incoming solar radiation in modulating the semiannual oscillations in the length-of-day amplitude. Therefore, Le Mouel et al. (2010a) say their paper “shows that the Sun can (directly or indirectly) influence tropospheric zonal mean-winds over decadal to multidecadal time scales.” And noting “zonal mean-winds constitute an important element of global atmospheric circulation,” they go on to suggest, “if the solar cycle can influence zonal mean-winds, then it may affect other features of global climate as well, including oscillations such as the NAO and MJO, of which zonal winds are an ingredient.” Thus, “the cause of this forcing,” as they describe it, “likely involves some combination of solar wind, galactic cosmic rays, ionosphere-Earth currents and cloud microphysics.”

Not Anthropogenic – Alt Causes

Alt causes to warming --- water cycle, sun

Rose 1/29/12 (David, “Forget global warming - it's Cycle 25 we need to worry about (and if NASA scientists are right the Thames will be freezing over again)” http://www.dailymail.co.uk/sciencetech/article-2093264/Forget-global-warming--Cycle-25-need-worry-NASA-scientists-right-Thames-freezing-again.html#ixzz1yGvBB0zJ, PZ)

She argued it is becoming evident that factors other than CO2 play an important role in rising or falling warmth, such as the 60-year water temperature cycles in the Pacific and Atlantic oceans. ‘They have insufficiently been appreciated in terms of global climate,’ said Prof Curry. When both oceans were cold in the past, such as from 1940 to 1970, the climate cooled. The Pacific cycle ‘flipped’ back from warm to cold mode in 2008 and the Atlantic is also thought likely to flip in the next few years . Pal Brekke, senior adviser at the Norwegian Space Centre, said some scientists found the importance of water cycles difficult to accept, because doing so means admitting that the oceans – not CO2 – caused much of the global warming between 1970 and 1997. The same goes for the impact of the sun – which was highly active for much of the 20th Century. ‘Nature is about to carry out a very interesting experiment,’ he said. ‘Ten or 15 years from now, we will be able to determine much better whether the warming of the late 20th Century really was caused by man-made CO2, or by natural variability.’ Meanwhile, since the end of last year, world temperatures have fallen by more than half a degree, as the cold ‘La Nina’ effect has re-emerged in the South Pacific. ‘We’re now well into the second decade of the pause,’ said Benny Peiser, director of the Global Warming Policy Foundation. ‘If we don’t see convincing evidence of global warming by 2015, it will start to become clear whether the models are bunk. And, if they are, the implications for some scientists could be very serious.’
Not Anthropogenic – Antarctica

Global Warming is a natural process-Antarctica proves

Kelly 6/19(Conor “NASA’s Antarctic Study Casts Doubt on Global Warming” ForexTV.com 6/19/12 http://www.forextv.com/forex-news-story/nasa-s-antarctic-study-casts-doubt-on-global-warming)
A recent study published by University of Southern California researchers suggests that Antarctica featured drastically different conditions in its past—particularly during the Miocene Era. The study, conducted with the purpose of predicting conditions following further climate change, found that global temperature changes in the past have drastically altered the climates of the poles. By drilling into the crust beneath Antarctic ice sheets, the scientists were able to analyze waxed leaf fossils, suggesting that the climate allowed for vegetation. Past experiments have reached difficulties using this technique, as shifting ice sheets destroy fossils. However, Sarah J. Feakins, leader of the study, was tipped off by pollen samples that suggested hints of plant life. By looking at hydrogen isotopes present in the plant matter, the team was able to determine air and water conditions during the plant’s life. In a paper published in Nature Geoscience, the researchers reported hotter and wetter conditions in Antarctica’s past than were previously believed. The research has been used by many to claim evidence that global warming is part of a natural phenomenon involving cyclic climate change. Carbon monoxide readings during the Miocene Era fall somewhere between 400 and 600 parts per million (ppm). Readings today are steadily reaching 393 ppm, one of the highest readings in several million years, a trend geologists say match with this period in Earth’s history. USC researchers suggest that at the current rate, global temperatures will reach Miocene Era levels by the end of this century.

Not Anthropogenic – AT: Greenhouse

Warming is not anthropogenic 

Hossain 5/11/11 - an MD from Dhaka Medical College in Bangladesh, an MPH from Institute of Tropical Medicine in Belgium, and an MBA from CSM-Institute of Graduate Studies in Canada / USA (Moazzem, Climate Change and Growth in Asia, http://books.google.com/books?id=ATXFspgfCuUC&dq=%22climate+change+%22+impacts+on+biodiversity+exaggerated&lr=&source=gbs_navlinks_s, PZ)

Global warming is related to the greenhouse effect, which is an analogy for the basic heating mechanism of the atmosphere. The greenhouse analogy applies to the atmosphere because the principal gases of the atmosphere. That is, nitrogen and oxygen, are relatively transparent to incoming solar radiation. Like the glass roofs and windows of a greenhouse. The atmosphere lets in incoming solar radiation relatively easily, but it absorbs large quantities of Outgoing thermal radiation from the earths surface by a number of greenhouse gases, notably water vapour, carbon dioxide and methane. The bulk of the atmospheric heating is accomplished by its absorption of thermal radiation from the earths surface (Walker and King 2008). Thus, the greenhouse effect is a natural process (Spencer 2008). Without it. the earths average temperature would be at least 20°C cooler than its current temperature (Iloughton 2004). ‘The natural greenhouse effect of the earths atmosphere is attributable primarily to water vapour (Barry and Chorley 2003). Not only is water vapour more abundant than other GHGs, it absorbs parts of both incoming shortwave solar radiation and outgoing longwave infrared thermal radiation. Like water vapour, carbon dioxide is also a naturally occurring G l-1G, which absorbs certain bands of both solar radiation and infrared thermal radiation. However, it differs from water vapour in its ability to accumulate in the atmosphere. Since the amount of water vapour in the atmosphere is controlled by the hydrologic cycle, specifically by the nega tive feedback of evaporation leading to condensation and rainfall (Archer 2007), human activities cannot contribute significantly to the concentration of water vapour in the atmosphere; whereas burning of fossil fuels and other human activities have been increasing the atmospheric con centration of carbon dioxide steadily for at least the last two centuries. It then follows that any increase in the atmospheric concentration of carbon dioxide would lead to an increase in the absorption of both solar radia tion and thermal radiation from the earth’s surface, leading to an increase in atmospheric temperature. This process has been termed variously as enhanced or human-induced or anthropogenic greenhouse effect (Barry and Chorley 2003; Archer 2007).
Not Anthropogenic – Alt Causes

Seismic Activity is an alt cause to warming
Idso et. Al 11 – (Craig D., Robert M. Carter, S. Fred Singer, Susan Crockford, Sherwood Idso, Anthony Lupo, Willie Soon, Mitch Taylor, Indur Goklany, Joseph D’Aleo, Madhav Khandekar,”Interim Report: Climate Change Reconsidered”, The Heartland Institute, p.46, September 2011, KTOP)
O. Molchanov (2010) of the Russian Academy of Sciences‘ Institute of the Physics of the Earth, headquartered in Moscow, Russia, makes a case for the hypothesis that, at least partially, global climate changes and corresponding activity indices such as the ENSO phenomenon are induced by similar variations in seismicity. Molchanov (1) calculates the cumulative annual seismic energy released by large earthquake events originating from depths of 0 to 38 km, based on data archived by the U.S. Geological Survey for the 35-year time interval of 1973–2008 for various earthquake activity zones spread across the tropical and western Pacific—including the Chilean subduction zone; the Tonga-Kermadec zone; the Sunda, Philippine, and Solomon Sea zones; and the Mariana, Japan, and Kuril-Kamchatka zones—and (2) compares the then-evident periodicity of seismic energy production with that of sea surface temperature oscillations that occurred over the same 35-year period within the Niño zones 1+2 (0–10°S, 90–80°W), 3 (5°N–5°S, 150–90°W), and 4 (5°N–5°S, 160°E–150°W). It was first determined that the “climate indices show expected ENSO variation” and “amazingly,” as Molchanov describes it, the earthquake indices demonstrate “similar quasi-ENSO variations.” So the next question was obviously: which is the action and which is the reaction? From a number of other factors, the Russian researcher concludes it is “more probable” that earthquake activity is “forcing the ENSO variation in the climate” than vice versa. In concluding his paper, Molchanov states, “trends in the climate and seismic variations are similar to each other” and “it is rather probable that the climate ENSO effect is at least partially induced by seismicity with a time lag of about 1.5 years,” leaving it up to others to further study and debate the issue.
Methane production from cereals is skyrocketing and isn’t expected to stop anytime soon

Jorgenson and Birkholz 10 – (Andrew and Ryan, “Assessing the causes of anthropogenic methane emissions in comparative perspective, 1990–2005”, Ecological Economics, p. 2635-6, ScienceDirect, August 31st, 2010, KTOP)
Cereals production, especially the production of rice, generates methane through the anaerobic decomposition of organic matter in the soil (Drake, 2000; Warrick et al., 1990). In this context anaerobic refers to forms of decomposition not requiring oxygen. Through such processes, the methane gas reaches the atmosphere through the plant's vascular system. Climate, growing techniques, and soil characteristics also contribute to the intensity and overall level of methane produced and emitted (Moore et al., 1998). As the human population continues to grow rapidly, the production of rice will need to increase at high levels for direct human consumption and for livestock feed (Drake, 2000). This is compounded by the preexisting need for greater yields to avert famine in various regions of the world, coupled with unsustainable levels of per capita consumption in more developed countries (e.g., Jorgenson and Kuykendall, 2008). With the likely need for increasing cereals production in general, and rice production in particular, scientifically-based changes in growing techniques could lead to a relative decline in the magnitude of cereal productions' effect on methane emissions. Thus, consistent with prior cross-sectional research (e.g., Jorgenson, 2006), we expect to find a significant positive linear effect of cereals production on methane emissions. 
Methane production from cows is increasing in the status quo

Jorgenson and Birkholz 10 – (Andrew and Ryan, “Assessing the causes of anthropogenic methane emissions in comparative perspective, 1990–2005”, Ecological Economics, p. 2636, ScienceDirect, August 31st, 2010, KTOP)
A large proportion of the world's livestock are ruminants, such as cattle. These animals possess four chambered stomachs that generate methane as a byproduct while breaking down food (Kaiser and Drennen, 1993; Drake, 2000). Global cattle production and subsequent human consumption by far exceeds the raising of other ruminant animals (e.g., goats, buffalo, sheep) for human use (World Resources Institute, 2010). Further, much more cross-national panel data are available for the former than any of the latter (e.g., Jorgenson, Austin, and Dick, 2009). Thus, in this study we focus on the effects of cattle production but recognize that other ruminants are known to contribute to the emission of methane gas as well. Moore et al. (1998) argue that methane emissions from cattle and their manure commonly arise from high-density livestock operations (see also Subak, 1999). What is more, large-scale and high-intensity cattle production for human consumption has increased substantially in less-developed countries in recent decades, often for export to developed nations (e.g., Jorgenson et al., 2009). Cattle confined in feedlots or in intensive confinement dairy operations are often fed an unnatural diet of high-protein feed consisting of soybeans and corn. This sort of unnatural diet can lead to increased methane emissions since the resulting manure has a high methane producing capacity. In contrast, cattle that are fed a more natural, low-energy diet composed of grasses and other forages produce manure with about half of the potential to generate methane (Koneswaran and Nierenberg, 2008). Of particular relevance for the current study, prior cross-sectional analyses of per capita and total methane emissions identify positive associations between both and the number of cattle (being raised for human use) present in a given country (Burns et al., 1997; Jorgenson, 2006). Thus, in our panel analyses we expect to find a linear effect of the number of cattle within a country on total methane emissions. 

***No Warming***

No Warming Frontline 

No warming now --- computer models are exaggerated and alarmism is used for funding 

Wall Street Journal 1/19/12 (“No Need to Panic About Global Warming” http://online.wsj.com/article/SB10001424052970204301404577171531838421366.html, PZ)

*The following has been signed by the 16 scientists with the following credentials: Claude Allegre, former director of the Institute for the Study of the Earth, University of Paris; J. Scott Armstrong, cofounder of the Journal of Forecasting and the International Journal of Forecasting; Jan Breslow, head of the Laboratory of Biochemical Genetics and Metabolism, Rockefeller University; Roger Cohen, fellow, American Physical Society; Edward David, member, National Academy of Engineering and National Academy of Sciences; William Happer, professor of physics, Princeton; Michael Kelly, professor of technology, University of Cambridge, U.K.; William Kininmonth, former head of climate research at the Australian Bureau of Meteorology; Richard Lindzen, professor of atmospheric sciences, MIT; James McGrath, professor of chemistry, Virginia Technical University; Rodney Nichols, former president and CEO of the New York Academy of Sciences; Burt Rutan, aerospace engineer, designer of Voyager and SpaceShipOne; Harrison H. Schmitt, Apollo 17 astronaut and former U.S. senator; Nir Shaviv, professor of astrophysics, Hebrew University, Jerusalem; Henk Tennekes, former director, Royal Dutch Meteorological Service; Antonio Zichichi, president of the World Federation of Scientists, Geneva.

A candidate for public office in any contemporary democracy may have to consider what, if anything, to do about "global warming." Candidates should understand that the oft-repeated claim that nearly all scientists demand that something dramatic be done to stop global warming is not true. In fact, a large and growing number of distinguished scientists and engineers do not agree that drastic actions on global warming are needed. In September, Nobel Prize-winning physicist Ivar Giaever, a supporter of President Obama in the last election, publicly resigned from the American Physical Society (APS) with a letter that begins: "I did not renew [my membership] because I cannot live with the [APS policy] statement: 'The evidence is incontrovertible: Global warming is occurring. If no mitigating actions are taken, significant disruptions in the Earth's physical and ecological systems, social systems, security and human health are likely to occur. We must reduce emissions of greenhouse gases beginning now.' In the APS it is OK to discuss whether the mass of the proton changes over time and how a multi-universe behaves, but the evidence of global warming is incontrovertible?" In spite of a multidecade international campaign to enforce the message that increasing amounts of the "pollutant" carbon dioxide will destroy civilization, large numbers of scientists, many very prominent, share the opinions of Dr. Giaever. And the number of scientific "heretics" is growing with each passing year. The reason is a collection of stubborn scientific facts. Perhaps the most inconvenient fact is the lack of global warming for well over 10 years now. This is known to the warming establishment, as one can see from the 2009 "Climategate" email of climate scientist Kevin Trenberth: "The fact is that we can't account for the lack of warming at the moment and it is a travesty that we can't." But the warming is only missing if one believes computer models where so-called feedbacks involving water vapor and clouds greatly amplify the small effect of CO2. The lack of warming for more than a decade—indeed, the smaller-than-predicted warming over the 22 years since the U.N.'s Intergovernmental Panel on Climate Change (IPCC) began issuing projections—suggests that computer models have greatly exaggerated how much warming additional CO2 can cause. Faced with this embarrassment, those promoting alarm have shifted their drumbeat from warming to weather extremes, to enable anything unusual that happens in our chaotic climate to be ascribed to CO2. Alarmism over climate is of great benefit to many, providing government funding for academic research and a reason for government bureaucracies to grow. Alarmism also offers an excuse for governments to raise taxes, taxpayer-funded subsidies for businesses that understand how to work the political system, and a lure for big donations to charitable foundations promising to save the planet. Lysenko and his team lived very well, and they fiercely defended their dogma and the privileges it brought them. Speaking for many scientists and engineers who have looked carefully and independently at the science of climate, we have a message to any candidate for public office: There is no compelling scientific argument for drastic action to "decarbonize" the world's economy. Even if one accepts the inflated climate forecasts of the IPCC, aggressive greenhouse-gas control policies are not justified economically.
The earth is cooling in the status quo, not warming

Idso et. Al 11 – (Craig D., Robert M. Carter, S. Fred Singer, Susan Crockford, Sherwood Idso, Anthony Lupo, Willie Soon, Mitch Taylor, Indur Goklany, Joseph D’Aleo, Madhav Khandekar,”Interim Report: Climate Change Reconsidered”, The Heartland Institute, p.82, September 2011, KTOP)
In a paper titled “A strong bout of natural cooling in 2008” published in Geophysical Research Letters, Perlwitz et al. (2009) discuss the “precipitous drop in North American temperature in 2008, commingled with a decade-long fall in global mean temperatures.” The authors begin their narrative by noting there has been “a decade-long decline (1998–2007) in globally averaged temperatures from the record heat of 1998,” citing Easterling and Wehner (2009). In further describing this phenomenon, they note U.S. temperatures in 2008 “not only declined from near-record warmth of prior years, but were in fact colder than the official 30-year reference climatology (-0.2°C versus the 1971–2000 mean) and further were the coldest since at least 1996.” With respect to the geographical origin of this “natural cooling,” as they describe it, the five researchers point to “a widespread coolness of the tropical-wide oceans and the northeastern Pacific,” focusing on the Niño 4 region, where they report “anomalies of about -1.1°C suggest a condition colder than any in the instrumental record since 1871.” The researchers then push ahead in search of the cause of the global and U.S. coolings that sparked their original interest, seeking out what connects them with other more primary phenomena, the anomalous and significant oceanic coolings. Perlwitz et al. first discount volcanic eruptions, noting “there were no significant volcanic events in the last few years.” Next, they write that solar forcing “is also unlikely,” because its radiative magnitude is considered to be too weak to elicit such a response. And these two castaway causes thus leave them with “coupled ocean-atmosphere-land variability” as the “most likely” cause of the anomalous coolings. In regard to Perlwitz et al.‘s dismissal of solar forcing, however, the jury is still out with respect to the interaction of the solar wind with the influx of cosmic rays to Earth‘s atmosphere and their subsequent impact on cloud formation, which may yet prove to be substantial (as discussed earlier in this chapter). And with respect to their final point, the suite of real-world ocean-atmosphere-land interactions is highly complex and also not fully understood. Indeed, there may even be important phenomena operating within this realm of which the entire scientific community is ignorant. Some of those phenomena may be strong enough to compensate for anthropogenic-induced increases in greenhouse gas emissions, so that other natural phenomena dictate the ever-changing state of Earth‘s climate

No warming in the near future --- natural cycles disprove climate alarmism  

Ferrara 6/4/12 - a policy advisor to the Heartland Institute and general counsel of the American Civil Rights Union. He served in the White House Office of Policy Development under President Reagan (Peter “Sorry global warming alarmists, the Earth is cooling” http://www.freedompolitics.com/articles/climate-3668-alarmists-global.html, PZ)

Climate change itself is already in the process of definitively rebutting climate alarmists who think human use of fossil fuels is causing ultimately catastrophic global warming. That is because natural climate cycles have already turned from warming to cooling, global temperatures have already been declining for more than 10 years, and global temperatures will continue to decline for another two decades or more. That is one of the most interesting conclusions to come out of the seventh International Conference on Climate Change sponsored by The Heartland Institute, held last week in Chicago. I attended, and served as one of the speakers, talking about “The Economic Implications of High Cost Energy.” Check out the 20th century temperature record, and you will find that its up and down pattern does not follow the industrial revolution’s upward march of atmospheric carbon dioxide (CO2), which is the supposed central culprit for man caused global warming (and has been much, much higher in the past). It follows instead the up and down pattern of naturally caused climate cycles. For example, temperatures dropped steadily from the late 1940s to the late 1970s. The popular press was even talking about a coming ice age. Ice ages have cyclically occurred roughly every 10,000 years, with a new one actually due around now. In the late 1970s, the natural cycles turned warm and temperatures rose until the late 1990s, a trend that political and economic interests have tried to milk mercilessly to their advantage. The incorruptible satellite measured global atmospheric temperatures show less warming during this period than the heavily manipulated land surface temperatures. Central to these natural cycles is the Pacific Decadal Oscillation (PDO). Every 25 to 30 years the oceans undergo a natural cycle where the colder water below churns to replace the warmer water at the surface, and that affects global temperatures by the fractions of a degree we have seen. The PDO was cold from the late 1940s to the late 1970s, and it was warm from the late 1970s to the late 1990s, similar to the Atlantic Multidecadal Oscillation (AMO). In 2000, the UN’s IPCC predicted that global temperatures would rise by 1 degree Celsius by 2010. Was that based on climate science, or political science to scare the public into accepting costly anti-industrial regulations and taxes? Because PDO cycles last 25 to 30 years, Easterbrook expects the cooling trend to continue for another 2 decades or so. Easterbrook, in fact, documents 40 such alternating periods of warming and cooling over the past 500 years, with similar data going back 15,000 years. He further expects the flipping of the ADO to add to the current downward trend. But that is not all. We are also currently experiencing a surprisingly long period with very low sunspot activity. That is associated in the earth’s history with even lower, colder temperatures. The pattern was seen during a period known as the Dalton Minimum from 1790 to 1830, which saw temperature readings decline by 2 degrees in a 20 year period, and the noted Year Without A Summer in 1816 (which may have had other contributing short term causes).
Our Evidence Uses Satellite Data Which is the Most Objective
Taylor, 2k11 (James Taylor, senior fellow for environment policy at The Heartland Institute and managing editor of Environment & Climate News, “New NASA Data Blow Gaping Hole In Global Warming Alarmism” Yahoo News, July 27th, 2011, Online @ http://news.yahoo.com/nasa-data-blow-gaping-hold-global-warming-alarmism-192334971.html ht)
NASA satellite data from the years 2000 through 2011 show the Earth's atmosphere is allowing far more heat to be released into space than alarmist computer models have predicted, reports a new study in the peer-reviewed science journal Remote Sensing. The study indicates far less future global warming will occur than United Nations computer models have predicted, and supports prior studies indicating increases in atmospheric carbon dioxide trap far less heat than alarmists have claimed. Study co-author Dr. Roy Spencer, a principal research scientist at the University of Alabama in Huntsville and U.S. Science Team Leader for the Advanced Microwave Scanning Radiometer flying on NASA's Aqua satellite, reports that real-world data from NASA's Terra satellite contradict multiple assumptions fed into alarmist computer models. "The satellite observations suggest there is much more energy lost to space during and after warming than the climate models show," Spencer said in a July 26 University of Alabama press release. "There is a huge discrepancy between the data and the forecasts that is especially big over the oceans." In addition to finding that far less heat is being trapped than alarmist computer models have predicted, the NASA satellite data show the atmosphere begins shedding heat into space long before United Nations computer models predicted. The new findings are extremely important and should dramatically alter the global warming debate. Scientists on all sides of the global warming debate are in general agreement about how much heat is being directly trapped by human emissions of carbon dioxide (the answer is "not much"). However, the single most important issue in the global warming debate is whether carbon dioxide emissions will indirectly trap far more heat by causing large increases in atmospheric humidity and cirrus clouds. Alarmist computer models assume human carbon dioxide emissions indirectly cause substantial increases in atmospheric humidity and cirrus clouds (each of which are very effective at trapping heat), but real-world data have long shown that carbon dioxide emissions are not causing as much atmospheric humidity and cirrus clouds as the alarmist computer models have predicted. The new NASA Terra satellite data are consistent with long-term NOAA and NASA data indicating atmospheric humidity and cirrus clouds are not increasing in the manner predicted by alarmist computer models. The Terra satellite data also support data collected by NASA's ERBS satellite showing far more longwave radiation (and thus, heat) escaped into space between 1985 and 1999 than alarmist computer models had predicted. Together, the NASA ERBS and Terra satellite data show that for 25 years and counting, carbon dioxide emissions have directly and indirectly trapped far less heat than alarmist computer models have predicted. In short, the central premise of alarmist global warming theory is that carbon dioxide emissions should be directly and indirectly trapping a certain amount of heat in the earth's atmosphere and preventing it from escaping into space. Real-world measurements, however, show far less heat is being trapped in the earth's atmosphere than the alarmist computer models predict, and far more heat is escaping into space than the alarmist computer models predict. When objective NASA satellite data, reported in a peer-reviewed scientific journal, show a "huge discrepancy" between alarmist climate models and real-world facts, climate scientists, the media and our elected officials would be wise to take notice. Whether or not they do so will tell us a great deal about how honest the purveyors of global warming alarmism truly are.

No warming now --- most recent data disproves “scientific consensus” 

Rose 1/29/12 (David, “Forget global warming - it's Cycle 25 we need to worry about (and if NASA scientists are right the Thames will be freezing over again)” http://www.dailymail.co.uk/sciencetech/article-2093264/Forget-global-warming--Cycle-25-need-worry-NASA-scientists-right-Thames-freezing-again.html#ixzz1yGvBB0zJ, PZ)

The supposed ‘consensus’ on man-made global warming is facing an inconvenient challenge after the release of new temperature data showing the planet has not warmed for the past 15 years. The figures suggest that we could even be heading for a mini ice age to rival the 70-year temperature drop that saw frost fairs held on the Thames in the 17th Century. Based on readings from more than 30,000 measuring stations, the data was issued last week without fanfare by the Met Office and the University of East Anglia Climatic Research Unit. It confirms that the rising trend in world temperatures ended in 1997. A painting, dated 1684, by Abraham Hondius depicts one of many frost fairs on the River Thames during the mini ice age Meanwhile, leading climate scientists yesterday told The Mail on Sunday that, after emitting unusually high levels of energy throughout the 20th Century, the sun is now heading towards a ‘grand minimum’ in its output, threatening cold summers, bitter winters and a shortening of the season available for growing food. Solar output goes through 11-year cycles, with high numbers of sunspots seen at their peak. We are now at what should be the peak of what scientists call ‘Cycle 24’ – which is why last week’s solar storm resulted in sightings of the aurora borealis further south than usual. But sunspot numbers are running at less than half those seen during cycle peaks in the 20th Century. Analysis by experts at NASA and the University of Arizona – derived from magnetic-field measurements 120,000 miles beneath the sun’s surface – suggest that Cycle 25, whose peak is due in 2022, will be a great deal weaker still. ‘World temperatures may end up a lot cooler than now for 50 years or more,’ said Henrik Svensmark, director of the Center for Sun-Climate Research at Denmark’s National Space Institute. ‘It will take a long battle to convince some climate scientists that the sun is important. It may well be that the sun is going to demonstrate this on its own, without the need for their help.’ He pointed out that, in claiming the effect of the solar minimum would be small, the Met Office was relying on the same computer models that are being undermined by the current pause in global-warming. CO2 levels have continued to rise without interruption and, in 2007, the Met Office claimed that global warming was about to ‘come roaring back’. It said that between 2004 and 2014 there would be an overall increase of 0.3C. In 2009, it predicted that at least three of the years 2009 to 2014 would break the previous temperature record set in 1998. So far there is no sign of any of this happening. But yesterday a Met Office spokesman insisted its models were still valid. ‘The responsible thing to do would be to accept the fact that the models may have severe shortcomings when it comes to the influence of the sun,’ said Professor Curry. As for the warming pause, she said that many scientists ‘are not surprised’.
No Warming – Sun Decline
Cooling now – natural cycles and decreased sun activity – predictions about warming are empirically false and self-serving 

Ferrara 12 – Heartland Institute senior fellow, senior fellow at the Social Security Institute, graduate of Harvard College and Harvard Law School, general counsel of the American Civil Rights Union, Associate Deputy Attorney General of the United States under the first President Bush, author of The Obamacare Disaster, President Obama's Tax Piracy, and America's Ticking Bankruptcy Bomb: How the Looming Debt Crisis Threatens the American Dream-and How We Can Turn the Tide Before It's Too Late, (Peter, “Sorry Global Warming Alarmists, The Earth Is Cooling,” The Heartland Institute, 6/1/12, http://blog.heartland.org/2012/06/sorry-global-warming-alarmists-the-earth-is-cooling/)//PC 

Climate change itself is already in the process of definitively rebutting climate alarmists who think human use of fossil fuels is causing ultimately catastrophic global warming. That is because natural climate cycles have already turned from warming to cooling, global temperatures have already been declining for more than 10 years, and global temperatures will continue to decline for another two decades or more. That is one of the most interesting conclusions to come out of the seventh International Conference on Climate Change sponsored by The Heartland Institute, held last week in Chicago. I attended, and served as one of the speakers, talking about “The Economic Implications of High Cost Energy.” The conference featured serious natural science, contrary to the self-interested political science you hear from government financed global warming alarmists seeking to justify widely expanded regulatory and taxation powers for government bodies, or government body wannabees, such as the United Nations. See for yourself, as the conference speeches are online. What you will see are calm, dispassionate presentations by serious, pedigreed scientists discussing and explaining reams of data. In sharp contrast to these climate realists, the climate alarmists have long admitted that they cannot defend their theory that humans are causing catastrophic global warming in public debate. With the conference presentations online, let’s see if the alarmists really do have any response. The Heartland Institute has effectively become the international headquarters of the climate realists, an analog to the UN’s Intergovernmental Panel on Climate Change (IPCC). It has achieved that status through these international climate conferences, and the publication of its Climate Change Reconsideredvolumes, produced in conjunction with the Nongovernmental International Panel on Climate Change (NIPCC). Those Climate Change Reconsidered volumes are an equivalently thorough scientific rebuttal to the irregular Assessment Reports of the UN’s IPCC. You can ask any advocate of human caused catastrophic global warming what their response is to Climate Change Reconsidered. If they have none, they are not qualified to discuss the issue intelligently. Check out the 20th century temperature record, and you will find that its up and down pattern does not follow the industrial revolution’s upward march of atmospheric carbon dioxide (CO2), which is the supposed central culprit for man caused global warming (and has been much, much higher in the past). It follows instead the up and down pattern of naturally caused climate cycles. For example, temperatures dropped steadily from the late 1940s to the late 1970s. The popular press was even talking about a coming ice age. Ice ages have cyclically occurred roughly every 10,000 years, with a new one actually due around now. In the late 1970s, the natural cycles turned warm and temperatures rose until the late 1990s, a trend that political and economic interests have tried to milk mercilessly to their advantage. The incorruptible satellite measured global atmospheric temperatures show less warming during this period than the heavily manipulated land surface temperatures. Central to these natural cycles is the Pacific Decadal Oscillation (PDO). Every 25 to 30 years the oceans undergo a natural cycle where the colder water below churns to replace the warmer water at the surface, and that affects global temperatures by the fractions of a degree we have seen. The PDO was cold from the late 1940s to the late 1970s, and it was warm from the late 1970s to the late 1990s, similar to the Atlantic Multidecadal Oscillation (AMO). In 2000, the UN’s IPCC predicted that global temperatures would rise by 1 degree Celsius by 2010. Was that based on climate science, or political science to scare the public into accepting costly anti-industrial regulations and taxes? Don Easterbrook, Professor Emeritus of Geology at Western Washington University, knew the answer. He publicly predicted in 2000 that global temperatures would decline by 2010. He made that prediction because he knew the PDO had turned cold in 1999, something the political scientists at the UN’s IPCC did not know or did not think significant. Well, the results are in, and the winner is….Don Easterbrook. Easterbrook also spoke at the Heartland conference, with a presentation entitled “Are Forecasts of a 20-Year Cooling Trend Credible?” Watch that online and you will see how scientists are supposed to talk: cool, rational, logical analysis of the data, and full explanation of it. All I ever see from the global warming alarmists, by contrast, is political public relations, personal attacks, ad hominem arguments, and name calling, combined with admissions that they can’t defend their views in public debate. Easterbrook shows that by 2010 the 2000 prediction of the IPCC was wrong by well over a degree, and the gap was widening. That’s a big miss for a forecast just 10 years away, when the same folks expect us to take seriously their predictions for 100 years in the future. Howard Hayden, Professor of Physics Emeritus at the University of Connecticut showed in his presentation at the conference that based on the historical record a doubling of CO2 could be expected to produce a 2 degree C temperature increase. Such a doubling would take most of this century, and the temperature impact of increased concentrations of CO2 declines logarithmically. You can see Hayden’s presentation online as well. Because PDO cycles last 25 to 30 years, Easterbrook expects the cooling trend to continue for another 2 decades or so. Easterbrook, in fact, documents 40 such alternating periods of warming and cooling over the past 500 years, with similar data going back 15,000 years. He further expects the flipping of the ADO to add to the current downward trend. But that is not all. We are also currently experiencing a surprisingly long period with very low sunspot activity. That is associated in the earth’s history with even lower, colder temperatures. The pattern was seen during a period known as the Dalton Minimum from 1790 to 1830, which saw temperature readings decline by 2 degrees in a 20 year period, and the noted Year Without A Summer in 1816 (which may have had other contributing short term causes). Even worse was the period known as the Maunder Minimum from 1645 to 1715, which saw only about 50 sunspots during one 30 year period within the cycle, compared to a typical 40,000 to 50,000 sunspots during such periods in modern times. The Maunder Minimum coincided with the coldest part of the Little Ice Age, which the earth suffered from about 1350 to 1850. The Maunder Minimum saw sharply reduced agricultural output, and widespread human suffering, disease and premature death. Such impacts of the sun on the earth’s climate were discussed at the conference by astrophysicist and geoscientist Willie Soon, Nir J. Shaviv, of the Racah Institute of Physics in the Hebrew University of Jerusalem, and Sebastian Luning, co-author with leading German environmentalist Fritz Vahrenholt of The Cold Sun. Easterbrook suggests that the outstanding question is only how cold this present cold cycle will get. Will it be modest like the cooling from the late 1940s to late 1970s? Or will the paucity of sunspots drive us all the way down to the Dalton Minimum, or even the Maunder Minimum? He says it is impossible to know now. But based on experience, he will probably know before the UN and its politicized IPCC. 
No Warming – Satellite Data
The earth is cooling now – recent satellite data proves 

Taylor 11  – managing editor of Environment & Climate News, Senior Fellow for The Heartland Institute, bachelors degree from Dartmouth College and law degree from the Syracuse University College of Law, (James M., “New NASA Data Blow Gaping Hole In Global Warming Alarmism,” Forbes,7/27/11, http://www.forbes.com/sites/jamestaylor/2011/07/27/new-nasa-data-blow-gaping-hold-in-global-warming-alarmism/?partner=yahoofeed)//PC 

NASA satellite data from the years 2000 through 2011 show the Earth’s atmosphere is allowing far more heat to be released into space than alarmist computer models have predicted, reports a new study in the peer-reviewed science journal Remote Sensing. The study indicates far less future global warming will occur than United Nations computer models have predicted, and supports prior studies indicating increases in atmospheric carbon dioxide trap far less heat than alarmists have claimed. Study co-author Dr. Roy Spencer, a principal research scientist at the University of Alabama in Huntsville and U.S. Science Team Leader for the Advanced Microwave Scanning Radiometer flying on NASA’s Aqua satellite, reports that real-world data from NASA’s Terra satellite contradict multiple assumptions fed into alarmist computer models. “The satellite observations suggest there is much more energy lost to space during and after warming than the climate models show,” Spencer said in a July 26 University of Alabama press release. “There is a huge discrepancy between the data and the forecasts that is especially big over the oceans.” In addition to finding that far less heat is being trapped than alarmist computer models have predicted, the NASA satellite data show the atmosphere begins shedding heat into space long before United Nations computer models predicted. The new findings are extremely important and should dramatically alter the global warming debate. Scientists on all sides of the global warming debate are in general agreement about how much heat is being directly trapped by human emissions of carbon dioxide (the answer is “not much”). However, the single most important issue in the global warming debate is whether carbon dioxide emissions will indirectly trap far more heat by causing large increases in atmospheric humidity and cirrus clouds. Alarmist computer models assume human carbon dioxide emissions indirectly cause substantial increases in atmospheric humidity and cirrus clouds (each of which are very effective at trapping heat), but real-world data have long shown that carbon dioxide emissions are not causing as much atmospheric humidity and cirrus clouds as the alarmist computer models have predicted. The new NASA Terra satellite data are consistent with long-term NOAA and NASA data indicating atmospheric humidity and cirrus clouds are not increasing in the manner predicted by alarmist computer models. The Terra satellite data also support data collected by NASA’s ERBS satellite showing far more longwave radiation (and thus, heat) escaped into space between 1985 and 1999 than alarmist computer models had predicted. Together, the NASA ERBS and Terra satellite data show that for 25 years and counting, carbon dioxide emissions have directly and indirectly trapped far less heat than alarmist computer models have predicted. In short, the central premise of alarmist global warming theory is that carbon dioxide emissions should be directly and indirectly trapping a certain amount of heat in the earth’s atmosphere and preventing it from escaping into space. Real-world measurements, however, show far less heat is being trapped in the earth’s atmosphere than the alarmist computer models predict, and far more heat is escaping into space than the alarmist computer models predict. When objective NASA satellite data, reported in a peer-reviewed scientific journal, show a “huge discrepancy” between alarmist climate models and real-world facts, climate scientists, the media and our elected officials would be wise to take notice. Whether or not they do so will tell us a great deal about how honest the purveyors of global warming alarmism truly are. 

Recent satellite data proves-no risk of warming

Taylor, ’11 senior fellow for environment policy at The Heartland Institute  and managing editor of Environment & Climate News (James M “New NASA Data Blow Gaping Hole In Global Warming Alarmism” Forbes 7/27/11 http://news.yahoo.com/nasa-data-blow-gaping-hold-global-warming-alarmism-192334971.html)KG
NASA satellite data from the years 2000 through 2011 show the Earth's atmosphere is allowing far more heat to be released into space than alarmist computer models have predicted, reports a new study in the peer-reviewed science journal Remote Sensing . The study indicates far less future global warming will occur than United Nations computer models have predicted, and supports prior studies indicating increases in atmospheric carbon dioxide trap far less heat than alarmists have claimed. Study co-author Dr. Roy Spencer, a principal research scientist at the University of Alabama in Huntsville and U.S. Science Team Leader for the Advanced Microwave Scanning Radiometer flying on NASA's Aqua satellite, reports that real-world data from NASA's Terra satellite contradict multiple assumptions fed into alarmist computer models. "The satellite observations suggest there is much more energy lost to space during and after warming than the climate models show," Spencer said in a July 26 University of Alabama press release . "There is a huge discrepancy between the data and the forecasts that is especially big over the oceans." In addition to finding that far less heat is being trapped than alarmist computer models have predicted, the NASA satellite data show the atmosphere begins shedding heat into space long before United Nations computer models predicted. The new findings are extremely important and should dramatically alter the global warming debate. Scientists on all sides of the global warming debate are in general agreement about how much heat is being directly trapped by human emissions of carbon dioxide (the answer is "not much"). However, the single most important issue in the global warming debate is whether carbon dioxide emissions will indirectly trap far more heat by causing large increases in atmospheric humidity and cirrus clouds. Alarmist computer models assume human carbon dioxide emissions indirectly cause substantial increases in atmospheric humidity and cirrus clouds (each of which are very effective at trapping heat), but real-world data have long shown that carbon dioxide emissions are not causing as much atmospheric humidity and cirrus clouds as the alarmist computer models have predicted.

No threat from warning-Satellite data

Taylor, ’11 senior fellow for environment policy at The Heartland Institute  and managing editor of Environment & Climate News (James M “New NASA Data Blow Gaping Hole In Global Warming Alarmism” Forbes 7/27/11 http://news.yahoo.com/nasa-data-blow-gaping-hold-global-warming-alarmism-192334971.html)KG
The new NASA Terra satellite data are consistent with long-term NOAA and NASA data indicating atmospheric humidity and cirrus clouds are not increasing in the manner predicted by alarmist computer models. The Terra satellite data also support data collected by NASA's ERBS satellite showing far more longwave radiation (and thus, heat) escaped into space between 1985 and 1999 than alarmist computer models had predicted . Together, the NASA ERBS and Terra satellite data show that for 25 years and counting, carbon dioxide emissions have directly and indirectly trapped far less heat than alarmist computer models have predicted. In short, the central premise of alarmist global warming theory is that carbon dioxide emissions should be directly and indirectly trapping a certain amount of heat in the earth's atmosphere and preventing it from escaping into space. Real-world measurements, however, show far less heat is being trapped in the earth's atmosphere than the alarmist computer models predict, and far more heat is escaping into space than the alarmist computer models predict. When objective NASA satellite data, reported in a peer-reviewed scientific journal, show a "huge discrepancy" between alarmist climate models and real-world facts, climate scientists, the media and our elected officials would be wise to take notice. Whether or not they do so will tell us a great deal about how honest the purveyors of global warming alarmism truly are.

No Warming – AT: US-Specific CO2 I/L
US CO2 Relatively Stagnant – Other Countries are the Bulk

Taylor, 2k12 (James Taylor, senior fellow for environment policy at The Heartland Institute and managing editor of Environment & Climate News, “U.S. Carbon Dioxide Emissions Remain Below 2000 Levels” January 24 2012, Online @ http://news.heartland.org/newspaper-article/2012/01/24/us-carbon-dioxide-emissions-remain-below-2000-levels ht)
U.S. carbon dioxide emissions remain below 2000 levels and are likely to remain so until at least the year 2030, according to the U.S. Energy Information Administration’s just-releasedpreview of its Annual Energy Outlook 2012. The EIA annual report provides further evidence that EPA’s economy-killing restrictions on carbon dioxide emissions are completely unnecessary, even if global warming were a serious problem. Halting global emissions at year 2000 levels would certainly avert the scary scenarios frequently asserted by environmental activist groups and the media. The United States has done so. The rest of the world has not. China, which emits more carbon dioxide by far than any other nation, has more than doubled its carbon dioxide emissions since 2000 and is likely to continue its steep emissions rise for the foreseeable future. China emits more carbon dioxide than the entire Western Hemisphere. If the U.S., beyond merely freezing the level of its emissions, fully eliminated all carbon dioxide emissions today, the mere growth in Chinese emissions over the next 10 years would more than compensate for the complete elimination of U.S. emissions. China, moreover, has repeatedly and emphatically stated that it will not accept limits on its emissions regardless of what the United States and other nations do. The global warming debate, at least as far as the asserted need for the United States to impose dramatic, economy-killing carbon dioxide restrictions, has been rendered moot. 
No Warming – AT: CO2 --> Warming
No Correlation Between CO2 Increase and Temperature Rise

Taylor, 2k11 (James Taylor, senior fellow for environment policy at The Heartland Institute and managing editor of Environment & Climate News, “Carbon Dioxide Emissions Up Sharply, Yet Temperatures Are Flat?” November 9th, 2011, Online @ http://www.forbes.com/sites/jamestaylor/2011/11/09/carbon-dioxide-emissions-up-sharply-yet-temperatures-are-flat/ ht)
The U.S. Department of Energy has just published its estimates of global carbon dioxide emissions for the year 2010, concluding emissions rose by 6% from 2009 to 2010. This constitutes the largest rise yet recorded and means global emissions are rising faster than any of the scenarios advanced by the United Nations Intergovernmental Panel on Climate Change (IPCC) in its 2007 report. Global warming activists are claiming the 2010 rise proves global warming is even worse than previously feared, but exactly the opposite is the case. The new emissions data support the arguments of skeptics asserting carbon dioxide emissions do not impact global temperatures as much as IPCC computer models predict. In light of the 2010 data, global carbon dioxide emissions have risen by fully a third since the year 2001, yet global temperatures have not risen during the past decade. Global warming activists argue that carbon dioxide emissions are the sole or primary factor in global temperature changes, yet global temperatures show no change despite a 33% increase in global carbon dioxide emissions. The fact that global temperatures are not rising despite such a significant increase in carbon dioxide emissions provides validation of skeptical arguments, not a cause for heightened alarm. Rising carbon dioxide emissions would indeed be a cause for strong concern if they were the sole or primary cause of global temperature changes, and if the earth were on the brink of a global warming crisis. The real-world disconnect between carbon dioxide emissions and global temperatures is one of the factors that argues strongly against such a scenario, however. We can see just how far-fetched the claims of global warming activists are by comparing real-world emissions data and real-world temperature data versus global warming predictions. Scientist-activists at the MIT Joint Program on the Science and Policy of Global Change, for example, in 2009 produced a pie chart showing the predicted likelihood of various temperature scenarios through the end of the century. According to the pie chart, there was a better than 50% chance that under a business-as-usual scenario global temperatures would rise more than 5 degrees Celsius by the end of the century. Moreover, the chart predicted a 9% chance of temperatures rising more than 7 degrees Celsius, but less than a 1% chance of temperatures rising less than 3 degrees Celsius this century. Let’s compare those predictions to real-world data. As the Department of Energy report on 2010 emissions shows, global carbon dioxide emissions are rising more rapidly than anticipated under a business-as-usual scenario. This means that global temperatures should be rising even faster than predicted by the scientist-activists at the Joint Program on the Science and Policy of Global Change. Yet temperatures have risen merely 0.2 to 0.3 degrees Celsius during the past third of a century, and have not risen at all during the past decade. Giving global warming activists the benefit of the doubt and assuming that the recent pause in global warming is a mere temporary condition, the earth is still on a pace for less than 1 degree of warming during the 21st century, despite the scientist-activists assigning a greater-than-99% chance of at least 3 degrees warming by century’s end. The fact that this relatively minor warming is occurring while emissions are rising faster than expected adds more weight to the skeptical argument. Global temperatures will have to start rising very rapidly, and very soon, for alarming temperature predictions to come true. And yet with each passing year, the predicted rapid rise in temperatures never occurs. The Department of Energy 2010 emissions data also show why it would be futile and foolhardy for our nation to enact severe carbon dioxide restrictions. While global emissions have risen by 33% during the past decade, U.S. emissions have not risen at all. Saying the United States is a major factor in the recent rise in carbon dioxide emissions is like saying the Indianapolis Colts are a major factor in each week’s rising National Football League win totals; the Colts have amassed no wins this year, and U.S. carbon dioxide emissions have not risen at all during the past decade. Even if the United States had completely eradicated all carbon dioxide emissions going back to the year 2001, this still would not have prevented a rise in global emissions during the past decade. And with U.S. emissions already eliminated, we would be unilaterally suffering immensely negative economic and quality-of-life consequences of zero carbon dioxide emissions while other nations continued creating a record rise. Fortunately, no such self-imposed misery is necessary because real-world observations show that rising carbon dioxide levels are having only a minor impact on global temperatures.
No Warming – AT: CO2 --> Warming – AT: Sulfur

More ev – empirics disprove CO2 causes warming 

· Also answers sulfur emissions caused cooling

Easterbrook 2011 – geology professor emeritus at Western Washington University (Don, Evidence Based Climate Science, http://books.google.com/bookshl=en&lr=&id=h7Nyq8lV8R4C&oi=fnd&pg=PP1&dq="warming"+"natural+causes"&ots=swJTilM0ny&sig=L6P2iGmpa2KjudsK_K7JYX7dObw#v=onepage&q, , PZ)
The news media has bombarded the public with countless pictures of melting glaciers as proof that CO2 is causing global warming. No one disputes that glaciers have retreated from their maximums around 1910—1915, but does that prove il was caused by increased CO2? Just because two things happened during the same time period does not prove that one is the cause of the other. During the 1880—1915 cool period, alpine glaciers advanced almost to their Little Ice Age (13(K)—1915) maximums, then retreated strongly during the 1915—1945 warm period with no significant change in atmospheric CO2. Glaciers readvanced again from 1945 to 1977 in a cool period during which CO2 emissions soared dramatically—just the opposite of what should have happened if CO2 causes global warming. The lame excuse that sulfur emissions during the cool period caused the cooling is not credible because the cool period came to an abrupt halt in 1977 with no change in atmospheric sulfur or CO2. The cause had to be something other than either CO2 or sulFur. 

No Warming – AT: CO2 --> Warming – AT: Root Cause
CO2 emissions not main cause of warming, water vapor is

Easterbrook 2011 – geology professor emeritus at Western Washington University (Don, Evidence Based Climate Science, http://books.google.com/bookshl=en&lr=&id=h7Nyq8lV8R4C&oi=fnd&pg=PP1&dq="warming"+"natural+causes"&ots=swJTilM0ny&sig=L6P2iGmpa2KjudsK_K7JYX7dObw#v=onepage&q, , PZ)
No tangible, physical evidence exists that proves a cause-and-effect relation ship between global climate changes and atmospheric CO2. The fact that CO2 is a greenhouse gas and that CO2 has increased doesn’t prove that CO2 has caused global warming. Ninety five percent of greenhouse gas warming is due to water vapor and there is no evidence that atmospheric water vapor has increased. Only 3.6% of the greenhouse effect is due to CO2. As shown by isotope measurements from ice cores in Greenland and Antarctica and by measurements of atmospheric CO2 during El Nino warming oceans emit more CO2 into the atmosphere during climatic warming. The ice core records indicate that after the last Ice Age, temperatures rose for about 600—8(X) years before atmospheric CO2 rose, showing that climatic warming caused CO2 to rise, not vice versa.

No Warming – AT: Disasters
Their Arguments are Based on Alarmist Hype – No Significant Increase in Disasters

Taylor, 2k12 (James Taylor, senior fellow for environment policy at The Heartland Institute and managing editor of Environment & Climate News, “Climate Change Weekly: Alarmists Cite Mythical Weather Events to ‘Prove’ Global Warming Crisis” April 20, 2012, Online @ http://news.heartland.org/newspaper-article/2012/04/20/climate-change-weekly-alarmists-cite-mythical-weather-events-prove-glob ht)

Question: How do you manufacture a global warming crisis when real-world data show only modest warming and no increase in extreme weather events? Answer: Ask people about their subjective impressions of recent weather events and then, using those subjective impressions, claim the sky is falling. The Yale Project on Climate Communication and the George Mason University Center for Climate Change Communication have released a joint survey about Americans’ impressions of recent extreme weather events. Much like the phenomenon where millions of people claim and apparently believe they were actually at the 1969 Woodstock music festival, a ridiculously high percentage of people claim to have personally experienced severe weather events like hurricanes and tornadoes during the past year. Twenty-one percent of survey respondents say they personally experienced a tornado last year. This is astonishing. Unless the survey was conducted almost exclusively in Joplin, Missouri or Tuscaloosa, Alabama, I am guessing the Woodstock effect is occurring here. Even more remarkably, 16 percent say they personally experienced a hurricane last year. Not a single hurricane struck the United States last year. Tropical Storm Irene, often mislabeled as a hurricane, came the closest, with 70 mph winds striking small portions of the minimally populated North Carolina Outer Banks. So how did 16 percent of Americans personally experience a hurricane last year? Perhaps they were all together on a cruise ship off the Mexican coast in October when Hurricane Rina spun around in the Caribbean Sea for a few days. While the Yale/George Mason survey showed people are prone to imagining they have experienced mythical extreme weather events, this hasn’t stopped global warming alarmists from waving the survey as “proof” of an asserted global warming crisis. Appropriately enough, alarmists are using people’s imaginations about mythical extreme weather events to justify their call for emergency action to fight a fictitious global warming crisis. As alarmist Steve Zwick writes in Forbes.com, “A recent poll by Yale and George Mason Universities shows that most Americans are at or near that point on climate change, with 72% of us seeing a link between extreme weather and our own actions. It’s a link that climate models have long predicted, and with the benefit of hindsight we see that even the earliest models have proven accurate over time.” So here we have the alarmist playbook: Climate models predict catastrophes. Objective data show catastrophes do not materialize. Call an audible by asking people if they believe they have experienced a catastrophe. Take the patently ridiculous subjective survey results to claim the catastrophes actually did occur. Assert these reconstructed memories as proof that your models were correct after all. Repeat these steps as necessary. There you have your global warming crisis.

No Warming – Climategate
Their Authors Rely on Flawed Science – Leaked Emails Prove

Taylor, 2k11 (James Taylor, senior fellow for environment policy at The Heartland Institute and managing editor of Environment & Climate News, “Climate Change Weekly: Climategate 2 Reveals More Destruction of Evidence, Scientific Flaws” December 1st, 2011, Online @ http://news.heartland.org/newspaper-article/2011/12/01/climate-change-weekly-climategate-2-reveals-more-destruction-evidence-s ht)

A little more than a week ago an anonymous source released more than 5,000 Climategate emails to supplement the initial batch of Climategate emails released two years ago. Analysts are still reading through the thousands of newly released emails, uncovering more bombshells on a daily basis. As I wrote in an article at Forbes.com last week, three themes are emerging from the newly released emails: (1) prominent scientists central to the global warming debate are taking measures to conceal rather than disseminate underlying data and discussions; (2) these scientists view global warming as a political “cause” rather than a matter for balanced scientific inquiry; and (3) many of these scientists frankly admit to each other that much of the science is weak and dependent on deliberate manipulation of facts and data. Additionally, the new Climategate emails show alarmists launching personal attacks against scientists who publish research indicating humans may not be causing a climate crisis. Michael Mann (at left), for example, brags to fellow alarmists about recruiting investigative journalists to target and “expose” skeptical scientist Steve McIntyre. The new Climategate emails also reveal Mann recruiting fellow alarmists to pressure Harvard University to crack down on prominent scientists Willie Soon and Sallie Baliunas for publishing research indicating solar variability has been a more important factor in recent temperature changes than carbon dioxide emissions. It is likely more damaging emails will likely be uncovered during the next several days as observers pour through the 5,000-plus newly released emails. What is already clear, however, is the need for more objective research and ethical conduct by the scientists at the heart of the United Nations Intergovernmental Panel on Climate Change (IPCC) and the global warming discussion.

No Warming – AT: NYT Consensus/Poll
Their Evidence is Based on Contrived Poll Results

Taylor, 2k12 (James Taylor, senior fellow for environment policy at The Heartland Institute and managing editor of Environment & Climate News, “Climate Change Weekly: New York Times Misrepresents Global Warming Surveys” May 4th, 2012, Online @ http://news.heartland.org/newspaper-article/2012/05/04/climate-change-weekly-new-york-times-misrepresents-global-warming-surve ht)
The New York Times on April 30 published a news article that leads off with the assertion, “polls say 97 percent of working climate scientists now see global warming as a serious risk.” No such poll exists, but don’t expect the New York Times to make a correction any time soon. The only poll that resembles the Times’ assertion was an online survey in which only 79 respondents listed themselves as having climate science as their primary area of expertise. This is an absurdly small number of respondents – even overlooking the less-than-scientific nature of the poll itself – from which to draw meaningful conclusions. Nevertheless, and still more importantly, the poll results were not what the Times reported. The poll merely asked two questions: (1) Have temperatures risen since pre-1800s levels and (2) Is human activity a significant contributing factor in temperature changes? Sure, 77 of the 79 self-identified climate experts answered yes to both questions. Of course, I would answer yes, also, as would many and perhaps most other “skeptics.” The fact that the Earth is no longer mired in the Little Ice Age and humans may be contributing to some of the warming does not necessarily mean that “global warming [is] a serious risk.” The New York Times is not alone among the media in parroting environmental activist groups’ untruthful talking points regarding the poll. But the Times does seek to market itself as a cut above the rest, does it not? 

No Warming – AT: Ice Melting
The Best Tech Shows Ice Growth – Their Evidence is Unwarranted Hype

Taylor, 2k12 (James Taylor, senior fellow for environment policy at The Heartland Institute and managing editor of Environment & Climate News, “Media Claims Ice Crisis, Yet Ice Continues to Grow” May 10th, 2012, Online @ http://news.heartland.org/newspaper-article/2012/05/10/media-claims-antarctic-ice-crisis-yet-ice-continues-grow ht)
Reuters and other media outlets are publishing claims this morning that global warming is threatening Antarctic ice shelves. The rash of media stories perfectly illustrates the strengths and weaknesses of each side in the global warming debate. Computer models, programmed by global warming alarmists to assume that carbon dioxide causes substantial global warming, keep predicting rapidly warming Antarctic temperatures and melting ice sheets. In the real world, however, Antarctica is not warming at all and the Antarctic ice sheet is in a long-term expansion. NOAA satellites report that Northern Hemisphere Arctic sea ice extent is currently at the long-term average. In the Southern Hemisphere, Antarctic sea ice is substantially greater than the long-term average. Taken together, the polar ice caps are not melting at all; in fact, they are larger than the long-term average. Given a choice between real-world climate observations and speculative computer models programmed by biased actors, “skeptics” tend to believe the real-world climate observations while alarmists choose to ignore the real-world observations.

No Warming – AT: Monnett Study

Monnetts study was flawed

Huff 8/19/11 (Ethan A. “Global Warming a Fraud: Iconic Polar Bear on Melting Ice Cap a Hoax” http://www.naturalnews.com/033370_polar_bars_scientific_fraud.html, PZ)

(NaturalNews) Images of periled polar bears sinking into arctic seas because of melting polar ice caps have become an iconic symbol of the devastating consequences of so-called global warming. But a new government investigation into the supposed science surrounding this now-infamous urban legend has revealed that it was likely nothing more than a pseudoscientific hoax propagated by faulty math and perfunctory observations. According to a recent report by Human Events, special investigators from the US government's Interior Department (ID) have found that a scientific paper published in a 2006 issue of the journal Polar Biology is filled with baseless assumptions about four specific polar bear deaths -- and this eventually became the foundational argument for the fight against global warming. But in reality, the deaths may have had nothing to do with melting ice caps, and everything to do with a simple windstorm. It all stems from an unusual air observation of what appeared to be four dead polar bears floating in the sea. From 1,500 feet (457 meters) in the air, observers reported to study author and biologist Charles Monnett, as well as contributor Jeffrey Gleason, that dead polar bears had been observed, which the duo later used to make various statements, including that "drowning-related deaths of polar bears may increase in the future if the observed trend of regression of pack ice and/or longer open-water periods continues." According to investigators, Monnett's calculations concerning polar bears' rate of survival, however, are flawed because he not only failed to verify that the four dead polar bears he witnessed were the same ones that he saw a week prior, but he also allegedly used faulty percentages in the process. As a result, polar bears ended up getting listed as a protected species under the Endangered Species Act, even though they are likely not endangered, and are not dying at the rates to which Monnett had implied. Worse, the observed polar bear carcasses were never actually recovered and properly examined to determine their cause of death. So paper statements implying that ice caps were to blame are grounded in baseless assumption, not scientific observation. Gleason denies that his and Monnett's paper intended to link the deaths to global warming, having told investigators that they were likely caused by a simple windstorm rather. However, Eric May, an ID investigator, responded by saying that the link to global warming was "inferred" in the paper, which tends to make logical sense in light of the paper's strong verbiage concerning ice packs and complete lack of reference to a potential windstorm. Peer review process for polar bear paper may have been skewed; study data was not even aimed at polar bears Monnett, who currently works as a wildlife biologist for ID's Bureau of Ocean Energy Management, Regulation, and Enforcement, and who also manages 50 million in research studies there, is currently the primary target of the investigation. Disclosure of Monnett's "personal relationships and preparation of scope of work," is also of primary concern because the peer review process used in publishing his landmark polar bear study appears to have been fraudulent as well. According to Human Events, Monnett's wife, Lisa Rotterman, as well as lead researcher of another questionable polar bear study, Andrew Derocher from the University of Alberta in Canada, both peer reviewed Monnett's polar bear study. Having one's wife review a study is, of course, an obvious conflict of interest. And Derocher, whose own polar bear study is currently under review, also happens to have been acquired by Monnett, which calls into question the integrity of his review as well. After vehemently defending his work, Monnett eventually admitted that miscalculations and other errors were likely made in his paper, but he referred to such controversy as "sloppy" rather than "scientific misconduct." He also admitted that he and Gleason did not have any proper documentation to back up claims made about observed polar bear trends -- instead, they simply made the "best case" they could with the data they had obtained. Another important fact is that the duo assembled their paper using data acquired for the purpose of bowhead whale observation and study, not for polar bears. Consequently, the quality of such data for polar bear research is cursory at best, and careless pseudoscience at worst. "The paper gives the appearance that rigorous surveying was done for polar bears, when it was not. They did not know if the polar bears actually drowned -- they assumed that they had drowned," said Dr. Rob Roy Ramey, a biologist who specializes in endangered species scientific issues for Wildlife Science International, Inc., to Human Events. "There were no statistical tests, just extrapolations made with no accounting for measurement error." Besides achieving for Monnett and his research endeavors a significant gain in "power, money, authority and recognition," according to Ramey, the acceptance of Monnett's paper and subsequent listing of polar bears as an endangered species due to global warming has, at least until now, represented a foundational pillar of so-called evidence in global warming hysterics. The crumbling of this scientific facade, though, just might spur the much-needed shift in climate change science towards actual evidence-based based research rather than mere scientific semblance.
No Warming – AT: IPCC Models
Recent data confirms no warming – IPCC predictions fail and rely on faulty computer models – even if they win the earth is warming, the rate is too slow to trigger the impact 

Bast and Taylor 11 – *CEO of the Heartland Institute, author of Rebuilding America’s Schools (1990), Why We Spend Too Much on Health Care (1992) Eco-Sanity: A Common-Sense Guide to Environmentalism (1994) Education & Capitalism (2003), Climate Change Reconsidered (2009), and The Patriot’s Toolbox (2010, rev. ed. 2011), ** managing editor of Environment & Climate News, Senior Fellow for The Heartland Institute, bachelors degree from Dartmouth College and law degree from the Syracuse University College of Law, (Joseph and James, “Global Warming: Not a Crisis,” The Heartland Institute, 8/2/11, http://heartland.org/ideas/global-warming-not-crisis) //PC 

How Much Warming? NASA satellite data recorded since 1979 allow us to check the accuracy of claims that the past three decades have been warming at an alarming rate. The data show a warming rate of 0.123 degrees C per decade. This is considerably less than what land-based temperature stations report during the same time period, and which are relied on by the IPCC (Christy, 2009). If the Earth’s temperature continues to rise at the rate of the past three decades, the planet would see only 1.23 degrees C warming over the course of an entire century. Most climate scientists, even “skeptics,” acknowledge that rising CO2 concentrations in the atmosphere would, all other things held constant, cause some small amount of warming. Alarmists claim that small amount will trigger increases in the amount of moisture in the atmosphere, which in turn will cause further warming. But other scientists have found no evidence of rising levels of moisture in those areas of the atmosphere where the models claim it should be found. Without this “amplification,” there is no global warming crisis (Singer, 2011). While the global climate warmed slightly during the 1980s and 1990s, it has not warmed at all since 2000, and there is some evidence that a cooling trend has begun (Taylor, 2007). This contradicts the predictions of the IPCC and poses a challenge to the theory that CO2 concentrations play a major role in global temperature trends. It confirms the views of many less-politicized climate scientists who acknowledge that the global climate is always warming or cooling (Michaels, 2005; Christy, 2006). The scientific community’s lack of certainty about future climate trends is rooted in the shortcomings of computer models. These models are the centerpiece of the IPCC’‘s reports, yet it is widely recognized that they fail to account for changes in precipitation, water vapor, and clouds that are likely to occur in a warmer world. It is a case of “garbage in, garbage out.” If we cannot predict how much warming will occur, how can we claim that continued human emissions of greenhouse gases is harmful?
No Warming – AT: Arctic

Albedo Effect is an alt cause
The economist 6/16 ( Much of the change in the Arctic is understood; little of it is reassuring” The Science, The economist 6/16/2012 http://www.economist.com/node/21556802) 

This transformation is in fact happening faster than anyone had predicted. According to an authoritative 2011 assessment for the Arctic Council, “it is now becoming very clear that the cryosphere is changing rapidly and that neither observations nor models are able to tell the full story.” The albedo effect probably explains most of it, as indicated by research published in Nature in 2010. Its American authors found the greatest rise in the Arctic’s temperature during autumn, when the sea ice is at its minimum, over newly exposed sea. More powerful than expected, this positive feedback is active throughout the melting process: when white snow melts to expose darker sea ice; when melt pools form on the ice; and when sea water is exposed. With each change the Arctic surface absorbs more heat. On thin ice A simultaneous thinning of the sea ice is also speeding up the shrinkage, because thinner ice is more liable to melt. According to Peter Wadhams of Cambridge University, the average thickness of the pack ice has fallen by roughly half since the 1970s, probably for two main reasons. One is a rise in sea temperatures: in the summer of 2007 coastal parts of the Arctic Ocean measured 7°C—bracingly swimmable. The other was a prolonged eastward shift in the early 1990s in the Arctic’s prevailing winds, known as the Arctic Oscillation. This moved a lot of ice from the Beaufort Gyre, a revolving current in the western Arctic, to the ocean’s other main current, the Transpolar Drift Stream, which runs down the side of Siberia. A lot of thick, multi-year ice was flushed into the Atlantic and has not been replaced.

***Climate Models Bad***

Climate Models Bad Frontline 

Reject climate models – highly exaggerated 
Stockwell 4/21/12 – with the San Diego Computer Center at the University of California (David, “Errors of Global Warming Effects Modeling” http://landshape.org/enm/errors-of-global-warming-effects-modeling/, PZ)

What often happens is that a publication appears which gets a lot of exciting attention. Then some time later, rather quietly, subsequent work gets published that questions the claim or substantially weakens it. But that doesn’t get any headlines, and the citation rate is typically 10:1 in favor of the alarmist claims. It does not help that the IPCC report selectively cites studies, and presents unvalidated projections as ‘highly likely’, which shows they are largely expert forecasts, not scientific forecasts. All of the ‘errors’ here can be attributed to exaggeration of the significance of the findings, due to inadequate rigor in the validation of models. This view that this is an increasing problem is shared by new studies of rigor from the intelligence community, but apply even more to data derived so easily from computer modeling. The proliferation of data accessibility has exacerbated the risk of shallowness in information analysis, making it increasingly difficult to tell when analysis is sufficient for making decisions or changing plans, even as it becomes increasingly easy to find seemingly relevant data. I also agree with John P. A. Ioannidis, who in a wide-ranging study of medical journals found that Most Published Research Findings Are False. To my mind when the methodologies underlying AGW are scrutinized, the findings seem to match the prevailing bias. To make matters worse, in most cases, the response of the scientific community has been to carefully ignore, dissemble, or ad hom dissenters, instead of initiating vigorous programs to improve rigor in problem areas. We need to adopt more practices from clinical research, such as the structured review, whereby the basis for evaluating evidence for or against an issue is well defined. In this view, the IPCC is simply a review of the literature, one among reviews by competing groups (such as NIPCC REPORT 2008 Nature, Not Human Activity, Rules the Climate). In other words, stop pretending scientists are unbiased, but put systems in place to help prevent ‘group-think’ and promote more vigorous testing of models against reality. If the very slow, to no rate of increase in global temperature continues, we will be treated to the spectacle of otherwise competent researchers clinging to extreme AGW, while the public become more cynical and disinterested. This would have been avoided if they had been confronted with “Are these models validated? If they are, by all means make your forecasts, if not, don’t.”
Chaotic Nature of Climate Takes Out Long-Term Predictability

Idso et Al, 2k11 (Craig D. Idso, founder and chairman of the board of the Center for the Study of Carbon Dioxide and Global Change, Robert M. Carter, emeritus fellow and science policy advisor at the free market think-tank the Institute of Public Affairs and an adjunct professorial research fellow in earth sciences at James Cook University, S. Fred Singer, American physicist and emeritus professor of environmental science at the University of Virginia, Contributors: Susan Crockford (Canada) Joseph D‘Aleo (USA) Indur Goklany (USA) Sherwood Idso (USA) Madhav Khandekar (Canada) Anthony Lupo (USA) Willie Soon (USA) Mitch Taylor (Canada) Editors: Joseph L. Bast (USA), S.T. Karnick (USA), Diane Carol Bast (USA), “Climate Change Reconsidered” 2011 Interim Report, Online @ http://nipccreport.org/reports/2011/2011report.html ht)

The ability of atmosphere-ocean GCMs to predict the climatic effects of human alterations of greenhouse gases and other factors cannot be tested directly with respect to a point in time a hundred years in the future. However, it is still possible to ask—and determine—whether those models can in principle make such predictions to a reasonable degree of accuracy. One way to evaluate this ability is to consider the effects of errors in system initial values. If a system is well-behaved, small initial errors will lead to small future errors, or even damped responses. In a chaotic system, on the other hand, small initial errors will cause trajectories to diverge over time; and for such a system (or model), true predictability is low to nonexistent. In a study addressing initial value errors, Collins (2002) used the HadCM3 model, the output of which at a given date was used as the initial condition for multiple runs in which slight perturbations of the initial data were used to assess the effect of a lack of perfect starting information, as can often occur in the real world. The results of the various experimental runs were then compared to those of the initial control run, assuming the degree of correlation of the results of each perturbed run with those of the initial run is a measure of predictability. As a result of these operations, Collins found ―annual mean global temperatures are potentially predictable one year in advance‖ and ―longer time averages are also marginally predictable five to ten years in advance.‖ In the case of ocean basin sea surface temperatures, it was additionally found that coarse-scale predictability ranges from one year to several years. But for land surface air temperature and precipitation, and for the highly populated northern land regions, Collin concludes, ―there is very little sign of any average potential predictability beyond seasonal lead times.‖

Climate Models Bad – Radiation
Your Models Don’t Account for Radiation

Idso et Al, 2k11 (Craig D. Idso, founder and chairman of the board of the Center for the Study of Carbon Dioxide and Global Change, Robert M. Carter, emeritus fellow and science policy advisor at the free market think-tank the Institute of Public Affairs and an adjunct professorial research fellow in earth sciences at James Cook University, S. Fred Singer, American physicist and emeritus professor of environmental science at the University of Virginia, Contributors: Susan Crockford (Canada) Joseph D‘Aleo (USA) Indur Goklany (USA) Sherwood Idso (USA) Madhav Khandekar (Canada) Anthony Lupo (USA) Willie Soon (USA) Mitch Taylor (Canada) Editors: Joseph L. Bast (USA), S.T. Karnick (USA), Diane Carol Bast (USA), “Climate Change Reconsidered” 2011 Interim Report, Online @ http://nipccreport.org/reports/2011/2011report.html ht)

Eisenman et al. (2007) used two standard thermodynamic models of sea ice to calculate equilibrium Arctic ice thickness based on simulated Arctic cloud cover derived from 16 different general circulation models (GCMs) that were evaluated for the IPCC‘s Fourth Assessment Report. Their results indicated there was a 40 Wm -2 spread among the 16 models in terms of their calculated downward longwave radiation, for which both sea ice models calculated an equilibrium ice thickness ranging from 1.0 to more than 10.0 meters. However, they note that the mean 1980–1999 Arctic sea ice thickness simulated by the 16 GCMs ranged from only 1.0 to 3.9 meters, a far smaller inter-model spread. Hence, they say they were ―forced to ask how the GCM simulations produce such similar present-day ice conditions in spite of the differences in simulated downward longwave radiative fluxes.‖ Answering their own question, the three researchers observe that ―a frequently used approach‖ to resolving this problem ―is to tune the parameters associated with the ice surface albedo‖ to get a more realistic answer. ―In other words,‖ they continue, ―errors in parameter values are being introduced to the GCM sea ice components to compensate simulation errors in the atmospheric components.‖ In consequence of the above findings, the three researchers conclude, ―the thinning of Arctic sea ice over the past half-century can be explained by minuscule changes of the radiative forcing that cannot be detected by current observing systems and require only exceedingly small adjustments of the modelgenerated radiation fields‖ and, therefore, ―the results of current GCMs cannot be relied upon at face value for credible predictions of future Arctic sea ice.‖ In another pertinent study, Andronova et al. (2009) ―used satellite-based broadband radiation observations to construct a continuous 1985–2005 record of the radiative budget components at the top of the atmosphere (TOA) for the tropical region (20°S–20°N)‖ and then (1) ―derived the most conservative estimate of their trends‖ and (2) ―compared the interannual variability of the net Climate Models and Their Limitations 15 radiative fluxes at the top of the tropical atmosphere with model simulations from the Intergovernmental Panel on Climate Change fourth assessment report (AR4) archive available up to 2000.‖ The three researchers found ―the tropical system became both less reflective and more absorbing at the TOA‖ and, ―combined with a reduction in total cloudiness (Norris, 2007), this would mean the tropical atmosphere had recently become more transparent to incoming solar radiation, which would allow more shortwave energy to reach earth‘s surface.‖ Second, they found ―none of the models simulates the overall ‗net radiative heating‘ signature of the earth‘s radiative budget over the time period from 1985–2000.‖ With respect to the first of their findings and the associated finding of Norris (2007), Andronova et al. state these observations ―are consistent with the observed near-surface temperature increase in recent years,‖ which provides an independent validation of the TOA radiation measurements. With respect to their second finding, however, the failure of all of the AR4 climate models to adequately simulate the TOA radiation measurements discredits the models. The combination of these two conclusions suggests the historical rise in the air‘s CO2 content has likely played a next-to-negligible role in the post-Little Ice Age warming of the world.
Climate Models Bad – Ignores Aerosols
Your Models Ignore Aerosols – This Guts Reliability

Idso et Al, 2k11 (Craig D. Idso, founder and chairman of the board of the Center for the Study of Carbon Dioxide and Global Change, Robert M. Carter, emeritus fellow and science policy advisor at the free market think-tank the Institute of Public Affairs and an adjunct professorial research fellow in earth sciences at James Cook University, S. Fred Singer, American physicist and emeritus professor of environmental science at the University of Virginia, Contributors: Susan Crockford (Canada) Joseph D‘Aleo (USA) Indur Goklany (USA) Sherwood Idso (USA) Madhav Khandekar (Canada) Anthony Lupo (USA) Willie Soon (USA) Mitch Taylor (Canada) Editors: Joseph L. Bast (USA), S.T. Karnick (USA), Diane Carol Bast (USA), “Climate Change Reconsidered” 2011 Interim Report, Online @ http://nipccreport.org/reports/2011/2011report.html ht)

The treatment of aerosols by GCMs is a major limitation on their reliability. Mishchenko et al. (2009) write, ―because of the global nature of aerosol climate forcings, satellite observations have been and will be an indispensable source of information about aerosol characteristics for use in various assessments of climate and climate change,‖ and ―there have been parallel claims of unprecedented accuracy of aerosol retrievals with the moderate-resolution imaging spectroradiometer (MODIS) and multi-angle imaging spectroradiometer (MISR).‖ If both aerosol retrieval systems are as good as they have been claimed to be, they should agree on a pixel-by-pixel basis as well as globally. Consequently, and noting that ―both instruments have been flown for many years on the same Terra platform, which provides a unique opportunity to compare fully collocated pixel-level MODIS and MISR aerosol retrievals directly,‖ Mishchenko et al. decided to see how they compare in this regard by analyzing eight years of such data. The six scientists from NASA‘s Goddard Institute for Space Studies report finding what they describe as ―unexpected significant disagreements at the pixel level as well as between long-term and spatially averaged aerosol properties.‖ In fact, they write, ―the only point on which both datasets seem to fully agree is that there may have been a weak increasing tendency in the globally averaged aerosol optical thickness (AOT) over the land and no long-term AOT tendency over the oceans.‖ As a result, the bottom line for the NASA scientists is quite succinct: ―Our new results suggest that the current knowledge of the global distribution of the AOT and, especially, aerosol microphysical characteristics remains unsatisfactory.‖ And since this knowledge is indispensable ―for use in various assessments of climate and climate change,‖ it would appear that current assessments of greenhouse gas forcing of climate made by the very best models in use today are deficient. In a contemporaneous study, Haerter et al. (2009) write that future projections of climate ―have been— for a given climate model—derived using a ‗standard‘ set of cloud parameters that produce realistic presentday climate.‖ However, they write, ―there may exist another set of parameters that produces a similar present-day climate but is more appropriate for the description of climate change,‖ and, ―due to the high sensitivity of aerosol forcing (F) to cloud parameters, the climate projection with this set of parameters could be notably different from that obtained from the standard set of parameters, even though the presentday climate is reproduced adequately.‖ This state of affairs suggests that replication of the present-day climate is no assurance that a climate model will accurately portray Earth‘s climate at some future time. To get a better idea of the magnitude of uncertainty associated with this conundrum, Haerter et al. used the ECHAM5 atmospheric general circulation model (GCM), which includes parameterizations of direct and first indirect aerosol effects, to determine what degree of variability in F results from reasonable uncertainties associated with seven different cloud parameters. These are the Climate Models and Their Limitations 13 entrainment rate for shallow convection, the entrainment rate for penetrative convection, the cloud mass flux above the non-buoyancy level, the correction to asymmetry parameter for ice clouds, the inhomogeneity parameter for liquid clouds, the inhomogeneity parameter for ice clouds, and the conversion efficiency from cloud water to precipitation. When they had completed their analyses, the four researchers reported ―the uncertainty due to a single one of these parameters can be as large as 0.5 W/m 2 ‖ and ―the uncertainty due to combinations of these parameters can reach more than 1 W/m 2 .‖ As for the significance of their findings, they write, ―these numbers should be compared with the sulfate aerosol forcing of -1.9 W/m 2 for the year 2000, obtained using the default values of the parameters.‖ Due to these large parametric uncertainties, we apparently do not know the mean sulfate aerosol forcing component of Earth‘s top-of-the-atmosphere radiative budget to within anything better than ± 50%. In addition, Haerter et al. note that structural uncertainties, such as ―uncertainties in aerosol sources, representation of aerosols in models, parameterizations that relate aerosols and cloud droplets to simulate the indirect aerosol effect, and in cloud schemes‖ lead to an overall uncertainty in F of approximately ± 43%, as per the most recent IPCC estimates. In reality, therefore, we probably do not know the current atmosphere‘s aerosol radiative forcing to anything better than ± 100%, which does not engender confidence in our ability to simulate earth‘s climate very far into the future with state-ofthe-art climate models.
Climate Models Bad – AT: Precipitation Forecasts
Your Data is Unable to Account for Future Precipitation
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Correctly simulating future precipitation has proved an extremely difficult task for modelers. One reason for the lack of success in this area is inadequate model resolution on both vertical and horizontal spatial scales, a limitation that forces climate modelers to parameterize the large-scale effects of processes that occur on smaller scales than their models are capable of simulating. This is particularly true of physical processes such as cloud formation and cloud-radiation interactions. A good perspective on the cloud-climate conundrum was provided by Randall et al. (2003), who state at the outset of their review of the subject that ―the representation of cloud processes in global atmospheric models has been recognized for decades as the source of much of the uncertainty surrounding predictions of climate variability.‖ Yet despite what they called the ―best efforts‖ of the climate modeling community, they had to acknowledge that ―the problem remains largely unsolved.‖ What is more, they suggested that ―at the current rate of progress, cloud parameterization deficiencies will continue to plague us for many more decades into the future,‖ which has important implications for predicting precipitation-related events such as floods and droughts. In describing some of these deficiencies, Randall et al. stated, ―our understanding of the interactions of the hot towers [of cumulus convection] with the global circulation is still in a fairly primitive state,‖ and not knowing all that much about what goes up, it‘s not surprising the climate modelers don‘t know much about what comes down, as they report ―downdrafts are either not parameterized or crudely parameterized in large-scale models.‖ The situation is no better with respect to stratiform clouds. Randall et al. describe the modelers‘ parameterizations as ―very rough caricatures of reality.‖ The models do not account for interactions between convective and stratiform clouds. During the 1970s and ‘80s, Randall et al. report, ―cumulus parameterizations were extensively tested against observations without even accounting for the effects of the attendant stratiform clouds.‖ Even at the time of their study (2003), in fact, they had to report that the concept of cloud detrainment was ―somewhat murky‖ and that conditions that trigger detrainment are ―imperfectly understood.‖ Hence it should come as no surprise that at the time of their review they had to admit that ―no existing GCM [includes] a satisfactory parameterization of the effects of mesoscale cloud circulations.‖ Randall et al. additionally noted, ―the large-scale effects of microphysics, turbulence, and radiation should be parameterized as closely coupled processes acting in concert,‖ but they reported only a few GCMs had attempted to do so. As they described it, ―the cloud parameterization problem is overwhelmingly complicated,‖ and ―cloud parameterization developers,‖ as they referred to them, were still ―struggling to identify the most important processes on the basis of woefully incomplete observations.‖ To drive this point home, Climate Models and Their Limitations 17 they wrote, ―there is little question why the cloud parameterization problem is taking a long time to solve: It is very, very hard.‖ In fact, the four scientists concluded that ―a sober assessment suggests that with current approaches the cloud parameterization problem will not be ‗solved‘ in any of our lifetimes.‖ 

Climate Models Bad – Doesn’t Assume X
Computer models fail to take into account multiple important climactic processes

Idso,* Carter,** and Singer*** , 11 *Craig Idso, chairman and former president of the Center for the Study of Carbon Dioxide and Global Change.  B.S. in Geography from Arizona State University. M.S. in Agronomy from the University of Nebraska - Lincoln. Ph.D. in Geography from Arizona State University. ** Robert M. Carter, Research Professor at James Cook University (Queensland) and the University of Adelaide (South Australia). He is a palaeontologist, stratigrapher, marine geologist and environmental scientist with more than thirty years professional experience. ***Fred Singer, is a former space scientist and government scientific administrator. Singer runs the Science and Environmental Policy Project (SEPP). “Climate Change Reconsidered” NIPCC Interim report 2011, http://www.nipccreport.org/reports/2011/pdf/01ClimateModels.pdf Accessed 6/20/12 BJM 

1.1 Intrinsic Problems with Models To introduce the topic of intrinsic problems with GCMs, consider a paper that fails to recognize any such problems. Published in the Proceedings of the National Academy of Sciences of the United States of America and written by Susan Solomon (a cochair of the IPCC‘s Working Group 1 when AR4 was produced) and three coauthors, it claims to show that ―climate change that takes place due to increases in carbon dioxide concentration is largely irreversible for 1,000 years after emissions stop‖ (Solomon et al., 2009). In the virtual world of computer-run climate models, that may be the case, but that need not be true of the real world. The four scientists set forth three criteria they say should be met by the modeled climatic parameters they study: ―(i) observed changes are already occurring and there is evidence for anthropogenic contributions to these changes, (ii) the phenomen[a] [are] based upon physical principles thought to be well understood, and (iii) projections are available and are broadly robust across models.‖ Real-world data provide little or no support for the first criterion. The global warming of the past few decades was part of a much longer warming trend that began in many places throughout the world a little over three centuries ago (about 1680) with the dramatic ―beginning of the end‖ of the Little Ice Age (LIA, see Figure 1.1 below), well before there was any significant increase in the air‘s CO2 content. This observation suggests a continuation of whatever phenomenon—or combination of phenomena—may have caused the greater initial warming may have caused the lesser final warming, the total effect of which has been to transport the Earth from the chilly depths of the Little Ice Age into the relative balminess of the Current Warm Period. Climate history will be discussed in greater detail in Chapter 3, but it is useful to note here that Earth‘s current temperature is no higher now (and may be slightly less) than it was during the peak warmth of the Medieval Warm Period (MWP), when there was more than 100 ppm less CO2 in the air than there is today. Consequently, since the great MWP-to-LIA cooling occurred without any significant change in the atmosphere‘s CO2 concentration, the opposite could occur just as easily, and the planet could warm, and by an equal amount—just as it actually did over the past three centuries—without any help from an increase in the atmosphere‘s CO2 content. Regarding Solomon et al.‘s second criterion, the studies reported in this chapter will show that there are non-modeled chemical and biological principles that may be equally as important as the physical principles employed in the models. The phenomena are simply not as ―well understood‖ as Solomon et al. claim. A highly selective reading of the literature is required to miss the repeated admissions by leading researchers of the uncertainty and outright ignorance of underlying processes that undermine the reliability of GCMs. Regarding Solomon et al.‘s third criterion, many computer model projections are indeed ―available and are broadly robust across models.‖ But these models often diverge so greatly in their assumptions and in their specific spatial and temporal findings that they cannot be said to validate each other, nor can such discordant projections be combined to produce meaningful averages. Many studies have found that real-world data contradict what the models say should be occurring. To say such models are ―robust‖ is wishful thinking. A good example of an admission of the wide range of uncertainty that undermines GCMs appears in Woollings (2010): The spread between the projections of different models is particularly large over Europe, leading to a low signal-to-noise ratio. This is the first of two general reasons why European climate change must be considered especially uncertain. The other is the long list of physical processes which are very important for defining European climate in particular, but which are represented poorly in most, if not all, current climate models. Woollings cites several examples of key atmospheric processes affecting the climate of Europe that models currently do not simulate well, noting that (1) the location of the jet stream over northern Europe in most models diverges from reality, (2) zonal flow is biased too far south in most models, (3) the models can‘t simulate or explain the North Atlantic Oscillation with sufficient magnitude to match historical data, and (4) heat waves and droughts, such as the summer 2010 Moscow heat wave and fires, are caused by blocking, which is a process the models are currently unable to simulate. In addition, for several key processes the models produce widely varying predictions. The atmospheric circulation response to warming in climate models, for example, is highly variable, as is the change in storm intensity, the projected change in the jet stream, and changes in temperature. And it is particularly noteworthy that Europe is predicted to warm less than most Northern Hemisphere sites due to the slowing of the Gulf Stream providing reduced northward heat transport. As a result of such findings it is easy to recognize that current climate models are unable to achieve the degree of accuracy in the details of atmospheric circulation that are critical to replicating current weather events, such as droughts, heat waves, and major storms in Europe. Thus, any assertion that these events can be forecast 100 years in the future under a changed climate is simply false, and claims about negative impacts of climate change in Europe are based upon no specific modeling skill. The rest of this section presents four specific problems that may be intrinsic to GCMs: their treatment of aerosols, atmospheric blocking, chaotic systems, radiation, and tropospheric humidity, and how to reconcile divergent models. 
No Tipping Point
No tipping points – BP oil spill proves

Hauntingthelibrary, 11 January 15, 2011 “Most Significant Global Warming Tipping Point Theory Bites the Dust” http://hauntingthelibrary.wordpress.com/2011/01/15/most-significant-global-warming-tipping-point-theory-bites-the-dust/ Accessed 6/21/12 BJM

A scientific study on the results of the BP Gulf of Mexico oil spill has yielded some surprising results that appear to disprove fears of methane release as a global warming “tipping point” to catastrophic warming. The theory as currently incorporated by most climate models requires “tipping points” to go from mild anthropogenic warming to catastrophic global warming. The most plausibleand significant of these potential tipping points has always been the release of methane triggered by warmer temperatures: A piece in the latest issue of Science shows that there’s a considerable amount of methane (CH4) coming from the East Siberian Arctic Shelf, where it had been trapped under the permafrost. There’s as much coming out from one small section of the Arctic ocean as from all the rest of the oceans combined. This is officially Not Good. Here’s why: methane is a powerful greenhouse gas, significantly more powerful than carbon dioxide. There are billions of tons of methane trapped under the permafrost, and if that methane starts leaking quickly, it would have a strong feedback effect—warming the atmosphere and oceans, causing more methane to leak, and on and on. The melting of methane ice (aka “methane hydrates” and “methane clathrates”) is probably the most significant global warming tipping point event out there. IEET. Pushing Back Against the Methane Tipping Point Scary stuff. However, the recent BP oil spill has given scientists the chance of an “impossible experiment” where just such a release of methane has occurred. And the results are now in: ScienceDaily (Jan. 7, 2011) — Calling the results “extremely surprising,” researchers from the University of California, Santa Barbara and Texas A&M University report that methane gas concentrations in the Gulf of Mexico have returned to near normal levels only months after a massive release occurred following the Deepwater Horizon oil rig explosion. Kessler added: “Based on our measurements from earlier in the summer and previous other measurements of methane respiration rates around the world, it appeared that (Deepwater Horizon) methane would be present in the Gulf for years to come. Instead, the methane respiration rates increased to levels higher than have ever been recorded, ultimately consuming it and prohibiting its release to the atmosphere.“ Science Daily. Gulf Oil Spill: Methane Gas Concentrations in Gulf of Mexico Quickly Returned to Near-Normal Levels, Surprising Researchers. Who would have thought it? Not all the myriad teams of climate scientists, obviously, with their billions in research grants, their supercomputers and climate models. But then, a research paper that ends something along the lines of “we conclude that there is no danger, and therefore no need for further study” is not likely to lead to a grant renewal is it? So what are the implications for this most dangerous of tipping points? The researchers say that their empirical findings (note empirical – as opposed to models on a computer) prove that similar methane releases are not a cause for concern so far as global warming is concerned: Kessler noted: “We were glad to have the opportunity to lend our expertise to study this oil spill. But also we tried to make a little good come from this disaster and use it to learn something about how the planet functions naturally. The seafloor stores large quantities of methane, a potent greenhouse gas, which has been suspected to be released naturally, modulating global climate. What the Deepwater Horizon incident has taught us is that releases of methane with similar characteristics will not have the capacity to influence climate.” And so another terrifying tipping point bites the dust. Expect to read all about this in the newspapers and to hear about it on TV. Or not. Maybe just here at Hauntingthelibrary. 

***Warming Slow***

Warming Slow Frontline 

Newest models prove aerosols offset the effects of warming – discount any data using models for the 4th IPCC report

Hoffman, 5/30 Doug L Hoffman, worked professionally as a mathematician, a computer programmer, an engineer, a computer salesman, a scientist, and a college professor. Dr. Hoffman earned his undergraduate degree, a BS in Applied Mathematics, from the Florida Institute of Technology. There he cut his teeth on computer models of heat flow and urban traffic simulations. After graduating, he performed hydro-acoustic work for the U.S. Navy in the Virgin Islands, where he first met Allen Simmons. Later projects included engineering work on the Carrier Automatic Landing System and cockpit field of view simulations, and environmental models for the Saudi Arabian government. He returned to academia in 1990, earning a Masters degree and a PhD in Computer Science at the University of North Carolina at Chapel Hill. While there he did research in Molecular Dynamics Simulations and, as a member of the BioSCAN team, he helped develop and implement high-speed comparison methods for RNA, DNA, and protein sequences, work funded by the Human Genome Project. After joining the research faculty at UNC, he continued to pursue his thesis work, automated comparison of three dimensional protein molecules. Since 2000, he has been working in industry, serving as senior grid architect for a major information processing company, publishing several papers on modeling the performance of large scale grid computers. With a life long passion for education, he has also continued to teach as an adjunct Professor of Computer Science at Hendrix College and the University of Central Arkansas. “New Climate Models Fall Short,” http://thegwpf.org/the-climate-record/5849-new-climate-models-fall-short.html Accessed 6/21/12 BJM

The IPCC is working up to releasing pieces of its next climate report, starting in 2013. This has the world's climate scientists scrambling to get their latest work included in that dubious document. Foremost among those struggling for primacy of place are the computer modelers, those who study their own created worlds instead of the natural one around them. This report promises to be more contentious than the last one (AR4) in that the modelers have been racing to incorporate the effects of aerosols, soot and other airborne particulates that had previously been give scant attention. Early results suggest that aerosols have a much greater impact on regional climate than scientists had realized and that aerosols and clouds are providing some big surprises. From space parts of Earth's surface appear pristine, white clouds painted on deep blue oceans or tan and green continents. But not all areas come into such clear focus—others are obscured by haze, clouds of a different nature made of fine particles known as aerosols. Airborne particulates do more than just obscure our planet's surface. By reflecting, absorbing and emitting radiation, they play a major role in regulating Earth's temperature, a role that has proved maddeningly difficult to simulate in computer models. A new crop of global climate models is in the offing, trying to reflect an increasing understanding of aerosols while at the same time climate scientists are discovering that they do not know as much about their old boogieman, CO2, as some would have us believe. Smoke gets in their eyes For decades, airborne particulates have been the biggest sources of uncertainty in forecasts of future climate. Arguments have raged as to whether aerosols primarily caused cooling or warming. The skies of Asia are muddled by the infamous Brown Clouds that poison the air, alter the climate and impact the monsoon cycle. Not all airborne particulates are man made either. From the southern edge of the Sahara Desert, the dustiest place on Earth, come dust clouds that modify conditions as far away as North America. New papers are constantly popping up in scientific journals discovering some amazing new impact of dirty air. In a news focus article, “A break in the clouds,” Nature reporter Jeff Tollefson provides a recap of recent investigations into aerosols and the efforts to add aerosol effects into climate models. “Researchers have yet to fully analyse the new results,” he reports, “these are just the first wave of a deluge in modelling data.” “This is fundamentally new science,” says Ben Booth, a climate modeler at the UK Met Office Hadley Centre. Booth is investigating how aerosols affect surface temperatures in the North Atlantic Ocean and the weather on the surrounding continents. “The new generation of models is changing the kinds of questions we face as scientists.” Scientists have discovered that aerosols not only affect temperature directly but also have many indirect effects on cloud properties. Unfortunately, these interactions take place on too fine a scale to simulate directly in a global model, even on the largest computer systems. Instead, scientists are forced to represent such factors by statistical equations derived from more detailed regional and local models. In other words, as important as aerosols are believed to be they are still simulated bystatistical guesswork, not actual computation. The Hadley Centre team reported last month that, in their new model, the aerosols had an exceptionally large effect on North Atlantic sea surface temperatures. In an article entitled “Aerosols implicated as a prime driver of twentieth-century North Atlantic climate variability,” Booth et al. report: Systematic climate shifts have been linked to multidecadal variability in observed sea surface temperatures in the North Atlantic Ocean. These links are extensive, influencing a range of climate processes such as hurricane activity and African Sahel, and Amazonian droughts. The variability is distinct from historical global-mean temperature changes and is commonly attributed to natural ocean oscillations. A number of studies have provided evidence that aerosols can influence long-term changes in sea surface temperatures, but climate models have so far failed to reproduce these interactions and the role of aerosols in decadal variability remains unclear. Using their new set of models, the crew from Hadley Centre have concluded that changes in volcanic and aerosol forcing are capable of driving variability in North Atlantic sea surface temperatures ( NASSTs) much like that observed over recent decades. Scientists have hypothesized that aerosols and other forms of man made pollution are carried north out of North America, eastward across the North Atlantic and then southward, down the coast of France. “Scientists have proposed that this arc of aerosols could block enough sunlight to cool sea surface temperatures in the Atlantic Ocean and alter the regional climate,” states Tollefson. The Hadley Centre's results seem to overturn the prevailing wisdom in climate circles, which holds that the ups and downs in sea surface temperatures result from a natural ocean cycle dubbed the Atlantic multidecadal oscillation (AMO). Effectively, aerosols have added a significant cooling effect to the North Atlantic, masking some of the expected warming (or at least warming predicted by the older models). Perversely, the success of efforts to reduce air pollution since the 1960s has reduced this cooling and led to more warming according to the new model. Researchers at the National Center for Atmospheric Research (NCAR) in Boulder, Colorado, report similar results from their newly rejiggered models, but not all researchers agree. According to NCAR climate scientist Kevin Trenberth satellite observations do not find the indirect aerosol effect to be as strong as the models indicate. Trenberth says. “It would be surprising to me if the ocean is not playing a substantial role” through natural cycles. Elsewhere on planet Earth the new data are sometimes contradictory and often surprising. Simulations with one of NOAA's Geophysical Fluid Dynamics Laboratory's (GDFL's) new models, with aerosols and clouds impacting inter-hemispheric energy exchange, showed that aerosols are creating a major disruptions. “Aerosol emissions are like putting up a sunscreen over the Northern Hemisphere, and that reduces the solar imbalance that drives the system,” says Yi Ming, a GFDL climate modeler and an author of the study “Anthropogenic Aerosols and the Weakening of the South Asian Summer Monsoon” in Science. “We're trying to argue this from a larger spatial scale.” Under some conditions the new models suggest not additional warming or a wholesale movement of heat energy between hemispheres but general cooling. According to researcher Sandrine Bony, a model at the Pierre Simon Laplace Institute near Paris produces less warming in response to greenhouse gases than did the previous generation. It seems that climate modelers are finding surprises galore with their new play toys—warming and cooling, drying and increased precipitation—all linked to aerosols. Other researchers at GFDL find that new more complex cloud and aerosol simulations could help to provide an explanation for the wide fluctuation in arctic ice seen over the past few decades—something that current models fail miserably at. NCAR's new atmospheric model produced more warming and sea-ice loss than the previous estimates with the main difference being due to cloud cover. It seems that high, gauzy clouds allow more sunlight through in the summer, melting more ice and exposing more open water. Bottom line on all of this renewed modeling madness is a rush of activity as various modeling teams from around the scientific world compete for inclusion in the incipient fifth IPCC report. Scientists in the IPCC's physical science working group have until 31 July 2012 to submit papers for the IPCC process, and observers expect the literature to explode with results from climate simulations over the coming year. Inundated by a wave of new results, confusion reigns. “What we need now is to really understand what the models are doing, and why they differ,” says Bony. Did someone say “settled science?”
Won’t be fast – oceans store energy

NYT, 11 Lauren Morello of Climate Wire, “By Storing More Heat, Oceans Create 'Hiatus Periods' in Rise of Global Warming – Study,” http://www.nytimes.com/cwire/2011/09/19/19climatewire-by-storing-more-heat-oceans-create-hiatus-pe-73136.html Accessed 6/21/12 BJM

The "missing heat" needed to balance the Earth's energy budget may be lurking in the deep oceans, a new study finds. That deep ocean heat storage could help explain periods when global warming has slowed, even though satellite data show no change in the amount of energy trapped in the Earth's atmosphere. That "missing heat" is hiding out in ocean waters at depths of 1,000 feet or more, according to researchers from the United States and Australia. Their findings, based on computer climate simulations, were published yesterday in the journal Nature Climate Change. The study also predicts that the continued warming of the climate will be punctuated by brief periods when the rate of warming slows, stops or even reverses, slightly. "We will see global warming go through hiatus periods in the future," said the study's lead author, Gerald Meehl of the National Center for Atmospheric Research. "However, these periods would likely last only about a decade or so, and warming would then resume. This study illustrates one reason why global temperatures do not simply rise in a straight line." Understanding what's happening during such warming hiatuses will help scientists and policymakers weigh the merits of policies to fight climate change and determine which natural events are driven by warming. The "missing heat" problem was driven home by recent warming trends, the new study notes. Although the period between 2000-2009 is the warmest decade on record, 1998 stood alone as the warmest single year on record until 2010. Yet during that time, the world's greenhouse gas output continued to rise. Satellite measurements tracking the amount of energy reaching and leaving the Earth showed an increasing amount of energy was being trapped in the planet's atmosphere. 

impact calc flows neg – No short term risk of global warming

Kalmanovitch ’09  Geophysicist for 35 years, featured on page 48 in the 2009 U.S. Senate Report of More Than 700 Dissenting Scientists. ( Norm, “What if we project current cooling trend into the future?” Climate Depot, 5/28/09 http://climatedepot.com/a/962/Scientist-There-is-no-possible-global-warming-threat-for-at-least-next-193-years--Predicts-possible-COOLING)
May 28, 2009 By Norm Kalmanovitch The CO2 molecule is linear and symmetrical and therefore doesn't have a permanent dipole moment, thus limiting its effect on the Earth's thermal radiation to a single vibrational bend mode centred at 14.77microns. Spectral measurements of the Earth's thermal radiation clearly show that this effect is near saturation within this band and further increases in atmospheric CO2 can only have an exponentially diminishing effect on the small amount of energy remaining in this band. The greenhouse effect from the current atmospheric concentration of 386ppmv CO2 is less than 10% of the Earth's total greenhouse effect of 34°C. Because this radiative band is near saturated, a doubling of CO2 could only add an additional 0.3°C to the 3.4°C greenhouse effect already caused by the current level of CO2. (This is a maximum value with a more likely computed value being less than 0.1°C.) The IPCC 2007 Fourth Assessment Report states that models predict forcing of 3.71watts/m2 for a doubling of CO2 Using the stated conversion to temperature of 1watt/m2 giving rise to an increase in global temperature of 0.75°C, the IPCC predicts warming from a doubling of CO2 of 2.78°C. Physics and observational measurement predict 0.3°C but models predict 2.78°C; a value over nine times greater than what would be deemed physically possible. Atmospheric CO2 is increasing at a rate of 2ppmv/year. At this rate a doubling from the current level of 386ppmv will occur by the year 2202, and the IPCC predicts that the temperature will be 2.78°C warmer 193 from now. The global temperature has been dropping at a rate of 0.025°C per year since 2002. If we project this 193 years into the future, the world will be 4.83°C cooler than today. If we remove the warming effect from CO2 increases as predicted by the IPCC models this will be reduced to just 2.05°C of cooling, instead of the 4.53°C of cooling that would be predicted using the actual physical values for the effect of CO2 instead of the contrived values from the models. Either way, unless there is some way to predict that this current cooling trend will end before 2202, there is no possible global warming threat for at least the next 193 years regardless of how much CO2 gets pumped into the atmosphere. It boggles the mind to know that the world leaders are ignoring all physical evidence and are willing to sacrifice the global economies based on nothing more than speculative rhetoric from mindless climate alarmists.
Their impacts are overstated in order to receive funding for alarmism – science disproves their arguments
Pile, 2/14 Ben Pile, the convenor of the Oxford Salon. He blogs atClimate Resistance. 2/14/12 “Climate-Change Alarmism: Fuelled By Fantasy,” http://thegwpf.org/the-climate-record/4974-climate-change-alarmism-fuelled-by-fantasy.html Accessed 6/22/12 BJM

A study published in Nature last week has found that the effects of climate change on Himalayan glaciers have been overstated. But rather than facing up to their alarmism, those who have been guilty of exaggeration remain as unreflective as ever. Perhaps they are intent on continuing to make political and moral capital out of the possibility of climate catastrophe. The researchers behind the study recorded the progress of ice caps and glaciers throughout the world over an eight-year period in order to estimate their contribution to sea-level rise. The scientists were reportedly‘stunned’ by their findings: the Himalayan glaciers weren’t as sensitive to climate change as had been previously thought. Nonetheless, the message has not changed. ‘People should be just as worried about the melting of the world’s ice as they were before’, they said. The researchers claim that, in spite of the non-melting Himalayan glaciers, the rate at which ice throughout the world is melting remains a cause for worry because sea levels are still rising. But then sea levels have been rising for all of recorded history and for thousands of years before. Even at the current rate of rising, global sea levels will be just 30 centimetres higher in a century’s time – an increase that would be dwarfed by a modest wave on a beach. It’s hardly the stuff of disaster movies. Among the litany of claims about climate change, sea-level rise is one of the most tangible. But a sober reading of the literature put out by the Intergovernmental Panel on Climate Change (IPCC) does not support the alarmist message or the claim that immediate and drastic action is needed to mitigate climate change. Of course, that’s not to say that climate change isn’t a problem, but rather that it’s not as urgent as often claimed. It’s a problem that could be solved in good time and without the kind of reorganisation of the world that environmentalists demand. But because this reality doesn’t suit the policies environmentalists want to bring about, more dramatic images are constantly called for. Greens have long traded in icy icons to advance their cause. For example, in his 2006 Oscar-winning doc, An Inconvenient Truth, Al Gore warned about the peaks of Kilimanjaro becoming ice-free. In fact, there was good evidence that the disappearance had been taking place since the nineteenth century, and had nothing at all to do with us driving cars - as implied in the film. Then there is the annual ritual of shrill panic-peddling about the melting of Arctic sea ice. Each summer brings fresh speculations about how many years the sea ice will remain at the pole. As I have pointed out previously on spiked, when one out of six new studies showed that a new record had been set for Arctic sea ice extent, the Guardian’s Damian Carrington declared: ‘Ice is the white flag being waved by our planet, under fire from the atmospheric attack being mounted by humanity.’ It didn’t matter that none of the other five datasets warranted Carrington’s doom-mongering, the anomalous outlier gave his fantasy plausibility anyway. Environmental alarmism is nothing if it isn’t promiscuous with ‘scientific evidence’. Perhaps even worse is that other story from the Arctic, told ad infinitum: the plight of the poor polar bear. The melting Arctic is, according to the claims of many environmentalists, depriving this creature of its natural habitat and so it is in danger of extinction. But this story is wildly exaggerated, too, including in the BBC’s recent Frozen Planet series. In a letter to the Radio Times, Nigel Lawson of the Global Warming Policy Foundation rebutted many of the series’ claims, including the one about the polar bear population falling. In truth, Lawson wrote, it is rising. Environmentalists were apoplectic. Polar oceanographer, Dr Mark Brandon from the Open University, issued a rebuttal after claiming that Lawson’s article had been ‘patronising, wrong and the usual tired obfuscation and generalisation’. Yet a closer examinationof Brandon’s research suggests a very different picture. In fact, there is only sufficient data to say that one out of 19 sub-populations of polar bears is in decline. Polar bear populations had been estimated as being in decline in spite of evidence to the contrary. Overall, and based on actual population studies, there is good evidence that polar bear numbers have increased, as Lawson said. So how come scientists and environmental journalists are so often ‘stunned’ when data from the real world turns up to challenge the view of the world that exists within their heads? Tom Chivers of the Telegraph graciously informs us that ‘when we learn something unexpected about climate change, it’s because the much-derided climate scientists have found it’. So it’s not thanks to the sceptics interrogating the alarmists’ claims - no, never! But Chivers’ haughtiness was premature. What needs explaining is not who discovered what – the scientists or the ‘deniers’ – but how alarmist claims about climate change always seem to precede the evidence, such that researchers believe the negative picture before the science has delivered a verdict. After all, scientists - as much as environmental activists - emphasise dramatic stories, and they often do so on the scantest evidence. Expertise does not preclude the reproduction of hysteria about the imminent collapse of the world’s glaciers, ice caps or polar bear populations and the subsequent inundation of all the world’s cities by floods, the drying up of resources, the creation of ‘climate refugees’, chaos and war. These are the views produced and reproduced uncritically by experts. What concerns this sceptic when it comes to that kind of climate alarmism and the bizarre politics it produces, is the possibility that all too often stories precede science. There is a widespread idea that there are actual and robust measurements of polar bear populations, the extent of glaciers, the rate of sea-level rise, and the extent of polar sea ice. But in each of these cases, closer examination of the available evidence reveals the role of guesswork in the estimation of these ‘indicators’ of climate change and its effects. Worse still, perhaps, is the possibility that these ‘indicators’ are presupposed to be in decline for no other reason than the truism ‘climate change is happening’. Once you presuppose that climate change is happening, it doesn’t take a leap of faith to incorporate the assumption into models to estimate the health of polar bear populations, the progress of glaciers, and the vulnerability of Arctic sea ice. There was no data showing polar bears and Himalayan glaciers to be in terminal decline. Even measurements of Arctic sea ice only extend back to 1979. And so knowledge which is patchy, based on sparse data, estimates and guesswork is fitted into an encompassing storyline of climate change. Really, they ought to remain disconnected stories, at least until more robust studies can show otherwise. The most extreme conditions on the planet are naturally the least accessible and therefore the least understood. Such regions aren’t simply distant; our primary access to them is through the imagination. It is no coincidence, then, that stories about climate change seem to be located at the hottest, highest, deepest and coldest parts of the world. The most alarming stories about climate change rest where there is the least data. Like explorers in search of Yeti, climate researchers hunt frozen landscapes hoping to make the myth a reality. 

Warming Slow – Aerosols
Warming is slowed by aerosols

Scientific American, 11 “Stratospheric Pollution Helps Slow Global Warming” http://www.scientificamerican.com/article.cfm?id=stratospheric-pollution-helps-slow-global-warming Accessed 6/21/12 BJM

 Despite significant pyrotechnics and air travel disruption last year, the Icelandic volcano Eyjafjallajokull simply didn't put that many aerosols into the stratosphere. In contrast, the eruption of Mount Pinatubo in 1991, put 10 cubic kilometers of ash, gas and other materials into the sky, and cooled the planet for a year. Now, research suggests that for the past decade, such stratospheric aerosols—injected into the atmosphere by either recent volcanic eruptions or human activities such as coal burning—are slowing down global warming. "Aerosols acted to keep warming from being as big as it would have been," says atmospheric scientist John Daniel of the National Oceanic and Atmospheric Administration's (NOAA) Earth System Research Laboratory, who helped lead the research published online in Science on July 21. "It's still warming, it's just not warming as much as it would have been." Essentially, sulfur dioxide gets emitted near the surface, either by a coal-fired power plant's smokestack or a volcano. If that SO2 makes it to the stratosphere—the middle layer of the atmosphere 10 kilometers up—it forms droplets of diluted sulfuric acid, known as aerosols. These aerosols reflect sunlight away from the planet, shading the surface and cooling temperatures. And some can persist for a few years, prolonging that cooling. By analyzing satellite data and other measures, Daniel and his colleagues found that such aerosols have been on the rise in Earth's atmosphere in the past decade, nearly doubling in concentration. That concentration has reflected roughly 0.1 watts per meter squared of sunlight away from the planet, enough to offset roughly one-third of the 0.28 watts per meter squared of extra heat trapped by rising atmospheric concentrations of greenhouse gases such as carbon dioxide. The researchers calculate that the aerosols prevented 0.07 degrees Celsius of warming in average temperatures since 2000. The question is: why the increase in such aerosols? There have been plenty of smaller volcanic eruptions in recent years, such as the continuously erupting Soufriere Hills on Montserrat and Tavurvur on Papua New Guinea, which may have exploded enough SO2 into the atmosphere. And there has been plenty of coal burning in countries such as China, which now burns some 3 billion metric tons of the fuel rock per year, largely without the pollution controls that would scrub out the SO2, as is sometimes done in the U.S. In fact, a computer model study published July 5 in Proceedings of the National Academy of Sciences suggested that such SO2 pollution in China has cancelled out the warming effects of rising greenhouse gas concentrations globally since 1998. Determining whether humans or volcanoes explain more of the increase in stratospheric aerosols is the focus of ongoing research, says PhD candidate Ryan Neely of the University of Colorado, who contributed to the NOAA research. Combined with a decrease in atmospheric water vapor and a weaker sun due to the most recent solar cycle, the aerosol finding may explain why climate change has not been accelerating as fast as it did in the 1990s. The effect also illustrates one proposal for so-called geoengineering—the deliberate, large-scale manipulation of the planetary environment—that would use various means to create such sulfuric acid aerosols in the stratosphere to reflect sunlight and thereby hopefully forestall catastrophic climate change. But that points up another potential problem: if aerosol levels, whether natural or human-made, decline in the future, climate change could accelerate—and China is adding scrubbing technology to its coal-fired power plants to reduce SO2 emissions and thereby minimize acid rain. In effect, fixing acid rain could end up exacerbating global warming. China "could cause some decreases [in stratospheric aerosols] if that is the source," Neely says, adding that growing SO2 emissions from India could also increase cooling if humans are the dominant cause of injecting aerosols into the atmosphere. On the other hand, "if some volcanoes that are large enough go off and if they are the dominant cause [of increasing aerosols], then we will probably see some increases" in cooling. 

Warming’s slow – aerosols

Lemonick, 11  Michael D. Lemonick covered science and the environment for TIME magazine for nearly 21 years, where he wrote more than 50 cover stories, and has also written for Discover, Scientific American, Wired, New Scientist and The Washington Post. Lemonick is the author of four books, and a cover story for TIME was featured in the anthology “Best American Science and Nature Writing 2007.” He has taught science and environmental journalism at Princeton, Columbia, Johns Hopkins and New York Universities. He holds a Master of Science in Journalism from Columbia University. “Why Global Warming Slowed in the 2000’s: Another Possible Explanation” http://www.climatecentral.org/news/why-global-warming-slowed-in-the-2000s-a-possible-explanation/ Accessed 6/21/12 BJM
The world is getting progressively warmer, and the vast majority of evidence points to greenhouse gases spewed into the atmosphere by humans — carbon dioxide (CO2), especially — as the main culprit. But while the buildup of greenhouse gases has been steadily increasing, the warming goes in fits and starts. From one year to the next it might get a little warmer or a lot warmer, or even cooler. That’s because greenhouse gases aren’t the whole story. Natural variations in sunlight and ocean currents; concentrations of particles in the air, manmade and otherwise; and even plain old weather variations can speed the warming up or slow it down, even as the underlying temperature trend continues upward. And while none of those factors is likely to change that trend over the long haul, scientists really want to understand how they affect projections of where our climate is heading. The latest attempt to do so just appeared in Science Express, the online counterpart of the journal Science, where a team of climate scientists is reporting on their investigations of airborne particles, or aerosols, in the stratosphere. It’s well known, says co-author John Daniel, of the National Oceanic and Atmospheric Administration’s Earth System Research Laboratory in Boulder, Colo., that these particles have a cooling effect, since they reflect sunlight that would otherwise warm the planet. It’s also well known that major volcanic eruptions, like Mt. Pinatubo’s in the Philippines in 1991, can pump lots of aerosols into the stratosphere — and indeed, Pinatubo alone temporarily cooled the planet for about two years. The explosion of Mt. Tambora in 1815 had even more catastrophic effects, which you can imagine given that 1816 came to be known as "the year without a summer." But what lots of people thought, says Daniel, “is that since there haven’t been any eruptions on that scale recently, aerosols have become relatively unimportant for climate.” That, says the study, is not true: even without major eruptions, aerosols in the stratosphere increased by about 7 percent per year from 2000 to 2010. Plug that figure into climate models, and they predict a reduction in the warming you’d otherwise expect from the rise in greenhouse gases by up to 20 percent. In the real world, as it happens, the rise in temperature slowed during that same decade. “That,” says Daniel, “was the motivation for doing this research. It could have just been natural climate variability, but we wondered if it could be something else.” Some climate scientists attribute the slowdown to heat being temporarily stored in the deep oceans, but stratospheric aerosols could clearly be part of the answer as well. Whether these aerosols are natural or manmade, however, is something the scientists didn’t address. Just last week, a paper in Proceedings of the National Academy of Sciences (PNAS) suggested the cause was a construction boom of coal-fired power plants in China over the same decade. The new study doesn’t necessarily contradict that. “Human emissions could play a role,” says Daniel, although the PNAS study was talking about aerosols in the lower atmosphere, not the stratosphere. “But even in the absences of colossal volcanic eruptions,” he says, “smaller eruptions could still add up.” The other difference between the two studies is that the one from last week looked at the relatively slow temperature rise over the most recent decade and tried to tease out what might have changed since the previous decades, when the warming was faster. The new one took actual observations of aerosols and tried to predict what the temperature rise should be. That sort of approach tends to produce more credible results, since an incorrect prediction would stick out like a sore thumb. Where the two studies emphatically agree is that if the level of aerosols goes down — due to a lull in eruptions, or a reduction in coal-plant pollution, or both — the pace of warming would likely pick up. That would mean that current projections for up to a 4.5°C increase in global average surface temperatures by the end of the century might turn out to be an underestimate. And if aerosol levels increase, the temperature in 2100 could be lower than everyone expects. 

Warming is slow – aerosols 
RedOrbit, 11 Redorbit.com, Citing NOAA Study. July 23, 2011 “Atmospheric Particles Slow Global Warming: NOAA” http://www.redorbit.com/news/science/2083919/atmospheric_particles_slow_global_warming_noaa/ Accessed 6/21/12 BJM 
Volcanic ash from small-scale eruptions and soot resulting from the burning of fossil fuels may be responsible by slowing the rate of global warming up by to 20-percent, according to the results of a new National Oceanic and Atmospheric Association (NOAA) study released Thursday. Particles such as these, commonly referred to as "aerosols", can reflect sunlight back into space once they reach the stratosphere, which according to an NOAA press release, "leads to a cooling influence on the ground." In the study, which has been published in the online edition of the journal Science, the organization determines that an increase in the number of particles in the atmosphere "has offset about a third of the current climate warming influence of carbon dioxide (CO2) change during the past decade." "Stratospheric aerosol increased surprisingly rapidly in that time, almost doubling during the decade," NOAA Earth System Research Laboratory (ESRL) Physicist and study author John Daniel said in a statement. "The increase in aerosols since 2000 implies a cooling effect of about 0.1 watts per square meter–enough to offset some of the 0.28 watts per square meter warming effect from the carbon dioxide increase during that same period." The reason for the increase in these stratospheric aerosol particles are unclear at this time, and is the topic on ongoing research, noted study co-author Ryan Neely, a member of the University of Colorado and the Cooperative Institute for Research in Environmental Sciences (CIRES). However, the NOAA believes that natural sources, including smaller-scale volcanic eruptions, and sulfur-emitting human activity likely played a role in the aerosol spike. "The findings show that both natural and human factors have slowed the rate of global warming 20 percent since 1998," Juliet Eilperin of the Washington Post wrote in a Thursday article. "The study is significant because although average global temperatures last decade were higher than in the 1990s and 1980s, it appears the rate of warming has slowed compared with previous decades." The potential implications of this study could potentially lead to an inexpensive but fairly radical solution to global warming, observes BBC News Environmental Correspondent Richard Black.
Warming Slow – Hype
The rate of warming is overstated and based upon faulty science

Weule, 11 Genelle Weule, writer for ABC News, “Global Warming Rage less than Feared,” http://www.abc.net.au/science/articles/2011/11/25/3376365.htm Accessed 6/21/12 BJM
High levels of carbon dioxide in the atmosphere may have less of an impact on the rate of global warming than previously predicted, a new study suggests. The authors of the study stress that global warming is real, and that increases in atmospheric CO2 will have multiple serious impacts. But more severe estimates that predict temperatures could rise up to an average of 10°C are unlikely, the researchers report in the journal Science. The 2007 United Nations' Intergovernmental Panel on Climate Change report estimates that surface temperatures could rise by as much as an average of 3°C with a doubling of of atmospheric CO2 from pre-industrial standards. The new study suggests temperatures will rise on average 2.3°C under the same conditions. "When you reconstruct sea and land surface temperatures from the peak of the last ice age 21,000 years ago — which is referred to as the Last Glacial Maximum — and compare it with climate model simulations of that period, you get a much different picture," says lead author Andreas Schmittner, from Oregon State University. "If these paleoclimatic constraints apply to the future, as predicted by our model, the results imply less probability of extreme climatic change than previously thought." Scientists have long struggled to quantify "climate sensitivity," or how the Earth will respond to projected increases in carbon dioxide, the main greenhouse gas. Schmittner notes that many previous studies only looked at periods spanning from 1850 to today, thus not taking into account a fully integrated paleoclimate data on a global scale. The researchers based their study on ice age land and ocean surface temperature obtained by examining ices cores, bore holes, seafloor sediments and other factors. When they first looked at the paleoclimatic data, the researchers only found very small differences in ocean temperatures then compared to now. "Yet the planet was completely different — huge ice sheets over North America and northern Europe, more sea ice and snow, different vegetation, lower sea levels and more dust in the air," says Schmittner. "It shows that even very small changes in the ocean's surface temperature can have an enormous impact elsewhere, particularly over land areas at mid- to high-latitudes." He warned that continued, unabated use of fossil fuels could lead to similar warming of sea surfaces today. Solid foundation Professor Colin Prentice from Macquarie University is not surprised by the results. Prentice, who was not involved in the study, says the new paper is based on a careful compilation of data and addresses an issue that is "absolutely central." "What it means is we can be a bit more sure about the sort of range of temperature changes that will result from the given change in the amount of fossil fuel and CO2 and other greenhouse gases, " he says. "The key point is that there has been ongoing buzz about the possibility that the climate sensitivity may be way, way higher than in mainstream climate models," he says referring to models that predict a rise of up to 10°C. "So for very technical reasons with data just from contemporary observations and observations from the recent historical period you just haven't got enough information to really rule out those numbers. "What [this study] has shown is that those very high values are ruled out. "So it means we still have a major issue about climate change, but it is much better quantified, much better pinned down." 

Warming impacts are overstated, we will be able to adapt

Aikman, 11 Amos Aikman, writing for The Australian, “Climate forecasts 'exaggerated': Science journal” Nov. 25, 2011 http://www.theaustralian.com.au/news/health-science/climate-forecasts-exaggerated-science-journal/story-e6frg8y6-1226205464958 Accessed 6/21/12 BJM

In the study, published today in the leading journal Science, the researchers found that while rising levels of CO2 would cause climate change, the most severe predictions - some of which were adopted by the UN's peak climate body in its seminal 2007 report - had been significantly overstated. The authors used a novel approach based on modelling the effects of reduced CO2 levels on climate, which they compared with proxy-records of conditions during the last glaciation, to infer the effects of doubling CO2 levels. They concluded that current worst-case scenarios for global warming were exaggerated. "Now these very large changes (predicted for the coming decades) can be ruled out, and we have some room to breathe and time to figure out solutions to the problem," the study's lead author, Andreas Schmittner, an associate professor at Oregon State University, said. Scientists have struggled for many years to understand how to quantify "climate sensitivity" - how Earth will respond to projected increases in atmospheric carbon dioxide. In 2007, the UN's peak climate body, the Intergovernmental Panel on Climate Change, warned that a doubling of CO2 from pre-industrial levels would warm the Earth's surface by an average of 2C to 4.5C, although some studies have claimed the impact could be 10C or higher. Professor Schmittner said it had been very difficult to rule out these extreme "high-sensitivity" scenarios, which were very important for understanding risks associated with climate change. The study found high-sensitivity models led to a "runaway effect" under which the Earth would have been covered in ice during the last glacial maximum, about 20,000 years ago, when CO2 levels were much lower. "Clearly that didn't happen, and that's why we are pretty confident that these high climate sensitivities can be ruled out," he said. Professor Schmittner said taking his results literally, the IPCC's average or "expected" value of a 3C average temperature increase for a doubling of CO2 ought to be regarded as an upper limit.

***Impact Defense***
No Impact – Err Neg

Err neg – aff authors overestimate warming and underestimate adaptation

Goklany 2011 - a science and technology policy analyst for the United States Department of the Interior (Indur M., “Misled on Climate Change: How the UN IPCC (and others) Exaggerate the Impacts of Global Warming” December 2011, http://goklany.org/library/Reason%20CC%20and%20Development%202011.pdf, PZ)
A third approach would be to fix the root cause of why developing countries are deemed to be most at-risk, namely, poverty. Sustained economic growth would, as is evident from the experience of developed countries, address virtually all problems of poverty, not just that portion exacerbated by global warming. It is far more certain that sustainable economic growth will provide greater benefits than emission reductions: while there is no doubt that poverty leads to disease and death, there is substantial doubt regarding the reality and magnitude of the negative impact of global warming. This is especially true as assessments often ignore improvements in adaptive capacity. Of these three approaches, human well-being in poorer countries is likely to be advanced most effectively by sustained economic development and least by emission reductions. In addition, because of the inertia of the climate system, economic development is likely to bear fruit faster than any emission reductions.These figures also indicate that the compound effect of economic development and technological change can result in quite dramatic improvements even over the relatively short period for which these figures were developed. Figure 5, for instance, covered 26 years. By contrast, climate change impacts analyses frequently look 50 to 100 years into the future. Over such long periods, the compounded effect could well be spectacular. Longer term analyses of climate-sensitive indicators of human well-being show that the combination of economic growth and technological change can, over decades, reduce negative impacts on human beings by an order of magnitude, that is, a factor of ten, or more. In some instances, this combination has virtually eliminated such negative impacts. But, since impact assessments generally fail to fully account for increases in economic development and technological change, they substantially overestimate future net damages from global warming. It may be argued that the high levels of economic development depicted in Figure 6 are unlikely. But if that’s the case, then economic growth used to drive the IPCC’s scenarios are equally unlikely, which necessarily means that the estimates of emissions, temperature increases, and impacts and damages of GW projected by the IPCC are also overestimates.B. Secular Technological Change The second major reason why future adaptive capacity has been underestimated (and the impacts of global warming systematically overestimated) is that few impact studies consider secular technological change. 25 Most assume that no new technologies will come on line, although some do assume greater adoption of existing technologies with higher GDP per capita and, much less frequently, a modest generic improvement in productivity. 26 Such an assumption may have been appropriate during the Medieval Warm Period, when the pace of technological change was slow, but nowadays technological change is fast (as indicated in Figures 1 through 5) and, arguably, accelerating. 27 It is unlikely that we will see a halt to technological change unless so-called precautionary policies are instituted that count the costs of technology but ignore its benefits, as some governments have already done for genetically modified crops and various pesticides. So how much of a difference in impact would consideration of both economic development and technological change have made? If impacts were to be estimated for five or so years into the future, ignoring changes in adaptive capacity between now and then probably would not be fatal because neither economic development nor technological change would likely advance substantially during that period. However, the time horizon of climate change impact assessments is often on the order of 35–100 years or more. The Fast Track Assessments use a base year of 1990 to estimate impacts for 2025, 2055 and 2085. Over such periods one ought to expect substantial advances in adaptive capacity due to increases in economic development, technological change and human capital. As already noted, retrospective assessments indicate that over the span of a few decades, changes in economic development and technologies can substantially reduce, if not eliminate, adverse environmental impacts and improve human well-being, as measured by a variety of objective indicators. 41 Thus, not fully accounting for changes in the level of economic development and secular technological change would understate future adaptive capacity, which then could overstate impacts by one or more orders of magnitude if the time horizon is several decades into the future. The assumption that there would be little or no improved or new technologies that would become available between 1990 and 2100 (or 2200), as assumed in most climate change impact assessments, is clearly naïve. In fact, a comparison of today’s world against the world of 1990 (the base year used in most impacts studies to date) shows that even during this brief 20-year span, this assumption is invalid for many, if not most, human enterprises. Since 1990, for example, the portion of the developing world’s population living in absolute poverty declined from 42% to 25%, and in sub-Saharan Africa Internet users increased from 0 to 50 million, while cellular phone users went from 0 per 100 to 33 per 100.
Empirical trends disprove warming impacts 

Goklany 2011 - a science and technology policy analyst for the United States Department of the Interior (Indur M., “Misled on Climate Change: How the UN IPCC (and others) Exaggerate the Impacts of Global Warming” December 2011, http://goklany.org/library/Reason%20CC%20and%20Development%202011.pdf, PZ)

Discussion and Conclusions Despite claims that GW will reduce human well-being in poor countries, there is no evidence that this is actually happening. Empirical trends show that by any objective climate-sensitive measure, human well-being in such countries has improved remarkably over the last several decades. Specifically, agricultural productivity has increased; the proportion of people suffering from chronic hunger has declined; the rate of extreme poverty has been more than halved; rates of death and disease from malaria, other vector-borne diseases and extreme weather events have declined. Together, these improvements correspond with life expectancy in poor countries more than doubling since 1900. The fact that these improvements have occurred in spite of GW indicates that economic and technological development has been, overall, a very significant benefit to people in poor countries.
Most qualified scientists agree warming doesn’t exist and that if it did we would adapt 

Jeffrey 2011 – PhD in theology, bestselling author (Grant. R., The Global Warming Deception, http://books.google.com/books?hl=en&lr=&id=Z37cm3k1SRMC&oi=fnd&pg=PA1&dq=%22warming+%22+impacts+on+biodiversity+exaggerated&ots=ozLG2EC_p-&sig=8wzRUAEsUhFaFNjWaisIgJCiAkQ#v=onepage&q&f=false, PZ)
The man-made global—warming alarmist campaign is intended to produce a powerful world—governmental body tinder the authority of die United Nations. This new global regime will constitute a socialist—Marxist environmental dictatorship that will possess total legal authority to control the lives and actions of every citizen, every corporation, and every nation on earth. It will gain political control by using the illusion chat unquestioned environmental regulation is essential to save humanity from an imminent global—warming catastrophy. The reality, however, is that the global—warming deception is the greatest fraud in the history of science. Professor Harold Lewis, one of the most respected and published physicists in the world, is emeritus professor of physics at the University of Califor nia, Santa Barbara. After sixty—seven years of membership. in October 2010, Dr. Lewis sent his letter of resignation to the America Physical Society (one of the united States’ most prestigious scientific organizations) addressed to its president. Curtis G. Callan Jr, at Princeton University. Dr. Lewis wrote: “[Global warming] is the greatest and most successful pseudoscientific fraud I have seen in my long life.” If human—caused global warming were a scientific fact, and if massive changes in energy policy could actually reverse the trend, it would be a wor thy cause. But the only global warming that can be verified by unbiased scientific research is minimal, at 1°F since 1900. That slight increase was caused not by rising levels of man-made carbon dioxide (CO,) emissions, but primarily by natural variations in solar radiation, cloud coverage, and volcanic eruptions. The biggest danger facing humanity is not from carbon dioxide emissions but rather from AGW’s massive campaign of lies and the subse quent edicts and international treaties that abrogate the constitutions of sovereign nations, the rights corporations, and the freedoms of individual citizens throughout the world. Humans are an incredibly adaptive species who have learned to survive and prosper in environments as diverse as subzero conditions (even —30°F) at (he North Pole and the extreme heat of 120°F in the Kalahari Desert. The naive assumption made by global—warming alarmists is that neither human ity nor the thousands of animal species would be able to adapt and prosper on a warmer planer. Their position is contradicted by human experience throughout history and ample scientific evidence of animals’ adaptations to changes ¡n climate. If species could nor adapt and move when confronted with climate changes, they would have become extinct.
Their evidence is based on exaggerated, manipulated, deceptive science 

Jeffrey 2011 – PhD in theology, bestselling author (Grant. R., The Global Warming Deception, http://books.google.com/books?hl=en&lr=&id=Z37cm3k1SRMC&oi=fnd&pg=PA1&dq=%22warming+%22+impacts+on+biodiversity+exaggerated&ots=ozLG2EC_p-&sig=8wzRUAEsUhFaFNjWaisIgJCiAkQ#v=onepage&q&f=false, PZ)

Now for the lie and the imposed guilt that comes with it. After displaying a graph illustrating rising levels of CO2, the champions of limiting AGW turn to another graph illustrating the pattern of rising global temperature during the same period of time. The implication ¡s clear: as tile level of CO2, rises, the level of global temperature will inexorably rise as well. However, there is no consistent, peer reviewed scientific research that establishes a cause and-effect relationship between increased atmospheric CO2 and higher global temperatures. Its a clever deception, but a lie nonetheless. The AGW hoax lacks any basis in independently verifiable science. It is built on a grain of truth and a well-formed foundation of exaggeration, deliberate deception, and strong— arm tactics to promote the AGW view with educators and media. in many cases, it is well—meaning environmental focused people who work to prevent the global warming “crisis.” They want to spare humanity an uninhabitable world. But they were conscripted into the movement by deliberate lies, and they work unknowingly to advance the agenda of an unseen globalist elite. The organized effort to combat AGW is tile tactic chosen by the globalist elite to impose a centralized, worldwide socialist-Marxist government. They have frightened citizens and coerced governments, and so far nothing has stood in their way. Some of the key scientists in the AGW’ movement falsify historical temperature data to make it conform to their agenda. The global—warming alarmists silence climate-change critics to avoid public debate over the scientific validity of AGW theory. This is not just poor science, it is a deliberate deception. This systemic fraud can be traced to an international elite that is bent on forcing democratic governments to support a globalist autocracy. The fight against global warming is what they have decided to use for leverage. Those who support the AGW alarmists include national government leaders, politicians, scientists, members of the news media, private organizations, multinational companies, and members of the intellectual elite. Their agenda is decidedly anti—Western, antidemocracy, and anti capitalist. The methodology is complex but readily apparent: massive scientific hype and exaggeration, falsification of historical temperature data, and negating well— established scientific data (such as the Medieval Warm Period and the Little Ice Age). Anything that disproves the AGW theory is discounted, silenced, or falsified.
No Impact – Adaptation 

No threat-humans can adapt

Moore ’08 Senior Fellow at the Hoover Institution at Stanford University, Stanford,  (Thomas Gale 7/9/12 “Global warming; the good, the bad and the ugly and the efficient” EMBO reports http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3317379/?tool=pmcentrez)KG
Even if the pessimists are correct and future climate change reduces food production, wicked storms lash much of the planet, summers are plagued by terrible heat waves, and floods and droughts inundate large areas of the world and reduce the availability of clean water, human beings will be better able to handle such terrible conditions than they are now because technology will advance and people will become richer over the next century. Evidence of an increasing rate of technological advancement comes from patents; the number of patents issued for inventions has continued to rise at an increasing rate since 1790 (Fig 2). Although patented inventions are only a crude measure of technological growth, they do indicate that technology will continue to change the world in which we live. Consider the world 200 years ago when the fastest means of communication was by horseback, or just 100 years ago when telephones were only slowly spreading and radio, much less TV or the internet, were almost undreamed of. Thus progress will allow our descendants to deal with almost any difficulties that climate change brings.

No Impact – AT: Extinction

No extinction

NIPCC 11 (Nongovernmental International Panel on Climate Change. Surviving the unprecedented climate change of the IPCC. 8 March 2011. http://www.nipccreport.org/articles/2011/mar/8mar2011a5.html)KG
In a paper published in Systematics and Biodiversity, Willis et al. (2010) consider the IPCC (2007) "predicted climatic changes for the next century" -- i.e., their contentions that "global temperatures will increase by 2-4°C and possibly beyond, sea levels will rise (~1 m ± 0.5 m), and atmospheric CO2will increase by up to 1000 ppm" -- noting that it is "widely suggested that the magnitude and rate of these changes will result in many plants and animals going extinct," citing studies that suggest that "within the next century, over 35% of some biota will have gone extinct (Thomas et al., 2004; Solomon et al., 2007) and there will be extensive die-back of the tropical rainforest due to climate change (e.g. Huntingford et al., 2008)." On the other hand, they indicate that some biologists and climatologists have pointed out that "many of the predicted increases in climate have happened before, in terms of both magnitude and rate of change (e.g. Royer, 2008; Zachos et al., 2008), and yet biotic communities have remained remarkably resilient (Mayle and Power, 2008) and in some cases thrived (Svenning and Condit, 2008)." But they report that those who mention these things are often "placed in the 'climate-change denier' category," although the purpose for pointing out these facts is simply to present "a sound scientific basis for understanding biotic responses to the magnitudes and rates of climate change predicted for the future through using the vast data resource that we can exploit in fossil records." Going on to do just that, Willis et al. focus on "intervals in time in the fossil record when atmospheric CO2 concentrations increased up to 1200 ppm, temperatures in mid- to high-latitudes increased by greater than 4°C within 60 years, and sea levels rose by up to 3 m higher than present," describing studies of past biotic responses that indicate "the scale and impact of the magnitude and rate of such climate changes on biodiversity." And what emerges from those studies, as they describe it, "is evidence for rapid community turnover, migrations, development of novel ecosystems and thresholds from one stable ecosystem state to another." And, most importantly in this regard, they report "there is very little evidence for broad-scale extinctions due to a warming world." In concluding, the Norwegian, Swedish and UK researchers say that "based on such evidence we urge some caution in assuming broad-scale extinctions of species will occur due solely to climate changes of the magnitude and rate predicted for the next century," reiterating that "the fossil record indicates remarkable biotic resilience to wide amplitude fluctuations in climate."
No Impact – CO2 Harmless
No warming and no impact – models ignore reality, CO2 has little effect on the environment, changes in temperature are natural and extreme weather is a hoax

Happer, 3/27 Dr. William Happer, Chairman of the Marshall Institute and Cyrus Fogg Brackett Professor of Physics at Princeton University, is a specialist in modern optics, optical and radiofrequency spectroscopy of atoms and molecules, and spin-polarized atoms and nuclei.  From 1991 to 1993, he served as Director of Energy Research in the Department of Energy and on his return to Princeton, he was named Eugene Higgins Professor of Physics and Chair of the University Research Board. 3/27/12, “Global Warming Models Are Wrong Again” http://online.wsj.com/article/SB10001424052702304636404577291352882984274.html?mod=djemITP_h Accessed 3/20/12 BJM 

During a fundraiser in Atlanta earlier this month, President Obama is reported to have said: "It gets you a little nervous about what is happening to global temperatures. When it is 75 degrees in Chicago in the beginning of March, you start thinking. On the other hand, I really have enjoyed nice weather." What is happening to global temperatures in reality? The answer is: almost nothing for more than 10 years. Monthly values of the global temperature anomaly of the lower atmosphere, compiled at the University of Alabama from NASA satellite data, can be found at the website http://www.drroyspencer.com/latest-global-temperatures/. The latest (February 2012) monthly global temperature anomaly for the lower atmosphere was minus 0.12 degrees Celsius, slightly less than the average since the satellite record of temperatures began in 1979. The lack of any statistically significant warming for over a decade has made it more difficult for the United Nations Intergovernmental Panel on Climate Change (IPCC) and its supporters to demonize the atmospheric gas CO2 which is released when fossil fuels are burned. The burning of fossil fuels has been one reason for an increase of CO2 levels in the atmosphere to around 395 ppm (or parts per million), up from preindustrial levels of about 280 ppm.  CO2 is not a pollutant. Life on earth flourished for hundreds of millions of years at much higher CO2 levels than we see today. Increasing CO2 levels will be a net benefit because cultivated plants grow better and are more resistant to drought at higher CO2 levels, and because warming and other supposedly harmful effects of CO2 have been greatly exaggerated. Nations with affordable energy from fossil fuels are more prosperous and healthy than those without. The direct warming due to doubling CO2 levels in the atmosphere can be calculated to cause a warming of about one degree Celsius. The IPCC computer models predict a much larger warming, three degrees Celsius or even more, because they assume changes in water vapor or clouds that supposedly amplify the direct warming from CO2. Many lines of observational evidence suggest that this "positive feedback" also has been greatly exaggerated. There has indeed been some warming, perhaps about 0.8 degrees Celsius, since the end of the so-called Little Ice Age in the early 1800s. Some of that warming has probably come from increased amounts of CO2, but the timing of the warming—much of it before CO2 levels had increased appreciably—suggests that a substantial fraction of the warming is from natural causes that have nothing to do with mankind. Frustrated by the lack of computer-predicted warming over the past decade, some IPCC supporters have been claiming that "extreme weather" has become more common because of more CO2. But there is no hard evidence this is true. After an unusually cold winter in 2011 (December 2010-February 2011) the winter of 2012 was unusually warm in the continental United States. But the winter of 2012 was bitter in Europe, Asia and Alaska. Weather conditions similar to 2012 occurred in the winter of 1942, when the U.S. Midwest was unusually warm, and when the Wehrmacht encountered the formidable forces of "General Frost" in a Russian winter not unlike the one Russians just had. Large fluctuations from warm to cold winters have been the rule for the U.S., as one can see from records kept by the National Ocean and Atmospheric Administration, NOAA. For example, the winters of 1932 and 1934 were as warm as or warmer than the 2011-2012 one and the winter of 1936 was much colder. Nightly television pictures of the tragic destruction from tornadoes over the past months might make one wonder if the frequency of tornadoes is increasing, perhaps due to the increasing levels of CO2 in the atmosphere. But as one can read at Andrew Revkin's New York Times blog, dotearth, "There is no evidence of any trend in the number of potent tornadoes (category F2 and up) over the past 50 years in the United States, even as global temperatures have risen markedly." Like winter temperatures, the numbers, severity and geographical locations of tornadoes fluctuate from year-to-year in ways that are correlated with the complicated fluid flow patterns of the oceans and atmosphere, the location of the jet stream, El Niño or La Niña conditions of the tropical Pacific Oceans, etc. As long as the laws of nature exist, we will have tornadoes. But we can save many more lives by addressing the threat of tornadoes directly—for example, with improved and more widely dispersed weather radars, and with better means for warning the people of endangered areas—than by credulous support of schemes to reduce "carbon footprints," or by funding even more computer centers to predict global warming. It is easy to be confused about climate, because we are constantly being warned about the horrible things that will happen or are already happening as a result of mankind's use of fossil fuels. But these ominous predictions are based on computer models. It is important to distinguish between what the climate is actually doing and what computer models predict. The observed response of the climate to more CO2 is not in good agreement with model predictions.

No Impact – AT: Runaway Warming
No Runaway Warming

Taylor, 2k11 (James Taylor, senior fellow for environment policy at The Heartland Institute and managing editor of Environment & Climate News, “Peer-Reviewed Study Finds Lower Probability of Extreme Climate Change” November 29th, 2011, Online @ http://news.heartland.org/newspaper-article/2011/11/29/peer-reviewed-study-finds-lower-probability-extreme-climate-change ht)

A newly publishede study in the peer-reviewed journal Science shows climate has historically been less sensitive to changes in atmospheric carbon dioxide than United Nations computer models are programmed to assume. According to the Science study, a full doubling of atmospheric carbon dioxide will likely cause 2.3 degrees Celsius of warming rather than the UN-assumed 3.0 degrees of warming. (For context, since the dawn of the Industrial Revolution, atmospheric carbon dioxide levels have risen only 40 percent.) “[T]hese results imply lower probability of imminent extreme climatic change than previously thought,” the Science study reports. While the 2.3 degree prediction is still likely too high, it continues a consistent trend of newer global warming models predicting less future warming than had been previously predicted. Reading statements from some of the most media-prominent alarmists, one would think they never predicted much warming in the first place. “I was not terribly worried about runaway climate change before this. After all, we know that the Earth’s had much higher CO2 in the past (and the temperature were correspondingly much higher), and the Earth did not turn into Venus,” prominent global warming alarmist Andy Dessler told the

 HYPERLINK "http://blog.chron.com/sciguy/2011/11/new-study-climate-not-as-sensitive-to-carbon-dioxide-as-some-fear/"  Houston Chronicle. It is certainly helpful to have reached agreement on such an important scientific point.

No Impact – AT: Agriculture
Adaptation solves the impact

Mendelsohn and Dinar 2011 - economist at Yale University (Robert Menelsohn and Ariel Dinar, Handbook on Climate Change and Agriculture, http://books.google.com/books?hl=en&lr=&id=vMyaQ_DWu2wC&oi=fnd&pg=PA355&dq=%22warming%22+%22impact%22+%22agriculture%22&ots=b6GyLcnP-s&sig=Zx6J6fZmUkRRygVjFmDBnPpKgMQ#v=onepage&q=%22warming%22%20%22impact%22%20%22agriculture%22&f=false, PZ)
Climate change is threatening agricultural production in various world regions and the livelihoods of millions of poor rural people arc at risk, especially in the low latitudes (IPCC 2007; Parry et al.. 2004). Large potential damages have been predicted by many agronomy studies (Rosenzweig and Parry, 1994; Parry et al.. 2004: IPCC, 2007). However, these studies assume that farmers will not adapt to the new climate conditions. In contrast, studies that account for adaptation suggest smaller damages (Mendelsohn et al., 1994: Mendelsoha and Dinar 2003: Kurukulasuriya et al., 2006; Fleischer et al.. 2008; Seo and Mcndelsohn, 2007; Wang et aL, 2009). There is a growing body of farm adaptation studies that identify what adaptation strategies farmers might make to mitigate potential damage. Specifically, farmers might invest in irrigation (Mendelsohn and Dinar, 2003: Kurukulasuriya et al., 2006; Mendelsohn and Seo, 2007), they might switch crop species (Kurukulasuriya and Mendelsohn. 2008a: Seo and Mendelsohn, 2008b) or they might switch livestock species (Seo and Mendelsohn 2007). Irrigation is the adaptation strategy that has received most attention in the literature. Several studies estimate separate response functions for rained and irrigated farms. These studies reveal that farmers who irrigate are less sensitive to climate changes (Schlenker at al., 2005: Kurukulasuriya and Mendelsohn, 2008a: Seo and Mendelsohn, 2008a). This type of analysis captures the effect of irrigation but it assumes that irrigation is exogenous. We claim that irrigation and the use of other technologies are likely to be sensitive to climate conditions and will change as climate changes. The fact that irrigation is not exogenous but a choice farmers make has already been established in the literature (see Caswell and Zilberman, 1986; Dinar and Yaron, 1990: Negri and Brooks. 1990: Dinar and Zilberman. 1991: Dinar et al., 1992). Our unique contribution is showing that the decision of adopting a technology is also a function of climate conditions.

No impact and adaptation solves – India proves

The Times of India 5/21/12 (“ICAR: Rise in temperature not a cause of worry for Agriculture” http://articles.timesofindia.indiatimes.com/2012-05-21/delhi/31800100_1_global-warming-adverse-impact-climate, PZ)

NEW DELHI: Though no immediate adverse impact of global warming is visible in India as manifested by rise in output of foodgrains and milk, experts feel the country should draw sharp strategy to deal with its long-term effect. Despite increase in climatic variabilities attributed to global warming, the production of food grains in the country has increased from 230.77 million tonnes (mt) in 2007-08 to 244.78 mt in 2010-11, the government had informed Parliament last week. During the same period output of milk rose from 107.90 mt to 121.80 mt due to various advanced technological interventions across the country, it said. Though no immediate adverse impact of global warming on agriculture is visible, experts feel the country needs to draw effective strategy to deal with its future consequences as it is a long-term phenomenon. "Rise of 0.2 degree celsius temperature now is not a cause of worry for agriculture in the country, but there could be problem after 5-6 decades for which we need to be alert," Director General of ICAR S Ayyappan told PTI. He said in the long-term even if agri productivity is not affected due to global warming there could be problem of pest, diseases etc., in the crops. Farm expert and former head of ICAR Mangala Rai said: "Long-term planning to deal with global warming when the temperature might increase by 2.5 to 3 degree celsius is absolutely necessary." Minister of State for Agriculture Harish Rawat had said in Parliament last week that though there is no conclusive evidence to suggest significant variations in climate change, global warming and its impact on agricultural productivity, the government has intensified implementation of various schemes to deal with the problem. He said programmes like Macro Management of Agriculture, Rashtriya Krishi Vikas Yojna, National Food Security Mission, National Horticulture Mission and National Mission on Micro Irrigation have been formulated to make Indian agriculture climate resilient by embedding and mainstreaming various adaptation measures. Sources in International Crops Research Institute for Semi-Arid Tropics (ICRISAT) said the Hyderabad-based international farm research organisation is developing heat tolerant chickpea and ground nut to protect the crops from adverse impact of global warming. 
New tech solves
Carpenter 2011 - Consultant for ISB (Information Systems For Biotechnology, “Impacts of GE Crops on Biodiversity” June 2011 www.isb.vt.edu/news/2011/Jun/Impacts-GE-Crops-Biodiversity.pdf, PZ)
The potential impact of genetically engineered (GE) crops on biodiversity has been a topic of interest both in general as well as specifically in the context of the Convention on Biological Diversity. In a recent review, I took a biodiversity lens to the substantial body of literature that exists on the potential impacts of GE crops on the environment, considering the impacts at three levels: the crop; farm; and landscape scales 1 . Overall, the review finds that currently commercialized GE crops have reduced the impacts of agriculture on biodiversity, through enhanced adoption of conservation tillage practices, reduction of insecticide use, and use of more environmentally benign herbicides. Increasing yields also alleviate pressure to convert additional land into agricultural use. Knowledge gained over the past 15 years that GE crops have been grown commercially indicates that the impacts on biodiversity are positive on balance. By increasing yields, decreasing insecticide use, increasing use of more environmentally friendly herbicides, and facilitating adoption of conservation tillage, GE crops have contributed to increasing agricultural sustainability. Previous reviews have also reached the general conclusion that GE crops have had little to no negative impact on the environment. Most recently, the U.S. National Research Council released a comprehensive assessment of the effect of GE crop adoption on farm sustainability in the U.S. that concluded, “[g]enerally, [GE] crops have had fewer adverse effects on the environment than non-[GE] crops produced conventionally”7. GE crops can continue to decrease pressure on biodiversity as global agricultural systems expand to feed a world population that is expected to continue to increase for the next 30 to 40 years. Due to higher income elas- ticities of demand and population growth, these pressures will be greater in developing countries. Both current and pipeline technology hold great potential in this regard. The potential of currently commercialized GE crops to increase yields, decrease pesticide use, and facilitate the adoption of conservation tillage has yet to be realized, as there continue to be countries where there is a good technological fit, but they have not yet approved these technolo- gies for commercialization. In addition to the potential benefits of expanded adoption of current technology, several pipeline technologies offer additional promise of alleviating the impacts of agriculture on biodiversity. Continued yield improvements in crops such as rice and wheat are expected with insect resistant and herbicide tolerant traits that are already com- mercialized in other crops. Technologies such as drought tolerance and salinity tolerance would alleviate the pressure to convert high bio- diversity areas into agricultural use by enabling crop production on suboptimal soils. Drought tolerance technology, which allows crops to withstand prolonged periods of low soil moisture, is anticipated to be commercialized within five years. The technology has particular relevance for areas like sub-Saharan Africa, where drought is a common occurrence and access to irrigation is limited. Salt tolerance addresses the increasing problem of saltwater encroach- ment on freshwater resources. Nitrogen use efficiency technology is also under development, which can reduce run-off of nitrogen fertilizer into surface waters. The technology promises to decrease the use of fertilizers while maintaining yields, or increase yields achievable with reduced fertilizer rates where access to fertilizer inputs is limited. The technology is slated to be commercialized within the next 10 years.

No Impact – AT: Biodiveristy
Warming solves biodiversity 

Goklany 2011 - a science and technology policy analyst for the United States Department of the Interior (Indur M., “Misled on Climate Change: How the UN IPCC (and others) Exaggerate the Impacts of Global Warming” December 2011, http://goklany.org/library/Reason%20CC%20and%20Development%202011.pdf, PZ)
Had adaptation been considered, the net population at risk of water shortage due to global warming would have decreased even more substantially than the author indicates. Partly due to increases in net primary productivity because of CO2 fertilization, the amount of habitat devoted to cropland would be halved by global warming under the A1FI scenario, at least through 2100. Since diversion of habitat to cropland is perhaps the single largest threat to species and ecosystems, this means that global warming could actually reduce pressures on biodiversity. Thus, at least through 2085–2100, GW may relieve some of the problems that some poor countries face currently (e.g., water shortage and habitat loss), while in other instances, the contribution of GW to the overall problem (e.g., cumulative mortality from malaria, hunger and coastal flooding) would be substantially smaller than that of non-GW related factors. Notably, economic development, one of the fundamental drivers of GW, would reduce mortality problems regardless of whether they are due to GW or non-GW related factors (see Figure 4). Hence, lack of economic development would be a greater problem than global warming, at least through 2085–2100. This reaffirms the story told by Figure 6, which shows that notwithstanding global warming and despite egregiously overestimating the negative consequences of global warming while underestimating its positive impacts, future net GDP per capita will be much higher than it is today under each scenario through at least 2200.
No direct correlation between warming and biodiversity loss – their models are wrong

Stockwell 4/21/12 – with the San Diego Computer Center at the University of California (David, “Errors of Global Warming Effects Modeling” http://landshape.org/enm/errors-of-global-warming-effects-modeling/, PZ)

Among those believing gross scientific inaccuracies are not justified, and such attitudes diminish the standing of scientists, I was invited to a meeting of a multidisciplinary group of 19 scientists, including Dan Bodkin from UC Santa Barbara, mathematician Matt Sobel, Craig Loehle and others at the Copenhagen base of BjÃ¸rn Lomborg, author of The Skeptical Environmentalist. This resulted in Forecasting the Effects of Global Warming on Biodiversity published in 2007 BioScience. We were particularly concerned by the cavalier attitude to model validations in the Thomas paper, and the field in general: Of the modeling papers we have reviewed, only a few were validated. Commonly, these papers simply correlate present distribution of species with climate variables, then replot the climate for the future from a climate model and, finally, use one-to-one mapping to replot the future distribution of the species,without any validation using independent data. Although some are clear about some of their assumptions (mainly equilibrium assumptions), readers who are not experts in modeling can easily misinterpret the results as valid and validated. For example, Hitz and Smith (2004) discuss many possible effects of global warming on the basis of a review of modeling papers, and in this kind of analysis the unvalidated assumptions of models would most likely be ignored. The paper observed that few mass extinctions have been seen over recent rapid climate changes, suggesting something must be wrong with the models to get such high rates of extinctions. They speculated that species may survive in refugia, suitable habitats below the spatial scale of the models. Another example of an unvalidated assumptions that could bias results in the direction of extinctions, was described in chapter 7 of my book Niche Modeling. Claims that 20th-century warming is ‘exceptional’ rely on selection of so-called temperature ‘proxies’ such as tree rings, and statistical tests of the significance of changes in growth. I modelled the proxy selection process here and showed you can get a hockey stick shape using random numbers (with serial correlation). When the numbers trend, and then are selected based on correlation with recent temperatures, the result is inevitably ‘hockey stick’ shaped: i.e. with a distinct uptick where the random series correlated with recent temperatures, and a long straight shaft as the series revert back to the mean. My reconstruction was similar to many other reconstructions with low variance medieval warm period (MWP).
Population growth makes bio-d loss inevitable

Science Daily 7/28/11 (“Ongoing Global Biodiversity Loss Unstoppable With Protected Areas Alone” http://www.sciencedaily.com/releases/2011/07/110728123059.htm, PZ)

Continued reliance on a strategy of setting aside land and marine territories as "protected areas" is insufficient to stem global biodiversity loss, according to a comprehensive assessment published July 28 in the journal Marine Ecology Progress Series.

Despite impressively rapid growth of protected land and marine areas worldwide -- today totalling over 100,000 in number and covering 17 million square kilometers of land and 2 million square kilometers of oceans -- biodiversity is in steep decline. Expected scenarios of human population growth and consumption levels indicate that cumulative human demands will impose an unsustainable toll on Earth's ecological resources and services accelerating the rate at which biodiversity is being loss. Current and future human requirements will also exacerbate the challenge of effectively implementing protected areas while suggesting that effective biodiversity conservation requires new approaches that address underlying causes of biodiversity loss -- including the growth of both human population and resource consumption. Says lead author Camilo Mora of University of Hawaii at Manoa: "Biodiversity is humanity's life-support system, delivering everything from food, to clean water and air, to recreation and tourism, to novel chemicals that drive our advanced civilization. Yet there is an increasingly well-documented global trend in biodiversity loss, triggered by a host of human activities." "Ongoing biodiversity loss and its consequences for humanity's welfare are of great concern and have prompted strong calls for expanding the use of protected areas as a remedy," says fellow author Peter F. Sale, Assistant Director of the United Nations University's Canadian-based Institute for Water, Environment and Health. "While many protected areas have helped preserve some species at local scales, promotion of this strategy as a global solution to biodiversity loss, and the advocacy of protection for specific proportions of habitats, have occurred without adequate assessment of their potential effectiveness in achieving the goal." Drs. Mora and Sale warn that long-term failure of the protected areas strategy could erode public and political support for biodiversity conservation and that the disproportionate allocation of available resources and human capital into this strategy precludes the development of more effective approaches. The authors based their study on existing literature and global data on human threats and biodiversity loss. "The global network of protected areas is a major achievement, and the pace at which it has been achieved is impressive," says Dr. Sale. "Protected areas are very useful conservation tools, but unfortunately, the steep continuing rate of biodiversity loss signals the need to reassess our heavy reliance on this strategy." The study says continuing heavy reliance on the protected areas strategy has five key technical and practical limitations: Concludes Dr. Mora: "Given the considerable effort and widespread support for the creation of protected areas over the past 30 years, we were surprised to find so much evidence for their failure to effectively address the global problem of biodiversity loss. Clearly, the biodiversity loss problem has been underestimated and the ability of protected areas to solve this problem overestimated." The authors underline the correlations between growing world population, natural resources consumption and biodiversity loss to suggest that biodiversity loss is unlikely to be stemmed without directly addressing the ecological footprint of humanity. Based upon previous research, the study shows that under current conditions of human comsumption and conservative scenarios of human population growth, the cummulative use of natural resources of humanity will amount to the productivity of up to 27 Earths by 2050. "Protected areas are a valuable tool in the fight to preserve biodiversity. We need them to be well managed, and we need more of them, but they alone cannot solve our biodiversity problems," adds Dr. Mora. "We need to recognize this limitation promptly and to allocate more time and effort to the complicated issue of human overpopulation and consumption." "Our study shows that the international community is faced with a choice between two paths," Dr. Sale says. "One option is to continue a narrow focus on creating more protected areas with little evidence that they curtail biodiversity loss. That path will fail. The other path requires that we get serious about addressing the growth in size and consumption rate of our global population.”

Squo solves

Loki 4/13/12 - media executive with 15 years experience in the private and non-profit sectors, Reynard is the co-founder of MomenTech (Reynard, “A Venture Capital Solution to for Biodiversity Loss” http://www.justmeans.com/A-Venture-Capital-Solution-for-Biodiversity-Loss/53352.html, PZ)

Governments seem to be unable to stem the tide. Could market-based conservation initiatives help? That's what a new biodiversity-focused fund supporting small sustainable businesses in Latin America hopes to do. The Multilateral Investment Fund (MIF), a member of the Inter-American Development Bank Group (IDB), the European Investment Bank (EIB), the Dutch Development Bank (FMO) and the Nature Conservancy, has launched the next stage of EcoEnterprises Fund II, a venture capital fund that aims to support biodiversity, preserve critical ecosystems and support local poor by directing capital to community-based sustainable businesses. The MIF is one of the biggest investors in microfinance and venture capital funds for small businesses in Latin America and the Caribbean. The fund "will provide expansion capital to small sustainable businesses, so they may generate livelihoods for rural communities and preserve ecosystems for future generations," according to an IDB press release.[4] The first EcoEnterprises fund, a joint-project of the MIF and the Nature Conservancy launched in 2000, invested $6.3 million in 23 Latin American and Carribbean sustainable companies that cover a wide array of eco-friendly products, including organic shrimp, organic spices, FSC-certified furniture, pesticide-free biodynamic flowers and acai palm berry smoothies. Together, these firms have created over 3,500 jobs, benefited almost 300 communities and conservation groups, generated more than $280 million in sales, leveraged $138 million in additional capital and—much to the delight of conservationists and environmentalists—conserved over 860,000 hectares of land (around 3,320 square miles, or about a third of the area of Massachusetts).[5]
No Impact – AT: Sea Level Rise
Adaptation solves the impact
Goklany 2011 - a science and technology policy analyst for the United States Department of the Interior (Indur M., “Misled on Climate Change: How the UN IPCC (and others) Exaggerate the Impacts of Global Warming” December 2011, http://goklany.org/library/Reason%20CC%20and%20Development%202011.pdf, PZ)

But the potential for future technologies to cope with climate change is large, especially if one considers bioengineered crops and precision agriculture.  The Nicholls study on coastal flooding from sea level rise takes some pains to incorporate improvements in adaptive capacity due to increasing wealth. But it makes a number of questionable assumptions: First, it allows societies to implement measures to reduce the risk of coastal flooding in response to 1990 surge conditions, but not to subsequent sea level rise. 36 But this is illogical. One should expect that any measures that are implemented would consider the latest available data and information on the surge situation at the time the measures are initiated. That is, if the measure is initiated in, say, 2050, the measure’s design would at least consider sea level and sea level trends as of 2050, rather than merely the 1990 level. By that time, we should know the rate of sea level rise with much greater confidence. Second, Nicholls also allows for a constant lag time between initiating protection and sea level rise. But one should expect that if sea level continues to rise, the lag time between upgrading protection standards and higher GDP per capita will be reduced over time, and may even turn negative. That is, the further we go into the future, if sea level rise accelerates (as indicated by models), then it is more likely that adaptations would be anticipatory rather than reactive, particularly, as societies become more affluent (as they should if one gives credence to either the IPCC scenarios or the Stern Review; see Figure 6). Third, Nicholls does not allow for any deceleration in the preferential migration of the population to coastal areas, as is likely if coastal storms and flooding become more frequent and costly. 

No sea level rise now and warming isn’t the cause

Knappenberger 9/7/11 - is the Administrator of the World Climate Report (Chip, “Rapid Sea Level Rise? To the Contrary, Nature Says” http://www.masterresource.org/2011/09/rapid-sea-level-rise-nature-no/, PZ)

“The short-term rate of global sea level rise has decreased by about 25% since the release of the AR4—and a new paper shows that some 15% of the observed rise comes not from global warming, but instead from global dewatering…. [R]ather than raising its projections of sea level rise, perhaps the IPCC ought to consider lowering them once again.” The Intergovernmental Panel on Climate Change (IPCC) is under pressure to revisit its projections of the expected amount of sea level rise by the year 2100. Many rather influential types are pushing for the IPCC to dramatically increase its central estimate by some 2-3 times above the value given in the IPCC’s Fourth Assessment Report (AR4). Not so fast! Nature speaks with a contrary voice, political agendas aside. The short-term rate of global sea level rise has decreased by about 25% since the release of the AR4—and a new paper shows that some 15% of the observed rise comes not from global warming, but instead from global dewatering. In light of all this, rather than raising its projections of sea level rise, perhaps the IPCC ought to consider lowering them once again (as it did from its from its First Assessment Report to its Second, and from its Second to its Third). Nature Intervenes There are at least three things that nature is telling us that I think the IPCC ought to pay attention to. First off, the decadal rate of sea level rise has been decreasing. Some may be quick to argue that looking at the rate of sea level rise for such a short period of time is not instructive, but to such people I would respond that the IPCC apparently found that it was instructive enough to include in the high profile Summary For Policymakers (SPM) section of the AR4 in which they had the following to say: “Global average sea level rose at an average rate of 1.8 [1.3 to 2.3] mm per year over 1961-2003. The rate was faster over 1993 to 2003: about 3.1 [2.4 to 3.8] mm per year. Whether the faster rate for 1993 to 2003 reflects decadal variability or an increase in the longer-term trend is unclear.” So if the 3.1 mm per year from 1993 to 2003 were interesting enough to be included in the SPM, then, keeping up with the decadal rate of change should be high on the IPCC’s to-do list. And just in case they have let this slip, I include Figure 1 which shows the progression of the decadal rate of sea level rise as measured by the same source used by the IPCC, from the inception of the data in 1993 through the present. Figure 1. The trend in the decadal rate of sea level rise as measured by the satellite-borne altimeters from 1993 through March 2011. Note that these data have been revised since the IPCC AR4 such that the rates of sea level rise do not correspond exactly to those reported by the IPCC in its AR4 (data source and information about the data revisions: University of Colorado Sea Level Research Group) A picture is worth a thousand words. The rate of sea level rise for the most recent 10-yr period is 2.37mm/yr—a drop of nearly 25% from the value last reported by the IPCC. On to number 2. A fair proportion of the sea level rise is not from global warming, but instead is from global dewatering. What am I calling “global dewatering”? The pumping of groudwater for human use, the bulk of which finds it way into the global oceans instead of back into the aquifers where it came from. A new paper by Leonard Konikow of the U.S. Geological Society puts the total annual groundwater removal during the 2000s as ~145 cubic kilometers per year, which subsequently contributes about 0.40mm per year of sea level rise. And Konikow finds this amount to be on the rise (i.e., contributes an ever-growing amount to the rate of global sea level rise). So of the 2.37mm/yr of observed sea level rise, ~0.40mm/yr—or about 15%—comes not from “global warming” but instead from our consumptive water use. Which leaves only about 2mm/yr from climate change—a value which falls comfortably in the range of sea level rise which characterizes the behavior during the 20th century. In other words—evidence for a recent acceleration of sea level rise is entirely lacking. Which brings me to my third point for the IPCC to consider: there is a huge disconnect between current rates of sea level rise and the rate necessary to get to 1 meter by the year 2100. If the global sea level is going to be 1 meter (or more) higher in 89 years, it better get going. As of now, it needs to average 11.23 mm/yr or a rate that is about 5.7 times greater than the current rate to get to a meter by 2100. But, as with most catastrophic climate change projections, there always seems to be an “out” when it comes to trying to use actual observations against wild projections. In Hansen’s “multi-meter sea level rise this century” paper, he helpfully includes the figure below (Figure 2), to explain why most of us will be dead before knowing whether he was right or not—instead of a linear increase in the rate of sea level rise, he suggests that it more likely will be exponential and all sneak up on us during the last few decades before 2100. Figure 2. Hansen’s caption: “Five-meter sea level change in 21st century under assumption of linear change and exponential change (Hansen, 2007), the latter with a 10-year doubling time.” The good old “exponential rise”—an alarmist’s dream. Well, if Hansen is right, hopefully we’ll have figured out a way to deal with it by then. And if he is wrong, then business-as-usual seems to be plenty sufficient to handle what is to come. (Note: in the real world, exponential changes are usually not sustainable). All this to say that the IPCC has its job cut out for it when it comes to reassessing its projections of 21st century sea level rise.
Impacts are exaggerated 

Lynas 4/25/12– British environmentalist (Mark, “Where Sea Level Rise Isnt What it Seems” http://www.marklynas.org/2012/04/where-sea-level-rise-isnt-what-it-seems/, PZ)

A new paper published in the AGU’s house journal Eos Transactions shows why caution is often justified. Here (via a screengrab, as the entire thing is behind a password) is the 1993-2011 sea level trend data from Tarawa atoll, part of Kiribati in the central Pacific:

Whoa! No sea-level rise there, then. And yet of course climate campaigners – and even the Kiribati government – understandably anxious to highlight the future existential threat to the islands, have used storm surges, flooding events and suchlike as evidence of current sea-level rise impacts. Which they are almost certainly not, at least not in Tarawa atoll anyway. To me the graph is interesting for two reasons. The first is the absence of any trend over the last 20 years towards increased sea levels in that part of the Pacific. This should be expected, because sea level rise as a computed average means that the oceans are rising in more places than they are falling, but they are falling in some places nonetheless. (Just as a few areas of the globe have got colder over recent years.) The second is the sheer up-and-down massive variability in actual sea levels, which is linked to the El Niño cycle. The author (Simon Donner, a geographer from the University of British Columbia, Canada) points out in the Eos paper that the monthly mean sea level dropped by nearly half a metre (45cm) between March 1997 and February 1998 because of switch from El Niño to La Niña conditions, and peaks of 15cm were seen in each of the recent El Niño events – which as the author points out is “equivalent to 50 years of global sea level rise at the rate observed since 2000 of 3 mm per year”. So the problem with attributing sea-level rise impacts is the same as with attributing heat-waves, droughts, floods or other extreme events to climate change – you have to try to figure out what would have happened absent the global warming trend (in order to distinguish genuine impacts from noise), and also distinguish background changes from more direct anthropogenic interference which might confuse the picture. In a heatwave, for instance, were the extreme temperatures caused by the urban heat island effect in a more built-up area? This leads to important communications issues, of course. So whilst I have no truck with sceptics like Nils-Axel Mörner, who use highly-questionable anecdotes in one small area to ‘prove’ that the entire global rise in sea levels isn’t happening, I do feel that any degree of exaggeration simply leaves an open goal for sceptics to belittle the real challenges these island countries face. It is therefore counter-productive as well as dishonest (intentionally or unintentionally). Ergo: The failure to consider the contribution of natural variability and direct human modifications can lead to misattribution of flooding events or shoreline changes to sea level rise. Tarawa, the most easily accessible atoll in Kiribati, is a popular destination for journalists and activists interested in observing and communicating the impacts of sea level rise on a low-lying nation. For example, a Greenpeace slide show within an explanation of what sea level rise means that depicts the 2005 flooding remains among the top responses to an Internet query of “Kiribati” and “sea level rise.” These common images of flooded homes and waves crashing across the causeways—collected during an anomalous event on islets susceptible to flooding due in part to local modifications to the environment—can provide the false impression that Tarawa is subject to constant flooding because of sea level rise. The attribution problem is further magnified by the political situation. The Kiribati government faces the difficult challenge of raising international awareness about the local impacts of climate change to support adaptation and mitigation efforts. Interpreting the causes of shoreline changes or flood events, as well as predicting the local impacts of sea level rise, is challenging for a developing country with limited resources for scientific investigations. Many individual observations of erosion, flooding, or groundwater salinization, recorded in community consultations for internationally funded climate change adaptation programs, are thus attributed to climate change without scientific analysis [e.g., Mackenzie, 2004]. These events are presented as examples of climate change impacts in promotional materials and at international events (e.g., “Our Road to Copenhagen,” a Kiribati side event at COP15 in Copenhagen), without any mention of ENSO-driven natural variability or local shoreline modification. Such unverified attribution can inflame or invite skepticism of the scientific evidence for a human-caused increase in the global sea level. After Webb and Kench [2010] reported that the area of 23 atoll islets in Kiribati and neighboring countries had remained stable or increased over the past 20–60 years, some of the international news media reported that the effects of sea level rise on atoll nations were exaggerated and that Kiribati is not threatened by future sea level rise (e.g., R. Callick, Coral islands left high and dry, The Australian, 2010). Though the study did show evidence that atoll islets were dynamic and do not necessarily decrease in area in response to sea level rise, the islets in question remain vulnerable to inundation from global mean sea level rise in the future, as the authors stressed in a subsequent briefing note. The challenge of differentiating between observed changes in the coastal environmental and the projected impact of sea level rise is not unique to Kiribati. For example, the Carteret Islanders of Papua New Guinea have been migrating from their home atoll for decades because overpopulation, human development, and natural disasters, in addition to sea level rise, have caused coastal erosion and reduced water availability [Connell, 1990]. Nevertheless, the Carteret Islanders are commonly called the world’s first climate change “refugees” in outreach and documentary films (e.g., The Rising Tide).
No Impact – AT: Coral Reefs

Most recent, peer reviewed study disproves warming harms coral reefs

C3 Headlines 5/23/12 (“Carbon Dioxide Emissions Facts: Ocean Acidification Impact On Marine Species Overestimated, Study Finds” http://www.c3headlines.com/are-coral-reefs-dying/, PZ)

Alarmists and anti-CO2 activists have loudly suggested that sea water that becomes more "acidified" will significantly harm marine species. Listening to the alarmists, one would surmise that mollusks such as clams and oysters would literally have their shells disappear from lower pH levels of oceans. A new peer reviewed study by Parker et al. punctures this hot air balloon of alarmism with empirical evidence from actual experiments. "The authors write that studies on the impact of ocean acidification on marine organisms that have been conducted to date "have only considered the impacts on 'adults' or 'larvae', ignoring the potential link between the two life-history stages and the possible carry-over effects that may be passed from adult to offspring,"...placed adults of wild-collected and selectively-bred populations of the Sydney rock oyster which they obtained at the beginning of reproductive conditioning - within seawater equilibrated with air of either 380 ppm CO2 (near-ambient) or 856 ppm CO2 (predicted for 2100 by the IPCC)...found that the larvae spawned from adults living in the "acidified" seawater were the same size as those spawned from adults living in near-ambient seawater; but they report that "larvae spawned form adults exposed to elevated CO2 were larger and developed faster."...concluding that the results of their work suggest that "marine organisms may have the capacity to acclimate or adapt to elevated CO2 over the next century."" [Laura M. Parker, Pauline M. Ross, Wayne A. O'Connor, Larissa Borysko, David A. Raftos, Hans-Otto Pörtner 2012: Global Change Biology] Conclusion: Climate alarmists claims of the ocean acidification impact on marine species has not been factual. As researchers continue their research, the carbon dioxide emissions facts are being firmly established with empirical evidence while exposing the frequent fearmongering and exaggerations to scientific sunlight.

No impact to warming - reefs are resilient and will adapt
P. Gosselin 6/28/11 - an Associate Degree in Civil Engineering at Vermont Technical College and a Bachelor of Science in Mechanical Engineering at the University of Arizona in Tucson (“Threat to Coral Reefs Exaggerated, Says New Study” http://notrickszone.com/2011/07/28/threat-to-coral-reefs-exaggerated-says-new-study/, PZ)

Some scientists and media have gotten much attention claiming that the world’s coral reefs could disappear in as little as 20 to 30 years – all because of humans consuming fossil fuels and whatever. Now the Financial Times Germany reports on a study that claims this is all exaggerated. The world’s largest coral reef off the east coast of Australia is not going to disappear as fast as once previously thought, according to a new study. Warnings that the Great Barrier Reef could die off due to climate change over the next 20 to 30 years are exaggerated says Sean Connolly of the James Cook University.” This comes to no surprise for skeptics. How many millions of years and through what ranges of temperature swings have the coral reefs survived so far? Indeed a few tenths of a degree Celsius of change over decades will have no impact on the reefs. And I seriously doubt the reefs are going to do what the models tell them. The James Cook University Press release here says: …some current projections of global-scale collapse of reefs within the next few decades probably overestimate the rapidity and uniformity of the decline.” Again, if the relatively sudden transition from ice age to optimum did not kill them, why would a few tenths of a degree over decades or centuries do it? Wikipedia writes that coral reefs in the Persian Gulf have adapted to temperatures of 13 °C (55 °F) in winter and 38 °C (100 °F) in summer, i.e. 25°C change in 6 months. Like any species on the planet, reefs are always threatened by something. The press release writes: However reefs are naturally highly diverse and resilient, and are likely to respond to the changed conditions in different ways and at varying rates.” The James Cook press release, despite its obvious findings, still tries to convey an aura of alarm (for funding) yet admits that climate change is a natural process that has occurred time and again in the past. Past extinction crises in coral reef ecosystems appear to coincide with episodes of rapid global warming and ocean acidification, they say. This has led some to predict rapid, dramatic, global-scale losses of coral reefs.” The rapid changes they mention here were measured in degrees per decade and century, and not tenths of a degree as is the case with today’s relatively boring rate of change.
Warming wont kill coral reefs
Bell 1/1/11 - a professor of architecture and holds an endowed professorship in space architecture at the University of Houston. An internationally recognized commentator on scientific and public policy issues, Bell has written extensively on climate and energy policy and has been featured in many prominent national and international newspapers, magazines, and television programs (Larry, “Climate of Corruption: Politics and Power Behind The Global Warming Hoax” http://books.google.com/books?id=CS8-uzm3cvUC&dq=%22warming+%22+impacts+on+%22coral+reefs%22+exaggerated&lr=&source=gbs_navlinks_s , PZ)

Such organizations as WWF and the Pew Charitable Trusts have raised the issue of global warming and CO2, impacts Upon the bleaching (killing) of coral reef as a key environmental concern. Such influences are not to be taken lightly, because ocean reefs, like the world’s rain forests, arc vital habitats for wide varieties of life and thus deserve protection. But as Dr. Gary Sharp, a marine biologist who is the scientific director of the Center for Climate/Ocean Resources Study in Salinas, California, points out, “We need to look closely at what is most likely to affect the reefs, and what is not’ (According to its website, the center is linked with the International Oceanographic Data & Information Exchange of the Intergovernmental Oceano graphic Commission of UNESCO.) Dr. Sharp cautions about being too alarmed regarding influences of anthropogenic greenhouse emissions for several reasons. He observes that conjectures that global warming will kill reefs are based upon predictions that sea temperatures may increase about 3.6°F over the next hundred years and that rising CO2 levels are making oceans more acidic. Yet coral reefs currently exist in waters with temperature gradients of 1O.8°F—12.6°l so all reefs aren’t likely to die even if that increase were to occur. It’s also not very probable that such an increase will happen. The Earth’s ocean circulation pattern maintains a relatively narrow temperature boundary according to natural cycles, and it would be extremely unusual for sea surface temperatures in the open ocean to change that much. The oceans appear to now be heading into one of their periodic cooling phases in accordance with a typical 55-to-70-year dipolar warm/cool pattern. Whether ocean waters warm or cool depends upon where you happen to the within these large-scale processes. The current trend is ongoing and is expected to dominate global circulation between 2008 and 2012. The effect of this cycle can he witnessed in recent long, cold winters with near-record low temperatures caused by highly mobile polar cold fronts measured as cold high-pressure regions in various places. This cold phase maybe expected to continue for about 20 to 25 years before a transi tion into another epoch of generally warmer, remedial climate. And what about claims made by the Pew Charitable Trust that CO2, from burn ing fossils is “acidifying” the oceans? This alarm is primarily based upon a June 2006 release of data from a NOAA study showing that the water sampled from our oceans had an average pH of approximately 8.175 (0.025 units), which had declined from 8.2; this indicates the water had become more acidic over the last 15 years. However, recent studies also show that the pH difference was twelve times that miniscule change (8.5 units) at the time of the last glaciation period, and the reefs thrived under that falling pH. It would require a drop forty-seven times more than that recorded byNOAA to reach a pH level of 7—the point when acid/alkaline neutral ity would occur and the coral would die. That would not only require that oceans absorb billions more tons of CO2 than mankind is ever going to emit; it would also require that its buffering agents—carbonate, nitrate, and other radicals that minimize ocean acidity by accepting and expelling hydrogen ions—disappear. In fact, CO2 is a fundamental building block necessary for coral to exist.
No Impact – AT: Disease

Warming Spurs Health Adaptation – This Takes Out Your Internal Link

Davis, 2k11 (Robert E. Davis, Professor of Climatology at the University of Virginia's Department of Environmental Sciences, “Global Warming and Human Health”, Climate Coup: Global Warming's Invasion of Our Government and Our Lives By Patrick J. Michaels Chapter 7, Page 185, Online @ Google Books ht)

An ironic aspect of the climate change and health topic is that for many decades, very few health experts felt that weather had any impact whatsoever on human health. The International Society of L3iometeorologv was founded in 1956 to bring together disparate researchers interested in the broad area of biometeorology, or how plants, animals, and humans influence and are influenced by the surrounding atmosphere. According to the ISB website: “Over fifty years ago, when the Society was founded, scientists who were intere ested in environmental and ecological problems were rather isolated. The ISB provided a framework for the exchange of information that was essential to the survival of the discipline." Indeed, the ISB's flagship journal, the Internatioral Journal of Biometeorology, has a long history of publications focused on climate interactions with plants and animals and relatively little on humans. Part of this resistance could have resulted from intellectual backlash against “climatic determinism” in the first half of the 20th century and its links to Marxism. Certainly, some researchers believed that weather changes influenced human health and well-being, hut these ideas were cert aainly ivell outside the mainstream of scientific thinking at the time. Nowadays, we seem to be facing the opposite problem. weather and climate changes are somehow linked to changes in just about everything, including human health. As it usually does, the real truth lies somewhere in the middle. There is no doubt that the human body responds to changes in its physical surroundings—sweating and sunburn are two obvious examples. But the fundamental quest tion here is, how do long-term changes in climate affect large numb bers of people over time and space? Is the human population being adversely affected by the human-induced climate changes that have been observed? Human individuals and societies, even primitive ones, adapt to weather changes. Traditional housing types and clothing are largely driven by adapting available local raw materials to make life possible (or more comfortable). Technological advances have obviously made dealing with one's local climate an afterthought—for example, the Persian Gulf is completely inhospitable to human life, and London isn't all that keen, either. All of this should be obvious. What is unclear is the implicit assumption made by some climate change experts that we have not or will not adapt to the comparatively small climate changes that have occurred over our lifetime. In fact, there is abundant evidence that active adaptations have taken place and that we are actually less at risk now despite the ongoing warming trend. 
Warming not the main cause of diseases and adaptation solves the impact 
Goklany 2011 - a science and technology policy analyst for the United States Department of the Interior (Indur M., “Misled on Climate Change: How the UN IPCC (and others) Exaggerate the Impacts of Global Warming” December 2011, http://goklany.org/library/Reason%20CC%20and%20Development%202011.pdf, PZ)

Reducing greenhouse gas emissions, which would reduce every warming impact regardless of whether it is good or bad, is but one approach to dealing with the consequences of warming. And it would likely be very costly. In fact, reducing emissions is unlikely to help poorer countries deal with most of the problems they face either today or in the future. With respect to mortality from hunger, malaria and extreme events, for example, global warming is estimated to contribute to only 13% of the problem in 2085. For instance, during the 20th century, deaths from various climate-sensitive waterborne diseases were all but eliminated in the U.S. From 1900 to 1970, U.S. GDP per capita nearly quadrupled, while deaths from malaria were eliminated, and death rates for gastrointestinal disease fell by 99.8%. From 1900 to 1997 GDP per capita rose seven-fold, while deaths rate from typhoid and paratyphoid were eliminated and from 1900 to 1998 the death rate for dysentery fell by 99.6%. This suggests a need to be highly skeptical of global warming impacts analyses that extend two or more decades into the future if they do not properly account for the compounded effect on adaptive capacity from (a) economic growth built into emission scenarios and (b) secular technological change.  The results indicate that under the IPCC’s warmest (A1FI) scenario, global warming would contribute no more than 13% of the total mortality from malaria, hunger and coastal flooding in 2085. 52 The remaining 87% or more is due to non-global warming related factors. Had improvements in adaptive capacity been appropriately accounted for, the mortality attributed to both global warming and non-global warming factors would have been much smaller, but probably by a similar amount, so the proportional contribution from each would likely not be changed much. This is consistent with the aforementioned analysis of various climate-sensitive infectious diseases, whose authors observe that: [D]eaths will first increase, because of population growth and climate change, but then fall, because of development … As climate can only be changed with a substantial delay, development is the preferred strategy to reduce infectious diseases even if they are exacerbated by climate change. Development can … increase the capacity to cope with projected increases in infectious diseases over the medium to long term. 
Warming wont cause diseases

Bell 1/1/11 - a professor of architecture and holds an endowed professorship in space architecture at the University of Houston. An internationally recognized commentator on scientific and public policy issues, Bell has written extensively on climate and energy policy and has been featured in many prominent national and international newspapers, magazines, and television programs (Larry, “Climate of Corruption: Politics and Power Behind The Global Warming Hoax” http://books.google.com/books?id=CS8-uzm3cvUC&dq=%22warming+%22+impacts+on+%22coral+reefs%22+exaggerated&lr=&source=gbs_navlinks_s , PZ)
Okay, let’s try examining the threat of global warming causing really nasty tropi cal diseases to spread, just as An Inconvenient Truth dramatically warns. That should warrant some fear. Well, maybe not. At least Paul Reiter, a medical entomologist and professor at the Pasteur Institute in Paris, doesn’t think so. He is one of the scientists featured in the film The Greatest Global Warming Swindle, produced by WAG-TV in Great Britain in response to the Gore movie. Dr. Reiter was also a contributory author of the IPCC 2001 report who resigned because he regarded the processes to be driven by agenda rather than science. He later threatened to sue the IPCC if they didn’t remove his name from the report he didn’t wish to be associated with.4’ Professor Reiter’s career has been devoted primarily to studying such mosquitoborne diseases as malaria, dengue, yellow fever, and West Nile virus, among others. He takes special issue with any notion that global warming is spreading such ill nesses by extending the carriers to formerly colder locales where they didn’t previ ously exist. In reference to statements in An Inconvenient Truth that the African cities of Nairobi and Harare were founded above the mosquito line to avoid malaria, and that now the mosquitoes are moving to those higher altitudes, Dr. Reiter comments, “Gore is completely wrong here—malaria has been documented at an altitude of 8,200 feet—Nairobi and Harare are at altitudes of about 4,920 feet. The new altitudes of malaria are lower than those recorded 100 years ago. None of the 30 so-called new diseases Gore references are attributable to global warming. None:’44 Although few people seem to realize it, malaria was once rampant through. out cold parts of Europe, the US, and Canada, extending into the 20th century. It was one of the major causes of troop morbidity during the Russian/Finnish War of the 1940s, and an earlier massive epidemic in the 1920s went up through Siberia and into Archangel on the White Sea near the Arctic Circle. Still, man’ continue to regard malaria and dengue as top climate change dangers—far more dangerous than sea level rise.

No impact to disease outbreak

Lind 2011 – policy director at the New America Foundation (Michael, “So Long, Chicken Little;” March-April,  http://www.foreignpolicy.com/articles/2011/02/22/so_long_chicken_little?page=0,8, PZ)
There's nothing like a good plague to get journalists and pundits in a frenzy. Although the threat of global pandemics is real, it's all too often exaggerated. In the last few years, the world has experienced two such pandemics, the avian flu (H5N1) and swine flu (H1N1). Both fell far short of the apocalyptic vision of a new Black Death cutting huge swaths of mortality with its remorseless scythe. Out of a global population of more than 6 billion people, 8,768 are estimated to have died from swine flu, 306 from avian flu. And yet it was not just the BBC ominously informing us that "the deadly swine flu … cannot be contained." Like warnings about the proliferation of nuclear weapons, the good done by mobilizing people to address the problem must be weighed against the danger of apocalypse fatigue on the part of a public subjected to endless Chicken Little scares. 

No Impact – AT: Hunger/Food

Warming solves hunger/food prices

Goklany 2011 - a science and technology policy analyst for the United States Department of the Interior (Indur M., “Misled on Climate Change: How the UN IPCC (and others) Exaggerate the Impacts of Global Warming” December 2011, http://goklany.org/library/Reason%20CC%20and%20Development%202011.pdf, PZ)
The recent upturn in the rate of hunger is due not to GW but, in large part, to GW policies, specifically, policies to stimulate the production and use of biofuels in lieu of fossil fuels. These policies diverted crops away from food to fuel production, which increased food prices and, therefore, hunger worldwide. That, in turn, also pushed a greater share of the population of poor countries into extreme poverty. Nonetheless, any increase in extreme poverty necessarily increases the toll from diseases of poverty, which are among the major causes of death and disease in poor countries. 
Status quo solves the impact

United Nations 8/8/11  - Report of Secretary General (“Agriculture Development and Food Security: progress on the 

implementation of the outcome of the World Summit on Food Security” http://www.un.org/esa/dsd/resources/res_pdfs/ga-66/SG%20report_Agriculture%20Development_Food%20Security.pdf, PZ)

Agriculture and food and nutrition security will remain high on the international agenda this year. The UN Conference on Sustainable Development (Rio+20) will provide a global opportunity to focus on these issues, and many are already exploring what the “green economy” theme implies for food and agriculture. To this end, the Netherlands has formed an Informal Group of Friends on Food and Nutrition Security, and FAO has launched a Greening the Economy with Agriculture (GEA) Initiative to mobilize the food and agriculture sector for Rio+20, in the context of sustainable development and poverty alleviation. 78. Events linking agriculture and food and nutrition security with the green economy theme include a Joint FAO/OECD Expert Meeting on Greening the Economy with Agriculture in Paris in September 2011; a Ministerial Dialogue on “Green Economy: Integrating Poverty Eradication, Food Security and Energy Security” in New Delhi in October 2011; and an international conference in Bonn in November 2011 to examine the nexus of water, energy and food security. 79. A comprehensive approach to meeting the 2015 target for reducing the world’s hungry by half will require concerted effort by the international community to stay focused on scaling-up successful approaches to sustainable development, mobilizing all stakeholders, and ensuring that funding pledges are fulfilled. With increasingly coordinated actions and a twin-track and comprehensive approach, reaching the agreed goal by 2015 remains possible.
Alt causes 

Hallam 10/1/11 - Deputy Director, Trade Market Division, Food and Agriculture Organization of the United Nations (David “Agricultural commodity price volatility: How improved information and transparency can limit the swings” http://www.intracen.org/Agricultural-commodity-price-volatility-How-improved-information-and-transparency-can-limit-the-swings/
Many factors have contributed to price increases and volatility. The downward trend in the past reflected a tendency for technical improvements to increase yields and production faster than population and income growth increased demand. Recently, markets have tightened as investment and supply growth have slowed while demand has continued to grow rapidly, reducing stocks to uncomfortably low levels. High rates of economic growth in emerging economies have increased commodity demand. There has also been increasing demand for certain agricultural products as feedstocks for biofuel production, which has expanded significantly as a result of subsidies and mandates. Biofuel production links agricultural prices and markets more closely to energy markets and volatile oil prices. Some price volatility is typical of agricultural commodity markets as a result of their fundamental characteristics. Production is subject to natural shocks from weather, pests and diseases. Since agricultural product demand and supply are inelastic in the short-run, wide price adjustments are needed to clear markets, especially where stocks are low. The current higher prices and increased volatility have their origins in such fundamental factors – weather shocks in key producing and exporting countries coinciding with low stock levels. However, they have been exaggerated by the closer linkages between agricultural and energy markets and the ‘financialization’ of agricultural commodity markets, which has forged closer links between the prices of agricultural commodities and those of financial assets. While speculation does not instigate agricultural price movements, it may exaggerate their magnitude and duration. Trade policy measures introduced by some countries have also made volatility worse. Export restrictions imposed by major exporters to safeguard supplies for domestic markets and to keep domestic prices down have pushed international prices up even higher.

No Impact – AT: Amazon
Warming wont affect rainforests or the Amazon

Bell 1/1/11 - a professor of architecture and holds an endowed professorship in space architecture at the University of Houston. An internationally recognized commentator on scientific and public policy issues, Bell has written extensively on climate and energy policy and has been featured in many prominent national and international newspapers, magazines, and television programs (Larry, “Climate of Corruption: Politics and Power Behind The Global Warming Hoax” http://books.google.com/books?id=CS8-uzm3cvUC&dq=%22warming+%22+impacts+on+%22coral+reefs%22+exaggerated&lr=&source=gbs_navlinks_s , PZ)

An ultimately embarrassing assertion in the ¡PCC’s 2007 AR4 report was that 40 per cent of the Amazon rain forest in South America is endangered by global warming. Those findings were based upon numbers taken from a non-peer-reviewed paper written by a freelance green activist journalist and published by the WWF. The paper warned that “up to 40 percent of the Amazon forests could react drastically to even a slight reduction of precipitation . . . It is more probable that forests will he replaced by ecosystems . . . such as tropical savannas.” The disaster would be triggered, according to the IPCC’s assessment, by a slight drop in the rainfall rates expected for a warming world. The original claim was based upon a WWF study, “Global Review of Forest Fires’ written “to secure essential policy reform at national and international levels to provide a legislative and economic base for controlling harmful anthropogenic forest fires:’ The 40 percent figure was taken from a letter published in the journal Nature, which related to harmful logging activities.55 Although the global warming—rain forest endangerment connection has been debunked by serious scientists, the IPCC has yet to retract or amend the claim. NASA-funded analyses of satellite imagery over past decades indicate that in fact the rain forests are remarkably resilient to droughts. Even during a 100-year dry season peak in 2007, the jungles appeared basically unaffected. Arindam Samanta of Boston University, lead author of a recent study based on satellite data from NASA’S Moderate Resolution Imaging Spectroradiometer. or MODIS, remarked, “We found no big differences in the greenness level of these forests between drought and non drought years Sangram Gangul) author of another study at the NASA-affiliated Bay Area Environmental Research Institute, added, “Our results certainly do not indicate such extreme sensitivity to reductions in rainfa1I.”
Forests are resilient 

CBD Technical 09 (Forest Resilience, Biodiversity, and Climate Change, "Part 1.1: Definitions and of Related to Resilience", http://www.cbd.int/doc/publications/cbd-ts-43-en.pdf) 

Forests are engineering resilient in the sense that they may recover, after a period of time, from a catastrophic disturbance to their original, pre-disturbance state maintaining, more-or-less, the original species composition. The main ecosystem states of interest are defined by the dominant floristic (tree) composition and stand structure. However, it is also useful to consider the question of ecological resilience with respect to the capacity of a forest to continue to provide certain (most or all) ecosystem goods and services, even if the forest composition and structure are permanently altered by disturbances. Resilience is an emergent property of ecosystems that is conferred at multiple scales by genes, species, functional groups of species (see definition below), and processes within the system (Gunderson 2000, Drever et al. 2006). Maintaining or restoring forest resilience is often cited as a necessary societal adaptation to climate change (e.g., Millar et al. 2007, Chapin et al. 2007). Drever et al. (2006) noted the importance of clarifying the questions: resilience of what and resilience to what? Here, the “of what” are particular characteristics of forest ecosystems (e.g., carbon sequestration, water use/yield), and the “to what” are environmental and human-caused disturbances, especially climate change. For example, an individual species’ physiological tolerances may be exceeded by natural environmental change or human-caused events. Consequently, the species composition of a forest may change while other ecosystem characteristics persist
Alt causes to Amazon collapse -  Brazilian agriculture politics

Canning, 4/27 Paul Canning, Writer for Care2, “Brazil Goes Backwards on Amazon Deforestation,” http://www.care2.com/causes/brazil-goes-backwards-on-amazon-deforestation.html Accessed 6/22/12 BJM 
Brazil’s Congress has voted to relax laws which protect the Amazon from deforestation. The new forest code now goes to President Dilma Rousseff, who is being urged to veto the bill or at least some of its clauses. Rousseff opposed the bill, but the country’s powerful farming lobby won over enough MPs to over-rule her and her party. World Wide Fund for Nature (WWF) and Greenpeace called the vote: “O início do fim das florestas — the beginning of the end of the rainforest.” “Brazil has been held hostage to the interests of the agriculture lobby from the outset,” said Paulo Adário of Greenpeace in Brazil. “The agriculture lobby has done everything it could to push through its demands.” WWF says the law grants amnesty to those who have destroyed rainforest and opens the floodgates to further destruction. The amnesty is conditional in that perpetrators must enroll in a government-sponsored conservation program and abide by the rules — but there are no clear guidelines for these programs. Increased enforcement of the Forest Code, which dates back to 1965, has slowed deforestation in recent years, with authorities using satellite images to track clearance. Under that code, landowners must conserve a percentage of their terrain forested, ranging from 20% in some regions to 80% in the Amazon. Jeff Tollefson points out in Nature: “The fear is that weakening the law will reverse this progress and unleash a wave of new deforestation by convincing farmers and ranchers that Brazil doesn’t have the political will to truly enforce the law.” Critics of the law say it will encourage more land clearance because government agencies have proved unable to determine when a plot was deforested. Under the new bill, farmers will be able to cultivate land closer to hilltops and riverbanks, which are especially vulnerable to erosion if trees are chopped down

More ev – Brazil is tearing down the amazon for energy self-sustainability

With demand rising for electricity, Brazil is looking to the Amazon it did so much to protect AS WORLD leaders in Rio de Janeiro this week tried to map a sustainable future for the planet, their host Brazil provided a ready-made example of the dilemma they face. In recent years the country has made huge strides in tackling deforestation in the Amazon, the world’s biggest rainforest, 60 per cent of which lies within its borders. Latest figures show the rate at which the jungle is being cleared in Brazil is at its lowest since records began in 1988. It marks a huge advance on 1992, when the country hosted the first Earth Summit. Back then, images of burning rainforest helped mobilise the global environmental movement. Now Brazil’s president, Dilma Rousseff, has hailed the success as “a great example of respect for the environment but also the capacity to combine the protection of nature with a reduction of poverty and economic growth”. But at the same time as Brazil celebrates its successes in the rainforest, it is scrambling to secure future energy sources for an expanding economy, and is increasingly looking to the Amazon to do so. Tens of millions of Brazilians are exiting poverty and joining the consumer market. With an increasingly middle-class lifestyle requiring refrigerators, TVs, computers and mobile phones, demand for electricity is projected to grow by 56 per cent by 2021. To meet this, the government is looking to the same Amazon it has done so much to protect from loggers and ranchers, focusing on the river hydro-power potential. At least 22 hydro-electric plants are scheduled to be built along the river’s tributaries, and engineers say the river’s basin could power many more. Such talk alarms many environmentalists and indigenous rights campaigners who argue that damming the basin will inevitably alter is delicate environmental and social balance. “There is a contradiction in government policy. On one hand it wants to preserve the rainforest but on the other it is exploiting it as a resource,” says Daniel Santos, a researcher with Imazon, a local environmental research institute. Dams already under construction in the Amazon have been hugely controversial. The €11 billion Belo Monte dam on the Xingu, which when finished will be the third biggest in the world, will flood hundreds of square kilometres of rainforest, forcing thousands of forest dwellers to relocate, including several indigenous communities. Many say they will resist efforts to displace them. While locals are removed, thousands of construction workers are brought in to remote jungle regions where forest is cleared for access roads and the transmission lines that will transport the energy to the country’s population centres. A report by Imazon warns that the government is not taking into account the full environmental impact of dams in the Amazon, calculating that 153 million tonnes of carbon will be released by the deforestation they cause. “The government is promoting a model of energy production without having all the data on the environmental impact,” warns Santos. But supporters of hydro-plants defend their benefits. “The country will need this energy so it has to come from somewhere and it is self-evident that hydro is environmentally friendlier than oil or gas fired stations. The fuel is water,” says José Gelázio da Rocha, the engineer who supervised construction of the giant Itaipú dam on the Paraná river. But water is not the only fuel Brazil is seeking to harness in the Amazon. The region is also the focus of a gathering effort to exploit oil and gas reserves, often found in its deepest reaches. Marcio Rocha Mello, head of independent Brazilian oil company HRT, says the region could hold reserves equivalent to Algeria and Libya of over 100 billion barrels of oil. Getting all this energy from deep under the forest floor to consumers thousands of kilometres away risks creating new spots of industrialisation in the heart of the jungle. Environmentalists point to the dismal environmental record of oil companies operating in the Amazon in neighbouring Ecuador.

No Impact – AT: Droughts

No direct correlation between warming and droughts – their models are wrong

Stockwell 4/21/12 – with the San Diego Computer Center at the University of California (David, “Errors of Global Warming Effects Modeling” http://landshape.org/enm/errors-of-global-warming-effects-modeling/, PZ)

More Droughts The CSIRO Climate Adaptation Flagship produced a Drought Exceptional Circumstances Report (DECR), suggesting among other things that droughts would double in the coming decades. Released in the middle of a major drought in Southern Australia, this glossy report had all the hallmarks of promotional literature. I clashed with CSIRO firstly over release of their data, and then in attempting to elicit a formal response to issues raised. My main concern was that there was no apparent attempt demonstrating the climate models used in the report were fit for the purpose of modeling drought, particularly rainfall. One of the main results of my review of the data is summed up in the following graph, comparing the predicted frequency and severity of low rainfall over the last hundred years, with the observed frequency and severity of low rainfall. It is quite clear that the models are inversely related to the observations. A comment submitted to the Australian Meteoreological Magazine was recently rejected. Here I tested the models and observation following an approach of Rybski of analyzing difference between discrete periods 1900-1950 and 1950-2000. The table belows shows that while drought decreased significantly between the periods, modeled droughts increased significantly. Moreover I showed that while similar results were reported for temperature in the DECR (where models and observations are more consistent), they were not reported for rainfall. The reviewers did not comment on the statistical proof that the models were useless at predicting drought. Instead, they pointed to Fig 10 in the DECR, a rough graphic, claiming “the models did a reasonable job of simulating the variability”. I am not aware of any statistical basis for model validation by the casual matching of the variability of observations to models. The widespread acceptance of such low standards of model validation is apparently a feature of climate science.
No Impact – AT: Hurricanes

Warming doesn’t cause hurricanes 

Bell 1/1/11 - a professor of architecture and holds an endowed professorship in space architecture at the University of Houston. An internationally recognized commentator on scientific and public policy issues, Bell has written extensively on climate and energy policy and has been featured in many prominent national and international newspapers, magazines, and television programs (Larry, “Climate of Corruption: Politics and Power Behind The Global Warming Hoax” http://books.google.com/books?id=CS8-uzm3cvUC&dq=%22warming+%22+impacts+on+%22coral+reefs%22+exaggerated&lr=&source=gbs_navlinks_s , PZ)

An event preceding the release of the 2007 AR4 summary report offers reasons to be even less confident about some of the IPCC’s conclusions. It occurred following the summer of 2004. a year when a deadly storm season brought five devastating hurri canes that made landfall in Florida. The terrible destruction made headlines through out the world, and many conjectured the hurricanes were linked to global warming. Opportunities to capitalize on the unusual and terrifying hurricane pattern to validate man-made global warming threats were not lost on some IPCC officials, who rapidly responded. In October 2004, the IPCCs Kevin Trenherth participated in a press conference that announced, “Experts warn global warming likely to con tinue spurring more outbreaks of intense activity.’ But there was a serious problem. The IPCC studies released in 1995 and 2001 had found no evidence of a global warming—hurricane link, and there was no new analysis to suggest otherwise. Christopher Landsea, an expert on this subject at the Atlantic Oceanographic and Meteorological Laboratory, was astounded and perplexed when he was informed that the press conference was to take place. As a contributing author to both of the previous reports and an invited author for the 2007 AR4 report, he believed there must be some huge mistake. He had not done any work to substanti ate the claim. Nobody had. There were no studies that revealed an upward trend of hurricane frequency or intensity. Not in the Atlantic basin or in any other basin.47 Landsea wrote to top IPCC officials, imploring, “What scientific, refereed pub lications substantiate these pronouncements? What studies being alluded to have shown a connection between observed warming trends on Earth and long-term trends of tropical cyclone activity?» Receiving no replies, he then requested the IPCC leadership’s assurance that the 2007 report would present true science, say ing, “IDr. Trcnberth] seems to have come to a conclusion that global warming has altered hurricane activity, and has already stated so. This does not reflect consensus within the hurricane research community... Thus, I would like assurance that what will be included in the IPCC report will reflect the best available information con sensus within the scientific community most expert on the specific topic.” After the assurance didn’t come, he resigned from the 2007 AR4 report activi ties and issued an open letter presenting his reasons. And while the IPCC press con ference proclaiming that global warming caused hurricanes received tumultuous responses in the world press, Mother Nature didnt pay much attention. Hurricane seasons since then have returned to average patterns noted historically over the past 150 years. 
No Internal Link Between Warming and Storms – and, We Control the Direction of This Argument – Increased Storminess is Associated With Cooler Temperatures

Idso et Al, 2k11 (Craig D. Idso, founder and chairman of the board of the Center for the Study of Carbon Dioxide and Global Change, Robert M. Carter, emeritus fellow and science policy advisor at the free market think-tank the Institute of Public Affairs and an adjunct professorial research fellow in earth sciences at James Cook University, S. Fred Singer, American physicist and emeritus professor of environmental science at the University of Virginia, Contributors: Susan Crockford (Canada) Joseph D‘Aleo (USA) Indur Goklany (USA) Sherwood Idso (USA) Madhav Khandekar (Canada) Anthony Lupo (USA) Willie Soon (USA) Mitch Taylor (Canada) Editors: Joseph L. Bast (USA), S.T. Karnick (USA), Diane Carol Bast (USA), “Climate Change Reconsidered” 2011 Interim Report Chapter 5, Online @ http://nipccreport.org/reports/2011/2011report.html ht)

Speaking of ―violent storms and ―the periods in which these phenomena were more frequent and reached, as to the costs of damage caused, the level of natural disasters or even catastrophes, Ogrin reports ―the 17th and 18th centuries were undoubtedly such periods, particularly their first halves, when besides storms also some other weather-caused natural disasters occurred quite often, so that the inhabitants, who mainly depended on the self-subsistent agriculture, could not recover for several years after some consecutive severe rigors of the weather. In addition, he notes, ―the frequency of violent storms in that time was comparable to the incidence towards the end of the 20th century. In commenting on these findings, Ogrin, who is in the Department of Geography of the University of Ljubljana, writes that the late twentieth-century increase in violent storms ―is supposed to be a human-generated consequence of emitting greenhouse gasses and of the resulting global warming of the atmosphere. However, he reports ―the damage done by severe storms in the past does not differ significantly from the damage in the present. And this suggests the weather extremes of today may well be caused by something else, for if they have occurred in the past for a different reason (and they have), they can be occurring today for a different reason as well. Moving to the Southern Hemisphere, Page et al. (2010) extracted sediment cores from Lake Tutira on the eastern North Island of New Zealand in an effort to develop a 7,200-year history of the frequency and magnitude of storm activity, based on analyses of (1) sediment grain size; (2) diatom, pollen, and spore types and concentrations; plus (3) carbon and nitrogen concentrations; together with (4) tephra and radiocarbon dating. Results indicated ―the average frequency of all storm layers is one in five years, but that ―for storm layers >= 1.0 cm thick, the average frequency is every 53 years. And in this regard, they state that over the course of their record, ―there are 25 periods with an increased frequency of large storms and the onset and cessation of these stormy periods ―was usually abrupt, occurring on an inter-annual to decadal scale. They also note the duration of these stormy periods ―ranged mainly from several decades to a century, but ―a few were up to several centuries long and ―intervals between stormy periods range from about thirty years to a century. In addition, they find millennial-scale cooling periods tend to ―coincide with periods of increased storminess in the Tutira record, while warmer events match less stormy periods. Concluding their analysis, Page et al. note there is growing concern today, driven by climate models, that global warming may cause abrupt changes in various short-term meteorological phenomena, ―when either rapid or gradual forces on components of the earth system exceed a threshold or tipping point. However, as is demonstrated by the results of their work in the real world, the sudden occurrence of a string of years—or even decades—of unusually large storms can happen at almost any time on its own, without being driven by human activities such as the burning of fossil fuels.
No Impact – AT: Heg

Heg also doesn't solve anything—global institutions are crumbling
Layne, 12 - Robert M. Gates Chair in Intelligence and National Security at the George Bush School of Government and Public Service at Texas A&M University and Ph.D. in Political Science from the University of California at Berkeley (Christopher, 2012, "The Time It's Real: The End of Unipolarity and the Pax Americana", International Studies Quarterly, Vol. 56, Ebsco, p. 3, KONTOPOULOS)

Following the Cold War’s end, the United States used its second unipolar moment to consolidate the Pax Americana by expanding both its geopolitical and ideological ambitions. In the Great Recession’s aftermath, however, the economic foundation of the Pax Americana has crumbled, and its ideational and institutional pillars have been weakened. Although the United States remains preeminent militarily, the rise of new great powers like China, coupled with US fiscal and economic constraints, means that over the next decade or two the United States’ military dominance will be challenged. The decline of American powermeans the end of US dominance in world politics and a transition to a new constellation of world power. Without the ‘‘hard’’ power (military and economic) upon which it was built, the Pax Americana is doomed to wither in the early twenty-first century. Indeed, because of China’s great-power emergence, and the United States’ own domestic economic weaknesses, it already is withering.
No Impact – AT: ME War

No escalation
FERGUSON 2006 (Niall, Professor of History at Harvard University, Senior Research Fellow of Jesus College, Oxford, and Senior Fellow of the Hoover Institution, Stanford, LA Times, July 24)
Could today's quarrel between Israelis and Hezbollah over Lebanon produce World War III? That's what Republican Newt Gingrich, the former speaker of the House, called it last week, echoing earlier fighting talk by Dan Gillerman, Israel's ambassador to the United Nations. Such language can — for now, at least — safely be dismissed as hyperbole. This crisis is not going to trigger another world war. Indeed, I do not expect it to produce even another Middle East war worthy of comparison with those of June 1967 or October 1973. In 1967, Israel fought four of its Arab neighbors — Egypt, Syria, Jordan and Iraq. In 1973, Egypt and Syria attacked Israel. Such combinations are very hard to imagine today. Nor does it seem likely that Syria and Iran will escalate their involvement in the crisis beyond continuing their support for Hezbollah. Neither is in a position to risk a full-scale military confrontation with Israel, given the risk that this might precipitate an American military reaction. Crucially, Washington's consistent support for Israel is not matched by any great power support for Israel's neighbors. During the Cold War, by contrast, the risk was that a Middle East war could spill over into a superpower conflict. Henry Kissinger, secretary of State in the twilight of the Nixon presidency, first heard the news of an Arab-Israeli war at 6:15 a.m. on Oct. 6, 1973. Half an hour later, he was on the phone to the Soviet ambassador in Washington, Anatoly Dobrynin. Two weeks later, Kissinger flew to Moscow to meet the Soviet leader, Leonid Brezhnev. The stakes were high indeed. At one point during the 1973 crisis, as Brezhnev vainly tried to resist Kissinger's efforts to squeeze him out of the diplomatic loop, the White House issued DEFCON 3, putting American strategic nuclear forces on high alert. It is hard to imagine anything like that today. In any case, this war may soon be over. Most wars Israel has fought have been short, lasting a matter of days or weeks (six days in '67, three weeks in '73). Some Israeli sources say this one could be finished in a matter of days. That, at any rate, is clearly the assumption being made in Washington.
Won’t escalate, rational actors prevent

LUTTWAK 2007  (Edward, senior adviser at the Centre for Strategic and International Studies, Prospect, May http://www.prospect-magazine.co.uk/article_details.php?id=9302)
Why are middle east experts so unfailingly wrong? The lesson of history is that men never learn from history, but middle east experts, like the rest of us, should at least learn from their past mistakes. Instead, they just keep repeating them. The first mistake is "five minutes to midnight" catastrophism. The late King Hussein of Jordan was the undisputed master of this genre. Wearing his gravest aspect, he would warn us that with patience finally exhausted the Arab-Israeli conflict was about to explode, that all past conflicts would be dwarfed by what was about to happen unless, unless… And then came the remedy—usually something rather tame when compared with the immense catastrophe predicted, such as resuming this or that stalled negotiation, or getting an American envoy to the scene to make the usual promises to the Palestinians and apply the usual pressures on Israel. We read versions of the standard King Hussein speech in countless newspaper columns, hear identical invocations in the grindingly repetitive radio and television appearances of the usual middle east experts, and are now faced with Hussein's son Abdullah periodically repeating his father's speech almost verbatim. What actually happens at each of these "moments of truth"—and we may be approaching another one—is nothing much; only the same old cyclical conflict which always restarts when peace is about to break out, and always dampens down when the violence becomes intense enough. The ease of filming and reporting out of safe and comfortable Israeli hotels inflates the media coverage of every minor affray. But humanitarians should note that the dead from Jewish-Palestinian fighting since 1921 amount to fewer than 100,000—about as many as are killed in a season of conflict in Darfur.
No middle east water wars – empirics prove 

Samaan 11 (Researcher and lecturer in NATO Defense College’s Middle East Faculty, PhD in Political Science from the University of Paris La Sorbonne “A Critical Review of the Linkage Between International Security and Climate Change,” 2011, NATO Science for Peace and Security Series C: Environmental Security, Part 3, 283-291, http://www.springerlink.com.proxy.lib.umich.edu/content/l763207t89334507/fulltext.pdf)//PC
Trends in the Middle East are also extremely worrying. Forecasters expect the Mediterranean to rise 30 cm to 1 m in this century. Such a rise would affect 42,000 km2 (four times the size of Lebanon) of land; Egypt, Bahrain, and Qatar being especially vulnerable [18]. As a result, grasslands, livestock, and water resources in the Middle East are likely to be exposed to climate change. All in all, there are several identified impacts of climate change, such as the effects on ecosystems (e.g., biodiversity), health (malnutrition, death, and disease due to extreme weather events), and population migration from coastal areas (expected to endure increasing risks with the rise of sea level). But as the diagram from the IPCC below shows, this chain of causes and consequences goes beyond the exclusive scope of the hard science of climatic change and requires a comprehensive analysis of the interaction between evolving earth systems and human systems. This is when the strategic debate on climate change appears (Fig. 16.2). For years now, the question of identifying the likely security implications of climate change has produced an intense international debate. In a much-discussed report issued in 2007, the U.S. think tank, Center for Naval Analyses, observed: Noticeably, the literature on climate change emphasizes the risks for international security implied by the environmental phenomena. Two types of causalities are worth exploring here: first, the potential for resource wars, and more particularly, conflicts over water; second, the relevance of the issue of climate refugees. First, according to some pundits, one of the obvious consequences of climate change, the increasing scarcity of vital supplies (water, food) in areas like South Asia and the Middle East, will trigger conflicts between Turkey and Syria, Syria and Israel, Egypt and Sudan, India and Pakistan and so forth. At first, this scenario sounds coherent, especially in light of the structural interdependency of states: today, 214 major river systems are shared by two or more countries. Former United Nations Secretary General Kofi Annan warned in March 2001 that “fierce competition for fresh water may well become a source of conflict and wars in the future” and the U.S. intelligence community has been discussing the likelihood of coming interstate conflicts for a decade [1]. This is why Professor Thomas Naff characterizes water as a: …highly symbolic, contagious, aggregated, intense, salient, complicated, zero-sum, power- and prestige-packed issue, highly prone to conflict and extremely difficult to resolve [15]. Moreover, in the Middle East, Turkey, the only country that does not depend on water supplies that originate outside of its borders, is implementing a gigantic Southeastern Anatolian Project comprising dams on the Euphrates river that would severely deprive Syria and Iraq of water flows fundamental to their economies. As Turkish projects exacerbate Syria’s needs, tensions could then grow between Syria and Israel regarding the issue of the Golan Heights, a territory gained by Israel after the 1967 war that now controls 33% of Israel’s water resources. In that perspective, one could imagine a scenario around 2020–2025 where a Syrian regime, suffering from bad economic prospects and booming demography, gets more and more assertive abroad and eventually wages a war over the water supplies of the Golan Heights. Indeed, all around the world there are many instances in recent years tending to support the notion that water disputes are brewing and could in the coming years engender conflicts. But the major flaw in this current discourse on water wars—or, more generally, resource wars—is that historical data does not support the automatic linkage between supply disputes and warfare. A detailed survey of all these situations over the last 50 years (accounting for 1831 international water-related events) revealed that “two thirds of these encounters were of a cooperative nature” [16]. Moreover, in the history of international relations, the only explicit case of a war over water occurred more than 5,000 years ago between two cities, Lagash and Umma, in Mesopotamia [16]. As a matter of fact, when looking at the roots of interstate conflicts, political scientists usually evaluate environmental scarcity as of secondary importance compared to geographical proximity or the nature of political regimes [8]. Not only does the scenario of water wars lack historical data but it implicitly assumes a natural inclination in governments in the Middle East and South Asia to wage wars for these reasons. As Jon Barnett cautiously underlined: …the environment-conflict literature is almost entirely premised on the ethnocentric assumption that people in the South will resort to violence in times of resource scarcity. Rarely, if ever, is the same argument applied to people in the industrialized North [2]. Furthermore, because of this bias in the contemporary strategic literature, there are several understudied cases of regional cooperation over water scarcity: for instance, the case of the Okavango River. In Southern Africa, the Okavango River, which is shared by Angola, Botswana, and Namibia, has been at the core of tensions between these states. To mitigate the risks of a regional conflict, the three countries signed an agreement in 1994 to form the Permanent Okavango River Basin Water Commission. Since then, this intergovernmental organization has been effective at managing the river. Even in places seen as the most inclined to conflicts over resources such as South Asia, there are concrete cases of cooperation: the Indus Water Treaty negotiated between India and Pakistan in 1960 is an example of a successful resolution of a major dispute over international waters [14].
No Impact – AT: Naval Power

Naval power doesn’t solve conflict 
Reed 2008 - West Point Graduate and platoon leader in the 82nd Airborne Division (John T. Reed, June, "Are U.S. Navy surface ships sitting ducks to enemies with modern weapons?"http://www.johntreed.com/sittingducks.html)
I have read media stories that said whenever the U.S. Navy did computer war games against the Soviet Union, all significant U.S. Navy surface ships were destroyed by the Soviets within about 20 minutes of the start of the computerized war. How? Nukes. A reader says that the Soviet submarines in the Cuban missile crisis had nuclear torpedoes which they would have used if we did an amphibious landing. I have no way to confirm that. Although the Navy ships and their carrier-based planes perform spectacularly well against third-rate enemies like Afghanistan and Iraq, I wonder how they would do against Argentina or any other enemy equipped with modern weapons. In short, I wonder if U.S. Navy surface vessels are obsolete. Think about it. They are large, slow-moving, metal objects that float on the surface of the ocean—in the Twenty-First Century! Ocean liners were the main way to get across the oceans for civilian passengers until the second half of the Twentieth Century. Since then, most people have used planes because they are much faster and cheaper. Except the U.S. military. Civilians essentially got rid of their “navy” around 1950. Only the hidebound military would still have a Navy in the Twenty-First Century. Nowadays, civilians only ride passenger ships for pleasure cruises. An argument can be made that the Navy does the same. Only maybe the old line, “you can tell the men from the boys by the size of their toys” is a more accurate way to put it. Navy brass want to grow up to captain a ship. A big ship. The bigger the better. Before WW II, they wanted to be captains of battleships. After WW II, British historian B.H. Liddell Hart said, “A battleship had long been to an admiral what a cathedral is to a bishop.” Now Navy officers want to captain aircraft carriers. Very exciting. Very romantic. Great fun. But obsolete. WW II in the Pacific last time they were not obsolete The last time we used them to fight worthy opponents was in the Pacific during World War II. At that time, warring navies had to send out slow-moving patrol planes to search for the enemy’s ships. The motion picture Midway does an excellent job of showing both the Japanese and the Americans doing this. Low-visibility weather would often hide ships back then.  Easily detected- Those days are long gone. Surface ships are not only easily seen by the human eye absent fog or clouds, they are also easily detected, pinpointed, and tracked by such technologies as radar, sonar, infrared detectors, motion detectors, noise detectors, magnetic field detectors, and so forth. Nowadays, you can probably create an Exocet-type, anti-ship missile from stuff you could buy at Radio Shack. Surface ships can no longer hide from the enemy like they did in World War II. Satellites- Satellites and spy planes obviate the need for World War II-type patrol planes and blimps, unless someone shoots them down, in which case planes can accomplish the same thing.. Too slow-  Anti-ship missiles can travel at speeds up to, what, 20,000 miles an hour in the case of an ICBM aimed at a carrier task force. Carriers move at 30 knots or so which is 34.6 miles per hour. Too thin-skinned- Can you armor the ships so anti-ship missiles do not damage them? Nope. They have to stay relatively light so they can float and go 34.6 miles per hour. Cannot defend themselves-Can you arm them with anti-missile defenses? They are trying. They have electronic Gatling guns that automatically shoot down the incoming missiles. But no doubt those Gatling guns have a certain capacity as to number of targets they can hit at a time and range and ammunition limitations. They also, like any mechanical device, would malfunction at times. Generally, one would expect that if the enemy fired enough missiles at a Gatling-gun-equipped ship, one or more would eventually get through. How many? Let’s say the capacity of an aircraft carrier and its entourage body-guard ships to stop simultaneous Exocet-type anti-ship missiles is X. The enemy then need only simultaneously fire X + 1 such missiles to damage or sink the carrier. In the alternative, the enemy could fire one Exocet-type missile at a time at the carrier. Unless they are programmed otherwise, having only one such target, all the relevant guns would fire at it, thereby exhausting the carrier task force’s anti- missile ammunition more quickly, in which case fewer than X +1 Exocet-type missiles might be enough to put the carrier out of action. As Japan’s top WW II Admiral Yamamoto said, There is no such thing as an unsinkable ship. The fiercest serpent may be overcome by a swarm of ants. U.S. warships also have electronic warfare jamming devices that screw up the guidance systems of some types of incoming missiles. These, of course, are ineffective against nuclear-tipped missiles that need little guidance. Furthermore, if the enemy uses 20,000-miles-per-hour nuclear missiles, there is no known anti-missile defense. They move too fast for the electronic Gatling guns and do not need to ever get within the Gatling guns’ range to destroy the ships. Our enemy certainly would use nukes if they had enough of them and were in an all-out war against us. Cannot hide, run, or defend themselves In summary, Navy surface ships cannot hide from a modern enemy. They cannot run from a modern enemy. And they cannot defend themselves against a modern enemy. Accordingly, they are only useful for action against backward enemies like Afghanistan and Iraq or drug smugglers.

US Naval Power decline because of low ships

Helprin 11 -  a senior fellow at the Claremont Institute, (Mark, March 2, The Decline of U.S. Naval Power, http://online.wsj.com/article/SB10001424052748704150604576166362512952294.html)

And yet the fleet has been made to wither even in time of war. We have the smallest navy in almost a century, declining in the past 50 years to 286 from 1,000 principal combatants. Apologists may cite typical postwar diminutions, but the ongoing 17% reduction from 1998 to the present applies to a navy that unlike its wartime predecessors was not previously built up. These are reductions upon reductions. Nor can there be comfort in the fact that modern ships are more capable, for so are the ships of potential opponents. And even if the capacity of a whole navy could be packed into a small number of super ships, they could be in only a limited number of places at a time, and the loss of just a few of them would be catastrophic. The overall effect of recent erosions is illustrated by the fact that 60 ships were commonly underway in America's seaward approaches in 1998, but today—despite opportunities for the infiltration of terrorists, the potential of weapons of mass destruction, and the ability of rogue nations to sea-launch intermediate and short-range ballistic missiles—there are only 20. As China's navy rises and ours declines, not that far in the future the trajectories will cross. Rather than face this, we seduce ourselves with redefinitions such as the vogue concept that we can block with relative ease the straits through which the strategic materials upon which China depends must transit. But in one blink this would move us from the canonical British/American control of the sea to the insurgent model of lesser navies such as Germany's in World Wars I and II and the Soviet Union's in the Cold War. If we cast ourselves as insurgents, China will be driven even faster to construct a navy that can dominate the oceans, a complete reversal of fortune. The United Sates Navy need not follow the Royal Navy into near oblivion. We have five times the population and almost six times the GDP of the U.K., and unlike Britain we were not exhausted by the great wars and their debt, and we neither depended upon an empire for our sway nor did we lose one.

Strongest navy in the world – assumes cuts and small numbers

Laramie 12 Chapter 15. Department of the Navy | By Jordan Laramie Defense, Deficits, and Deployments: The Future of U.S. Military Policy Henry M. Jackson School of International Studies Task Force Report 2012 Task Force Advisor: The Honorable Congressman Adam Smith Task Force Evaluator: Under Secretary of the Air Force Ms. Erin C. Conato 

As of February 16, 2012, the US Navy is comprised of 285 surface and submarine vessels which enable it to complete forward projection, deterrence, and humanitarian missions. This number of ships is nearly the lowest level of the USN fleet since the nineteenth century but it still provides the US military with the greatest strength of any navy in history. 359 Efficiencies in on station time are being employed that enable this smaller force to remain present in multiple theaters around the world and provide cruise missile and aircraft support in a variety of operations. Although this fleet is small, in the FY2013 defense budget the Obama administration has proposed retiring nine vessels from the fleet while reducing procurement of another 12 by FY2017. 360 Even greater cost savings can be attained through deeper cuts which will still allow the Navy and Marine Corps to achieve their core objectives. Reducing the total number vessels in the fleet by 12 percent% through FY2022 will continue to allow the USN and USMC maritime deterrence, power projection, and their ability to carry out humanitarian missions, but it will reduce the scope of these endeavors. Expanding current deployment schedules, finding efficiencies in maintenance operations, or increasing the amount of forward ported vessels are all ways that the USN and USMC could alleviate problems associated with such a reduction in the fleet. The Sea Swap program has increased destroyer on-station time by more than 20%, 361 the Blue/Gold deployment regiment used by the Ohio-class submarines increased their time spent underway by 15%, 362 and the forward deployment of the George Washington in Yokosuka, Japan allows for a 100% presence in the 7 th fleet’s area of responsibility (AOR). Savings proposed by these cuts to the fleet amount to $50 billion dollars over the next decade. 363 Reductions would result in the construction of fewer ships while retiring more vessels than the US Navy had originally intended under its current shipbuilding strategy. The proposed reduction of 35 vessels to the fleet by 2022 would also require fewer aircraft and personnel to support the fleet, which is concurrent with the proposals made by the Obama Administration.

No Impact – AT: Mass Migration

Obama’s cooperative international policy prevents migration from being destabilizing 

Werz* and Conley**, 12  *Michael Werz, Senior Fellow at the American Progress, where his work as member of the National Security Team focuses on the nexus of climate change, migration, and security and emerging democracies, especially Turkey, Mexico, and Brazil. He has been a senior transatlantic fellow at the German Marshall Fund where his work focused on transatlantic foreign policy and the European Union. He has held appointments as a public policy scholar at the Woodrow Wilson International Center for Scholars in Washington, D.C., and as a John F. Kennedy Memorial Fellow at Harvard's Minda de Gunzburg Center for European Studies. and **Laura Conley,  Research Associate at the American Center for Progress. “Climate Change, Migration, and Conflict Addressing complex crisis scenarios in the 21st Century,” January 2012, http://www.americanprogress.org/issues/2012/01/pdf/climate_migration.pdf Accessed 6/26/12 BJM
The Obama administration is seeking to transform U.S. global engagement to meet these new challenges in the 21st century. In early 2010 the administration released the congressionally mandated National Security Strategy 75 and the Defense Department’s Quadrennial Defense Review. 76 Together, these texts begin to outline the emerging strategic environment that the United States faces—the growing role of emerging countries and the further diffusion of global political, economic, and military power. The two reports are complemented by the administration’s first-ever Quadrennial Diplomacy and Development Review, 77 as well as by the Presidential Policy Directive on Global Development, which look to add cohesion to the proliferation of government agencies that are involved in U.S. foreign and national security policy. All four of these reviews acknowledge climate change as a major factor in planning global development and security strategies. To meet this challenge the United States needs to provide a new brand of integrated 21st century foreign, development, and security strategy in cooperation with partners around the world. The Presidential Policy Directive is a first step in this direction. President Barack Obama noted in a speech to the United Nations shortly after the directive was completed that this new policy is built on the ideas that “dignity is a human right and global development is in our common interest.” 78 While President Bush placed increased emphasis on development, President Obama’s speech marked the first time that the importance of global development was framed as a primary interest within the larger security environment by a U.S. president. The climate, migration, and conflict nexus is one challenge that will create both questions and opportunities for U.S. policymakers learning to navigate this new environment. How they choose to address it will certainly have broader implications for the 21st century strategic environment, and the ongoing institutional debate in Washington will define the tools and resources available to policymakers confronting these issues. 
Europe solves migration crises 

Werz* and Conley**, 12  *Michael Werz, Senior Fellow at the American Progress, where his work as member of the National Security Team focuses on the nexus of climate change, migration, and security and emerging democracies, especially Turkey, Mexico, and Brazil. He has been a senior transatlantic fellow at the German Marshall Fund where his work focused on transatlantic foreign policy and the European Union. He has held appointments as a public policy scholar at the Woodrow Wilson International Center for Scholars in Washington, D.C., and as a John F. Kennedy Memorial Fellow at Harvard's Minda de Gunzburg Center for European Studies. and **Laura Conley,  Research Associate at the American Center for Progress. “Climate Change, Migration, and Conflict Addressing complex crisis scenarios in the 21st Century,” January 2012,
 At the bilateral level, however, there is more concrete action. For some time, the European Union has delegated the management of refugee issues to countries such as Morocco, Algeria, Tunisia, and Libya. This policy, however, will not hold in the long run and has already forced difficult compromises with regard to human-rights issues. Take Spain: Although “irregular” African migrants (those who do not enter the country through legal channels) began arriving in Spain in 1994, public perception and policy debates changed after a larger number of boat refugees arrived in 2007. The Spanish government signed an agreement with a number of nations to deter illegal migration, sent officials of its Interior Ministry to African countries, and began establishing Spanish Consulates in sub-Saharan Africa at the same time. Currently, liaison Officers of the Spanish Guardia Civil are cooperating with local police to discourage migrants from leaving via Senegal, Guinea, Mali, Mauretania, or Cape Verdes. More progressive policies are now being tried as well. Spain grants temporary working permits in small numbers (3,000 per year in the case of Senegal) for countries that accept repatriation of illegal immigrants in turn. Another pilot project that began in 2007 included the establishment of Spanish-run vocational schools in African countries so that younger potential migrants would stay home. 79 Belgium, Italy, and Spain—under the auspices of the European Union—also partner with the Public Employment Services of Morocco, Tunisia, Benin, Cameroon, Mali, and Senegal to offer vocational training which matches the labor needs of the region’s economies and to provide migrants with alternative destinations. 80 But these steps alone will not resolve the migratory pressures on Europe. Javier Solana, the European Union’s former High Representative for the Common Foreign and Security Policy, points out that climate change threatens the entire multilateral system of the international community. He went further to say, “the effects of climate change would promote a policy of resentments between all those who are responsible for climate change and those who are its worst victims.” 81 This was a fairly transparent warning that climate migration might convert the Mediterranean into a flashpoint between Europe and Africa. Despite the difficulties of aligning the diverse interests of its member states into a broader regional approach, the European Union has taken steps toward addressing the nexus of climate, migration, and security in the Mediterranean basin affecting its planning and implementation of development assistance to northwest Africa. One of the measures is the European Investment Bank’s regional focus on the Mediterranean Neighborhood, meant to integrate EIB services to the region. A prime example is the Facility for Euro-Mediterranean Investment and Partnership, or FEMIP, which allocates financing and technical help to projects designed to promote sustainable economic growth in the nations of the basin. This allocation of financing has been accompanied by a promising change in rhetoric and a process of institutional reform within the European Union, with the establishment of bodies integrating environmental and migration concerns with the process of development assistance and financing. The EIB’s 2009 establishment of the Marseille Center for Mediterranean Integration, or MCMI, offers an example of these nascent changes. At the opening, Christian Masset, general director of Globalization, Development and Partnerships for the French Ministry of Foreign and European Affairs outlined the MCMI’s mission with an eye towards this process: In the Mediterranean Basin, one of the most populated and arid regions, we need to look together for the means to preserve the common space and public goods we are sharing in order to ensure sustainability for the population of the region. This is indeed what the MCMI aims at, and the meaning we seek to convey concerning ‘the Mediterranean integration.’ 82 The realization of the region’s interdependence—and its shared environmental concerns—is an important step which, accompanied by projects to promote sustainable development and increase employment in migrants’ countries of origin, represents the opening attempt to tackle the problems posed by the nexus of climate, migration, and security. But there is undoubtedly a long way to go in integrating diverse institutional bodies, fully appreciating the interplay of climate change with migration and security issues, interfacing with other regional institutions, and expanding scope to other regions. 

No Impact – AT: South Asian War

No Asian War 

Richard A. Bitzinger, Senior Fellow at the S. Rajaratnam School of International Studies and Barry Desker, Dean of the S. Rajaratnam School of International Studies and Director of the Institute of Defense and Strategic Studies, Nanyang Technological University, Singapore, 2009.  Survival vol. 50 no. 6, “Why East Asian War is Unlikely,” p. Proquest

Yet despite all these potential crucibles of conflict, the Asia-Pacific, if not an area of serenity and calm, is certainly more stable than one might expect. To be sure, there are separatist movements and internal struggles, particularly with insurgencies, as in Thailand, the Philippines and Tibet. Since the resolution of the East Timor crisis, however, the region has been relatively free of open armed warfare. Separatism remains a challenge, but the break-up of states is unlikely. Terrorism is a nuisance, but its impact is contained. The North Korean nuclear issue, while not fully resolved, is at least moving toward a conclusion with the likely denuclearisation of the peninsula. Tensions between China and Taiwan, while always just beneath the surface, seem unlikely to erupt in open conflict any time soon, especially given recent Kuomintang Party victories in Taiwan and efforts by Taiwan and China to re-open informal channels of consultation as well as institutional relationships between organisations responsible for cross-strait relations. And while in Asia there is no strong supranational political entity like the European Union, there are many multilateral organisations and international initiatives dedicated to enhancing peace and stability, including the Asia-Pacific Economic Cooperation (APEC) forum, the Proliferation Security Initiative and the Shanghai Co-operation Organisation. In Southeast Asia, countries are united in a common geopolitical and economic organisation – the Association of Southeast Asian Nations (ASEAN) – which is dedicated to peaceful economic, social and cultural development, and to the promotion of regional peace and stability. ASEAN has played a key role in conceiving and establishing broader regional institutions such as the East Asian Summit, ASEAN+3 (China, Japan and South Korea) and the ASEAN Regional Forum. All this suggests that war in Asia – while not inconceivable – is unlikely.

No Impact – AT: Generic War
A laundry list of studies prove that cooling, not warming causes war

 Idso,* Carter,** and Singer*** , 11 *Craig Idso, chairman and former president of the Center for the Study of Carbon Dioxide and Global Change.  B.S. in Geography from Arizona State University. M.S. in Agronomy from the University of Nebraska - Lincoln. Ph.D. in Geography from Arizona State University. ** Robert M. Carter, Research Professor at James Cook University (Queensland) and the University of Adelaide (South Australia). He is a palaeontologist, stratigrapher, marine geologist and environmental scientist with more than thirty years professional experience. ***Fred Singer, is a former space scientist and government scientific administrator. Singer runs the Science and Environmental Policy Project (SEPP). “Climate Change Reconsidered” NIPCC Interim report 2011, http://www.nipccreport.org/reports/2011/pdf/10PolicyImplications.pdf Accessed 6/20/12 BJM 

Many political and opinion leaders say it is important to enact legislation to limit carbon dioxide emissions out of concern that global warming is detrimental to society. High among their list of anxieties is the fear that CO2-induced global warming will lead to social unrest and perhaps even war, given postulated reductions in agricultural output followed by population turmoil due to lack of food. An emerging body of research suggests those concerns are not only unfounded, but even backwards – that it is global cooling from which society stands the most to lose. Global warming, by contrast, tends to promote social stability, as evidenced in the peerreviewed papers discussed below. China is a good test case for the relationship between global warming and social stability because it has been a well-populated, primarily agricultural country for millennia, and it has a relatively wellrecorded history over this period. Accordingly, several researchers have conducted analyses of factors influencing social stability in China. Zhang et al. (2005) note historians typically identify political, economic, cultural, and ethnic unrest as the chief causes of war and civil strife there. However, the five Chinese scientists contend climate plays a key role as well, and to examine their thesis they compared proxy climate records with historical data on wars, social unrest, and dynastic transitions in China from the late Tang to Qing Dynasties (mid-ninth century to early twentieth century). Their research revealed that war frequencies, peak war clusters, nationwide periods of social unrest, and dynastic transitions were all significantly associated with cold, not warm, phases of China‟s oscillating climate. Specifically, all three distinctive peak war clusters (defined as more than 50 wars in a ten-year period) occurred during cold climate phases, as did all seven periods of nationwide social unrest and nearly 90 percent of all dynastic changes that decimated this largely agrarian society. They conclude climate change was “one of the most important factors in determining the dynastic cycle and alternation of war and peace in ancient China,” with warmer climates having been immensely more effective than cooler climates in terms of helping “keep the peace.” In a similar study, Lee and Zhang (2010) examined data on Chinese history, including temperature, wars and rebellions, epidemics, famines, and population for the past millennium. Over the study interval of 911 years, it was found that nomad migrations, rebellions, wars, epidemics, floods, and droughts were all higher during cold periods. All of these factors tended to disrupt population growth or increase mortality. Overall, five of six population contractions, constituting losses of 11.4 to 49.4 percent of peak population, were associated with a cooling climate. The sixth cool period evinced a great reduction in population growth rate during a cool phase, but not a collapse. None of the population contractions was associated with a warming climate. As background for another study, Zhang et al. (2010) state, “climatic fluctuation may be a significant factor interacting with social structures in affecting the rise and fall of cultures and dynasties,” citing Cowie (1998) and Hsu (1998). When the climate worsens beyond what the available technology and economic system can accommodate – that is, beyond the society‟s adaptive capacity – they state, “people are forced to move or starve.” In this regard, they note, “climate cooling has had a huge impact on the production of crops and herds in pre-industrial Europe and China (Hinsch, 1998; Atwell, 2002; Zhang et al., 2007a), even triggering mass southward migration of northern nomadic societies (Fang and Liu, 1992; Wang, 1996; Hsu, 1998),” and “this ecological and agricultural stress is likely to result in wars and social unrest, often followed by dynastic transitions (Zhang et al., 2005).” In fact, they write, “recent studies have demonstrated that wars and social unrests in the past often were associated with cold climate phases (Zhang et al., 2005, 2007a,b),” and “climate cooling may have increased locust plagues through temperature-driven droughts or floods in ancient China (Stige et al., 2007; Zhang et al., 2009).” In a study designed to explore the subject further, Zhang et al. (2010) employed “historical data on war frequency, drought frequency and flood frequency” compiled by Chen (1939), and “a multi-proxy temperature reconstruction for the whole of China reported by Yang et al. (2002), air temperature data for the Northern Hemisphere (Mann and Jones, 2003), proxy temperature data for Beijing (Tan et al., 2003), and a historical locust dataset reported by Stige et al. (2007),” plus “historical data of rice price variations reported by Peng (2007).” In analyzing the linkages among these different factors, the international (Chinese, French, German, and Norwegian) team of researchers concluded “food production during the last two millennia has been more unstable during cooler periods, resulting in more social conflicts.” They specifically note “cooling shows direct positive association with the frequency of external aggression war to the Chinese dynasties mostly from the northern pastoral nomadic societies, and indirect positive association with the frequency of internal war within the Chinese dynasties through drought and locust plagues,” which have typically been more pronounced during cooler as opposed to warmer times. Given these findings, Zhang et al. conclude “it is very probable that cool temperature may be the driving force in causing high frequencies of meteorological, agricultural disasters and then manmade disasters (wars) in ancient China,” noting “cool temperature could not only reduce agricultural and livestock production directly, but also reduce agricultural production by producing more droughts, floods and locust plagues.” They also observe the subsequent “collapses of agricultural and livestock production would cause wars within or among different societies.” Consequently, although “it is generally believed that global warming is a threat to human societies in many ways (IPCC, 2007),” Zhang et al. come to a somewhat different conclusion, stating some countries or regions might actually “benefit from increasing temperatures,” citing the work of Nemani et al. (2003), Stige et al. (2007), and Zhang et al. (2009), while restating the fact that “during the last two millennia, food production in ancient China was more stable during warm periods owing to fewer agricultural disasters, resulting in fewer social conflicts.” Following in the footsteps of Zhang et al. (2005, 2006), Tol and Wagner (2010) essentially proceeded to do for Europe what Zhang et al. had done earlier for China. In introducing their study the authors state that in “gloomier scenarios of climate change, violent conflict plays a key part,” noting in such visions of the future, “war would break out over declining water resources, and millions of refugees would cause mayhem.” The two researchers note “the Nobel Peace Prize of 2007 was partly awarded to the IPCC and Al Gore for their contribution to slowing climate change and thus preventing war.” However, they observe “scenarios of climate-change-induced violence can be painted with abandon,” citing the example of Schwartz and Randall (2003), because “there is “little research to either support or refute such claims.” Consequently, and partly to fill this gaping research void, Tol and Wagner conducted their own analysis of the subject for Europe. And as with their colleagues who studied China, their results indicate that “periods with lower temperatures in the pre-industrial era are accompanied by violent conflicts.” However, they determined “this effect is much weaker in the modern world than it was in pre-industrial times,” which implies, in their words, “that future global warming is not likely to lead to (civil) war between (within) European countries.” Therefore, they conclude, “should anyone ever seriously have believed that, this paper does put that idea to rest.” In a contemporaneous study, Field and Lape (2010) note it has been repeatedly suggested that in many parts of the world climate change has “encouraged conflict and territorialism,” as this response, in their words, “serves as an immediate means of gaining resources and alleviating shortfalls,” such as those that occur when the climate change is detrimental to agriculture and the production of food. To investigate this hypothesis, the authors compared “periods of cooling and warming related to hemispheric-level transitions (namely the Medieval Warm Period and the Little Ice Age) in sub-regions of the Pacific with the occurrence of fortifications at the century-level.” Their study revealed “the comparison of fortification chronologies with paleoclimatic data indicate that fortification construction was significantly correlated with periods of cooling, which in the tropical Pacific is also associated with drying.” In addition, “the correlation was most significant in the Indo-Pacific Warm Pool, the Southwestern Pacific and New Zealand,” where “people constructed more fortifications during periods that match the chronology for the Little Ice Age (AD 1450–1850),” as opposed to the Medieval Warm Period (AD 800– 1300) when the Indo-Pacific Warm Pool was both warm and saline “with temperatures approximating current conditions (Newton et al., 2006).” Thus, Field and Lape‟s study provides more evidence that periods of greater warmth have generally led to more peaceful times throughout the world, whereas periods of lesser warmth have typically led to greater warfare. Considering North America, Cleaveland et al. (2003) developed a history of winter–spring (November–March) precipitation for the period 1386– 1993 for the area around Durango, Mexico, based on earlywood width chronologies of Douglas-fir tree rings collected at two sites in the Sierra Madre Occidental. This reconstruction, in their words, “shows droughts of greater magnitude and longer duration than the worst historical drought,” and none of them occurred during a period of unusual warmth, as some researchers claim they should; instead, they occurred during the Little Ice Age. They also note, “Florescano et al. (1995) make a connection between drought, food scarcity, social upheaval and political instability, especially in the revolutions of 1810 and 1910,” and they note the great megadrought that lasted from 1540 to 1579 “may be related to the Chicimeca war (Stahle et al., 2000), the most protracted and bitterly fought of the many conflicts of natives with the Spanish settlers.” If these concurrent events were indeed related, they too suggest that warmer is far better than cooler for maintaining social stability. An analogous relationship was found to prevail in East Africa by Nicholson and Yin (2001), who analyzed climatic and hydrologic conditions from the late 1700s to close to the present, based on (1) histories of the levels of ten major African lakes and (2) a water balance model they used to infer changes in rainfall associated with the different conditions, concentrating most heavily on Lake Victoria. The results they obtained were indicative of “two starkly contrasting climatic episodes.” The first, which began sometime prior to 1800 during the Little Ice Age, was one of “drought and desiccation throughout Africa.” This arid episode, which was most intense during the 1820s and ‟30s, was accompanied by extremely low lake levels. As the two researchers describe it, “Lake Naivash was reduced to a puddle. ... Lake Chad was desiccated. ... Lake Malawi was so low that local inhabitants traversed dry land where a deep lake now resides. ... Lake Rukwa [was] completely desiccated. ... Lake Chilwa, at its southern end, was very low and nearby Lake Chiuta almost dried up.” Nicholson and Yin state that throughout this period “intense droughts were ubiquitous.” Some, in fact, were “long and severe enough to force the migration of peoples and create warfare among various tribes.” As the Little Ice Age‟s grip on the world began to loosen in the middle to latter part of the 1800s, however, things began to change for the better. The two researchers report, “semi-arid regions of Mauritania and Mali experienced agricultural prosperity and abundant harvests; floods of the Niger and Senegal Rivers were continually high; and wheat was grown in and exported from the Niger Bend region.” Then, as the nineteenth century came to an end and the twentieth began, there was a slight lowering of lake levels, but nothing like what had occurred a century earlier; and in the latter half of the twentieth century, things once again improved, with the levels of some lakes rivaling high-stands characteristic of the years of transition to the Modern Warm Period. These findings all clearly suggest warmer temperatures favor social stability and peace. 

No Impact – AT: Economy/War
Warming Isn’t Happening and Doesn’t Cause Threats – and, Turn – Climate Change Policies Divert Focus Away from Security.

Nelson, 2k11 (D. Brady Nelson, Economist @ Heartland, “Study: Global Warming Not a National Security Threat” November 24th, 2011, Online @ http://news.heartland.org/newspaper-article/2011/11/24/study-global-warming-not-national-security-threat ht)

Global warming is unlikely to damage U.S. national security, but expensive programs implemented to reduce greenhouse gas emissions will weaken the nation’s economy and military, concludes a new study published by the George C. Marshall Institute. Poverty Leaves Nations Vulnerable William O’Keefe, CEO of the Marshall Institute, writes in the study, “Economic security is the foundation for maintaining the U.S.’s ability to preserve its national interests and therefore actions that damage economic well being also weaken national security. “Among the factors that inject stability into the international system is economic prosperity,” O’Keefe explains. “There is an abundance of evidence relating to economic freedom and economic growth.” Even if global warming fears come to pass, “The impacts of weather events or climate change in the developing world are not caused by developed world carbon emissions. They are caused primarily by extreme poverty which is the result of exploitation by dictators, and the lack of economic and personal freedom, the rule of law, property rights, and access to commercial energy. Solving the problem of poverty in these countries would provide them the capacity and resilience to deal with whatever climate exists in the future,” the study states. Australian science and economics writer Joanne Nova agrees with the Marshall Institute’s assessment. “Those nations foolish enough to waste resources developing alternative energy sources and carbon markets will be more vulnerable to attacks,” Nova said. “Smarter countries that use all the tools available to them and the best cost-benefit analysis will out-compete [other] states.” Climate Models Unverified The study questioned assertions that carbon dioxide emissions will cause severe environmental consequences. “The foundation for all reports claiming that greenhouse emissions will lead to dramatic temperature increases that will then cause a variety of climate impacts are global circulation models,” the study noted. “None of the models have been scientifically validated.” “The literature that is reviewed is selected by those controlling the [United Nations Intergovernmental Panel on Climate Change] process and rarely includes research that offers other explanations for temperature increases over the past century or the consequences of further warming. For example, it does not adequately treat research on ocean currents, cloud formation, and effects of solar activity. All have been shown to be important climate variables,” the study observed. Warmists Grasping at Straws “Climate change and national security are linked only by both issues using fear and fraud to grab funds,” said Floy Lilley, an adjunct scholar at the Ludwig von Mises Institute. “Anti-global-warming activists use almost any argument to make their case for increased government regulations to battle climate change,” agreed Steven Greenhut, director of the Pacific Research Institute (PRI). “But these arguments—such as the one contending that global warming is a threat to U.S. national security—are a stretch. “As the new Marshall Institute study points out, the real security threat coming from developing nations is poverty and dictatorship. Instead of pushing developing nations to focus on questionable environmental threats, U.S. policymakers should encourage them to build market-based economies and free institutions. That will do a much better job of improving our security,” Greenhut explained. It is foolish to assert “energy scarcity helps either our own security, directly, or mitigates restlessness among the world's poor,” said Christopher Horner, a senior fellow at the Competitive Enterprise Institute (CEI).
Economic collapse wont cause war

Drezner 8/12/11 - is professor of international politics at the Fletcher School of Law and Diplomacy at Tufts University (Daniel W. Drezner, Aug. 12, 2011, “Please come down off the ledge, dear readers”, http://drezner.foreignpolicy.com.ezproxy.baylor.edu/posts/2011/08/12/please_come_down_off_the_ledge_dear_readers)

The headline of the 2010 results is that there's eroding U.S. support for the global economy, but a few other things stand out. U.S. support has declined, but it's declined from a very high level. In contrast, support for free markets has increased in other major powers, such as Germany and China. On the whole, despite the worst global economic crisis since the Great Depression, public attitudes have not changed all that much. While there might be populist demands to "do something," that something is not a return to autarky or anything so drastc. Another big difference is that multilateral economic institutions are much more robust now than they were in 1931. On trade matters, even if the Doha round is dead, the rest of the World Trade Organization's corpus of trade-liberalizing measures are still working quite well. Even beyond the WTO, the complaint about trade is not the deficit of free-trade agreements but the surfeit of them. The IMF's resources have been strengthened as a result of the 2008 financial crisis. The Basle Committee on Banking Supervision has already promulgated a plan to strengthen capital requirements for banks. True, it's a slow, weak-assed plan, but it would be an improvement over the status quo. As for the G-20, I've been pretty skeptical about that group's abilities to collectively address serious macroeconomic problems. That is setting the bar rather high, however. One could argue that the G-20's most useful function is reassurance. Even if there are disagreements, communication can prevent them from growing into anything worse. Finally, a note about the possibility of riots and other general social unrest. The working paper cited in my previous post noted the links between austerity measures and increases in disturbances. However, that paper contains the following important paragraph on page 19: [I]n countries with better institutions, the responsiveness of unrest to budget cuts is generally lower. Where constraints on the executive are minimal, the coefficient on expenditure changes is strongly negative -- more spending buys a lot of social peace. In countries with Polity-2 scores above zero, the coefficient is about half in size, and less significant. As we limit the sample to ever more democratic countries, the size of the coefficient declines. For full democracies with a complete range of civil rights, the coefficient is still negative, but no longer significant. This is good news!! The world has a hell of a lot more democratic governments now than it did in 1931. What happened in London, in other words, might prove to be the exception more than the rule. So yes, the recent economic news might seem grim. Unless political institutions and public attitudes buckle, however, we're unlikely to repeat the mistakes of the 1930's. And, based on the data we've got, that's not going to happen. 
No Impact – AT: Warming --> Disasters
IPCC reports concede the relationship between warming and extreme weather is minimal

Black, 11 Richard Black, Environment correspondent writing for BBC. “Mixed messages on climate 'vulnerability'” http://www.bbc.co.uk/news/science-environment-15698183 Accessed 6/18/12 BJM

One of the most striking new voices on climate change that's emerged since the UN summit in Copenhagen two years ago is the Climate Vulnerable Forum. The grouping includes small island states vulnerable to extreme weather events and sea level rise, those with immense spans of low-lying coastline such as Vietnam and Bangladesh, and dry nations of East Africa. It's currently holding a meeting in Bangladesh, with UN Secretary-General Ban Ki-moon as the keynote speaker. These countries feel vulnerable as a result of several types of projected climate impact. In increasing order of suddenness, there are what you might call "steady-state" impacts such as rising sea levels; increased separation of weather into more concentrated wet periods and dry periods; and a greater occurrence of extreme weather events such as hurricanes, floods, heatwaves and droughts. But what can science really tell us about these extremes? While the vulnerable meet in Dhaka, the Intergovernmental Panel on Climate Change (IPCC) will be sitting down in Kampala to answer the question. For almost a week, government delegates will pore over the summary of the IPCC's latest report on extreme weather, with the lead scientific authors there as well. They're scheduled to emerge on Friday with an agreed document. The draft, which has found its way into my possession, contains a lot more unknowns than knowns. On the one hand, it says it is "very likely" that the incidence of cold days and nights has gone down and the incidence of warm days and nights has risen globally. And the human and financial toll of extreme weather events has risen. Human hand fingered? But when you get down to specifics, the academic consensus is far less certain. There is "low confidence" that tropical cyclones have become more frequent, "limited-to-medium evidence available" to assess whether climatic factors have changed the frequency of floods, and "low confidence" on a global scale even on whether the frequency has risen or fallen. In terms of attribution of trends to rising greenhouse gas concentrations, the uncertainties continue. While it is "likely" that anthropogenic influences are behind the changes in cold days and warm days, there is only "medium confidence" that they are behind changes in extreme rainfall events, and "low confidence" in attributing any changes in tropical cyclone activity to greenhouse gas emissions or anything else humanity has done. (These terms have specific meanings in IPCC-speak, with "very likely" meaning 90-100% and "likely" 66-100%, for example.) And for the future, the draft gives even less succour to those seeking here a new mandate for urgent action on greenhouse gas emissions, declaring: "Uncertainty in the sign of projected changes in climate extremes over the coming two to three decades is relatively large because climate change signals are expected to be relatively small compared to natural climate variability". It's also explicit in laying out that the rise in impacts we've seen from extreme weather events cannot be laid at the door of greenhouse gas emissions: "Increasing exposure of people and economic assets is the major cause of the long-term changes in economic disaster losses (high confidence). "Long-term trends in normalized economic disaster losses cannot be reliably attributed to natural or anthropogenic climate change." The succour only lasts for so long, however. If the century progresses without restraints on greenhouse gas emissions, their impacts will come to dominate, it forecasts: "It is very likely that the length, frequency and/or intensity of warm spells, including heat waves, will continue to increase over most land areas... "It is likely that the frequency of heavy precipitation or the proportion of total rainfall from heavy falls will increase in the 21st Century over many areas of the globe... "Mean tropical cyclone maximum wind speed is likely to increase... "There is medium confidence that droughts will intensify in the 21st Century in some seasons and areas... "Low-probability high-impact changes associated with the crossing of poorly understood thresholds cannot be excluded, given the transient and complex nature of the climate system." The draft report makes clear that lack of evidence or lack of confidence on a particular impact doesn't mean it won't occur; just that it's hard to tell. Climate a distraction? It's impossible to read the draft without coming away with the impression that with or without anthropogenic climate change, extreme weather impacts are going to be felt more and more, simply because there are more and more people on planet Earth - particularly in the swelling "megacities" of the developing world that overwhelmingly lie on the coast or on big rivers close to the coast. The current Bangkok floods are a case in point. As UK academic Mike Hulme and others have argued, such events will occur whether exacerbated by climate change or not; and vulnerable societies need protection irrespective of climate change.

Warming doesn’t prevent weather events --- 22 studies are on our side

Bouwer 11—Professor @ the Institute for Environmental Studies @ Vrije Universiteit (Amsterdam, The Netherlands) (Laurens, “HAVE DISASTER LOSSES INCREASED DUE TO ANTHROPOGENIC CLIMATE CHANGE?” AMERICAN METEOROLOGICAL SOCIETY, January 2k11, Google Scholar, http://www.ivm.vu.nl/en/Images/bouwer2011_BAMS_tcm53-210701.pdf, DA: 6/23/2012//JLENART)

CONCLUSIONS. The analysis of 22 disaster loss studies shows that economic losses from various weather-related natural hazards, such as storms, tropical cyclones, floods, and small-scale weather events (e.g., wildfires and hailstorms), have increased around the globe. The studies show no trends in losses, corrected for changes (increases) in population and capital at risk, that could be attributed to anthropogenic climate change. Therefore, it can be concluded that anthropogenic climate change so far has not had a significant impact on losses from natural disasters. Considerable uncertainties remain in some of these studies, because exposure and vulnerability that influence risk can only be roughly accounted for over time. In particular the potential effects of past risk-reduction efforts on the loss increase are often ignored, because data that can be used to correct for these effects are not available. More insight into the relative contribution from climate change on disaster losses could potentially be gained from studies that attempt to project future losses. These studies can assess the impact of future climate change, which is projected to be much larger than the change so far observed. The discussion above shows the need to include exposure and vulnerability changes in future risk projections, which clearly contribute substantially to changing risks. 

No Impact – AT: Species Extinction Impact
Models are Unreliable for Determining Species Extinction

Idso et Al, 2k11 (Craig D. Idso, founder and chairman of the board of the Center for the Study of Carbon Dioxide and Global Change, Robert M. Carter, emeritus fellow and science policy advisor at the free market think-tank the Institute of Public Affairs and an adjunct professorial research fellow in earth sciences at James Cook University, S. Fred Singer, American physicist and emeritus professor of environmental science at the University of Virginia, Contributors: Susan Crockford (Canada) Joseph D‘Aleo (USA) Indur Goklany (USA) Sherwood Idso (USA) Madhav Khandekar (Canada) Anthony Lupo (USA) Willie Soon (USA) Mitch Taylor (Canada)a Editors: Joseph L. Bast (USA), S.T. Karnick (USA), Diane Carol Bast (USA), “Climate Change Reconsidered” 2011 Interim Report Chapter 5 Chapter 5, Online @ http://nipccreport.org/reports/2011/2011report.html ht)

As Stockwell described it, ―a CO2- or climatedriven range expansion would clearly help species that are threatened with extinction due to increasing habitat loss attributable to expanding urbanization and agricultural activities; while it may help other species that are threatened with extinction by habitat fragmentation to cross geographical barriers that were previously insurmountable obstacles to them. Consequently, he continued, ―by neglecting the many species that fall into these and other like categories, no decrease in extinctions is possible under Thomas et al.‘s approach to the problem, even under [a] free dispersal scenario, with the result that a massive increase in extinctions is a foregone conclusion. Stockwell further noted, ―the no dispersal scenario also forces an unrealistic decrease in range with any climatic change that shifts habitat area without reducing it; while ‗overfitting‘ reduces ranges even more, producing systematic errors on the order of 10-20%, particularly with smaller data sets, deficiencies in data sampling and modeling methods, and the inclusion of irrelevant variables (Stockwell and Peterson 2002a, 2002b, 2003). With respect to the study of Bakkenes et al. (2002), for example, Stockwell wrote, ―two independent climate variables adequately explain 93% of the variation in their dependent variable; while the use of more climate variables ends up incorporating more random variation than it does actual signal, leading to a contraction of the climate envelope and a systematic bias towards smaller predicted ranges. It should come as no surprise, therefore, as Stockwell continued, ―that in this study and that of Peterson et al. (2002)—which comprise two of the six major studies on which the analysis of Thomas et al. is based—the use of only two climate variables by the two studies yields extinction percentages of 7% and 9%, while the four additional studies upon which Thomas et al. rely (which use from 3 to 36 independent variables) yield extinction percentages ranging from 20% to 34%, consistent with what would be expected from errors associated with statistical over-fitting. Because ecological models are so unreliable for reasons cited by Stockwell, the common-sense response should be to attempt to verify model-based projects with independent data. However, in the words of Stockwell, ―their single attempt to do so with a real-world extinction supposedly caused by global warming (Pounds et al., 1999) has been satisfactorily explained by changes in local weather patterns due to upwind deforestation of adjacent lowlands (Lawton et al., 2001). Stockwell concluded, ―Thomas et al. have a dearth of pertinent hard data to support their contentions; and while the absence of evidence does not necessarily disprove a claim, the lack of any real extinction data to support the results of their analysis certainly suggests that the models they are using are not ‗tried and true‘. Stockwell‘s final thoughts on the matter, therefore, were, ―Thomas et al. (2004) seek to create the impression of impending ecological disaster due to CO2-induced global warming, claiming their results justify mandating reductions of greenhouse gas emissions, but their findings ―are forced by the Terrestrial Animals 159 calculations, confounded with statistical bias, lack supporting real-world evidence, and are perforated with speculation. Stockwell concludes ―their doctrine of ‗massive extinction‘ is actually a case of ‗massive extinction bias‘. In another critique of the Thomas et al. paper, Dormann (2007) found it important to ―review the main shortcomings of species distribution models and species distribution projections such as those employed and derived by Thomas et al. In doing so, he carefully analyzed three aspects of what he described as ―problems associated with species distribution models. The first of these aspects is general species distribution model issues, under which Dormann listed four major problems. The second is extrapolation issues, where he found five major problems; and the third is statistical issues, where he listed six major problems. The methods employed and findings claimed by studies such as Thomas et al., Dormann writes, ―have been challenged for conceptual and statistical reasons by many other researchers, including Buckley and Roughgarden, 2004; Harte et al., 2004; Thuiller et al., 2004; Lewis, 2006; and Botkin et al., 2007. Dormann thus concluded, ―projections of species distributions are not merely generating hypotheses to be tested by later data but instead are being presented as ―predictions of tomorrow‘s diversity, and policy makers and the public will interpret them as forecasts, similar to forecasts about tomorrow‘s weather, which he clearly believes is unwarranted and unwise. Nogues-Bravo (2009) noted climate envelope models—which are often employed to predict species responses to global warming—―are sensitive to theoretical assumptions, to model classes and to projections in non-analogous climates, among other issues. Against this backdrop, the researcher reviewed the pertinent scientific literature to determine how appropriate existing models were for determining whether a species will be driven to extinction by hypothesized planetary warming. In the researcher‘s own words, ―the studies reviewed: (1) rarely test the theoretical assumptions behind niche modeling such as the stability of species climatic niches through time and the equilibrium of species with climate; (2) they only use one model class (72% of the studies) and one palaeoclimatic reconstruction (62.5%) to calibrate their models; (3) they do not check for the occurrence of nonanalogous climates (97%); and (4) they do not use independent data to validate the models (72%). According to Nogues-Bravo, ―ignoring the theoretical assumptions behind niche modeling and using inadequate methods for hindcasting may well produce ―a cascade of errors and naïve ecological and evolutionary inferences. He concludes, ―there are a wide variety of challenges that [climate envelope models] must overcome in order to improve the reliability of their predictions through time. In conclusion, it is clear that model-based projections of extinctions are riddled with assumptions and limitations that make them an unreliable guide to the actual impact of climate change on species. As Dormann (2007) concluded, the shortcomings associated with analyses of the impact of climate on distributions of species ―are so numerous and fundamental that common ecological sense should caution us against putting much faith in relying on their findings for further extrapolations.

No warming biodiversity impact --- doesn’t cause extinction, biotic communities are resilient, and thrive in warmer climates

Idso et. al. 11—Former Professor in the Departments of Geology, Geography, and Botany and Microbiology @ Arizona State and PhD from UMinnesota and former research physicist for the Department of Agriculture—AND Keith Idso, PhD in Botany—AND Craig, PhD in Geography (Sherwood, “Surviving the Unprecedented Climate Change of the IPCC,” Vol. 14, No. 10, 9 March 2011, http://co2science.org/articles/V14/N10/EDIT.php, DA: 6/23/2012//JLENART)

In a paper published in Systematics and Biodiversity, Willis et al. (2010) consider the IPCC (2007) "predicted climatic changes for the next century" -- i.e., their contentions that "global temperatures will increase by 2-4°C and possibly beyond, sea levels will rise (~1 m ± 0.5 m), and atmospheric CO2 will increase by up to 1000 ppm" -- noting that it is "widely suggested that the magnitude and rate of these changes will result in many plants and animals going extinct," citing studies that suggest that "within the next century, over 35% of some biota will have gone extinct (Thomas et al., 2004; Solomon et al., 2007) and there will be extensive die-back of the tropical rainforest due to climate change (e.g. Huntingford et al., 2008)." On the other hand, they indicate that some biologists and climatologists have pointed out that "many of the predicted increases in climate have happened before, in terms of both magnitude and rate of change (e.g. Royer, 2008; Zachos et al., 2008), and yet biotic communities have remained remarkably resilient (Mayle and Power, 2008) and in some cases thrived (Svenning and Condit, 2008)." But they report that those who mention these things are often "placed in the 'climate-change denier' category," although the purpose for pointing out these facts is simply to present "a sound scientific basis for understanding biotic responses to the magnitudes and rates of climate change predicted for the future through using the vast data resource that we can exploit in fossil records." Going on to do just that, Willis et al. focus on "intervals in time in the fossil record when atmospheric CO2 concentrations increased up to 1200 ppm, temperatures in mid- to high-latitudes increased by greater than 4°C within 60 years, and sea levels rose by up to 3 m higher than present," describing studies of past biotic responses that indicate "the scale and impact of the magnitude and rate of such climate changes on biodiversity." And what emerges from those studies, as they describe it, "is evidence for rapid community turnover, migrations, development of novel ecosystems and thresholds from one stable ecosystem state to another." And, most importantly in this regard, they report "there is very little evidence for broad-scale extinctions due to a warming world." In concluding, the Norwegian, Swedish and UK researchers say that "based on such evidence we urge some caution in assuming broad-scale extinctions of species will occur due solely to climate changes of the magnitude and rate predicted for the next century," reiterating that "the fossil record indicates remarkable biotic resilience to wide amplitude fluctuations in climate." 

No Impact – AT: Fire/Boreal Forests Impact
Turn – Warming is Lowering Status Quo Fire Prevalence

Idso et Al, 2k11 (Craig D. Idso, founder and chairman of the board of the Center for the Study of Carbon Dioxide and Global Change, Robert M. Carter, emeritus fellow and science policy advisor at the free market think-tank the Institute of Public Affairs and an adjunct professorial research fellow in earth sciences at James Cook University, S. Fred Singer, American physicist and emeritus professor of environmental science at the University of Virginia, Contributors: Susan Crockford (Canada) Joseph D‘Aleo (USA) Indur Goklany (USA) Sherwood Idso (USA) Madhav Khandekar (Canada) Anthony Lupo (USA) Willie Soon (USA) Mitch Taylor (Canada) Editors: Joseph L. Bast (USA), S.T. Karnick (USA), Diane Carol Bast (USA), “Climate Change Reconsidered” 2011 Interim Report Chapter 5, Online @ http://nipccreport.org/reports/2011/2011report.html ht)

According to model-based predictions, CO2-induced global warming will cause larger and more intense wildfires. Girardin et al. (2009), for example, write, ―in boreal forests, climate change may act upon fuels through increased evapotranspiration not compensated for by increasing precipitation, or increased frequency of extreme drought years due to more persistent and frequent blocking high-pressure systems, both of which phenomena are typically predicted to lead to more and larger wildfires. In addition, they state, ―earlier snowmelt and longer summer droughts with climate change [i.e., warming] could also expose forests to higher wildfire risk. To explore this possibility, Girardin et al. investigated ―changes in wildfire risk over the 1901– 2002 period with an analysis of broad-scale patterns of drought variability on forested eco-regions of the North American and Eurasian continents. The seven scientists report their analyses ―did not reveal widespread patterns of linear increases in dryness through time as a response to rising Northern Hemisphere temperatures. Instead, they ―found heterogeneous patterns of drought severity changes that were inherent to the non-uniformly distributed impacts of climate change on dryness. In addition, they note, ―despite warming since about 1850 and increased incidence of large forest fires in the 1980s, a number of studies indicated a decrease in boreal fire activity in the last 150 years or so (e.g. Masters, 1990; Johnson and Larsen, 1991; Larsen, 1997; Lehtonen and Kolstrom, 2000; Bergeron et al., 2001, 2004a,b; Mouillot and Field, 2005). And they state ―this holds true for boreal southeastern Canada, British Columbia, northwestern Canada and Russia. With respect to this long-term ―diminishing fire activity, as they describe it, Girardin et al. state, ―the spatial extent for these long-term changes is large enough to suggest that climate is likely to have played a key role in their induction. Interestingly, that role would appear to be one of reducing fire activity, just the opposite of what the IPCC contends should occur. To emphasize that point and provide still more evidence for it, they state, ―the fact that diminishing fire activity has also been detected on lake islands on which fire suppression has never been conducted provides another argument in support of climate control over the incidence of fires.
No Impact – AT: Hurricanes Impact
No Correlation Between Hurricanes and Warming

Idso et Al, 2k11 (Craig D. Idso, founder and chairman of the board of the Center for the Study of Carbon Dioxide and Global Change, Robert M. Carter, emeritus fellow and science policy advisor at the free market think-tank the Institute of Public Affairs and an adjunct professorial research fellow in earth sciences at James Cook University, S. Fred Singer, American physicist and emeritus professor of environmental science at the University of Virginia, Contributors: Susan Crockford (Canada) Joseph D‘Aleo (USA) Indur Goklany (USA) Sherwood Idso (USA) Madhav Khandekar (Canada) Anthony Lupo (USA) Willie Soon (USA) Mitch Taylor (Canada) Editors: Joseph L. Bast (USA), S.T. Karnick (USA), Diane Carol Bast (USA), “Climate Change Reconsidered” 2011 Interim Report Chapter 5, Online @ http://nipccreport.org/reports/2011/2011report.html ht)

In its Fourth Assessment Report, the IPCC states ―it is likely that future tropical cyclones (typhoons and hurricanes) will become more intense, with larger peak wind speeds and more heavy precipitation associated with ongoing increases of tropical sea surface temperatures (IPCC, 2007). However, as was shown in the 2009 NIPCC report (Idso and Singer, 2009), numerous peer-reviewed studies reveal that will not be the case. In this section we present the results of more recent studies not reviewed in the 2009 NIPCC report. Fan and Liu (2008) note ―the recent increase in typhoon (tropical cyclone) activity has attracted great interest and induced heated debates over whether it is linked to global warming and ―skeptics of the global warming connection think that we are just at an active phase of multi-decadal variations in typhoons. They present ―a brief review and synthesis on the major research advances and findings of paleotempestology, which they describe as ―a young science that ―studies past typhoon activity spanning several centuries to millennia before the instrumental era through the use of geological proxies and historical documentary records. The two researchers report ―typhoon-proxy data show that there does not exist a simple linear relationship between typhoon frequency and Holocene climate (temperature) change, noting ―case studies based on geological proxy records show that a warmer climate alone during the Holocene Optimum may not have increased the frequency of intense typhoons and ―in the last millennium, the frequency of typhoon activity was not found to fluctuate linearly with climatic change over the centennial timescale. In fact, and ―on the contrary, as they continue, ―typhoon frequency seemed to have increased at least regionally during the coldest phases of the Little Ice Age. In addition, they report ―more typhoons and hurricanes make landfalls in China, Central and North America during La Niña years than El Niño years, which finding, if anything, is the opposite of what the IPCC contends. Swinging the pendulum slightly in the opposite direction one year later were Mann et al. (2009), who developed two 1,500-year histories of North Atlantic tropical cyclone (TC) activity. The first of these proxy records, as they describe it, was derived from ―a composite of regional sedimentary evidence of landfalling hurricanes, which included ―a site from the Caribbean (Vieques, Puerto Rico), one from the US Gulf Coast, one from the southeastern US coast, three from the mid-Atlantic coast (one from New York and two from New Jersey) and two from southeastern New England (one from Rhode Island and another from Massachusetts). The second of the two estimates employed ―a previously published statistical model of Atlantic tropical cyclone activity driven by proxy reconstructions of past climate changes, the three climate factors being ―(1) the sea surface temperature over the main development region for tropical Atlantic tropical cyclones, which reflects the favorability of the local thermodynamic environment, (2) the El Niño/Southern Oscillation, which influences the amount of (unfavorable) vertical wind shear, and (3) the North Atlantic Oscillation, which affects the tracking of storms, determining how favorable an environment they encounter. The results of this enterprise revealed, in their words, ―periods of high [TC] activity (that is, comparable to current levels) during a medieval era of roughly AD 900–1100. And because they found the level of medieval activity ―matches or even exceeds current levels of activity within uncertainties for the statistical model, it is highly likely the temperatures of the North Atlantic‘s main TC development region, as well as the Niño3 region, were equivalent to, or even greater than, those of the recent past. Even more support for this conclusion is provided by the study of Landsea et al. (2009), who explored the influence of TC duration on observed changes in TC frequency, using the HURDAT Atlantic TC database. Their work revealed ―the occurrence of short-lived storms (duration two days or less) in the database has increased dramatically, from less than Observations/Projections: Extreme Weather 145 one per year in the late-19th/early-20th Century to about five per year since about 2000, while moderate to long-lived storms have increased little, if at all. They conclude, ―the previously documented increase in total TC frequency since the late 19th Century in the database is primarily due to an increase in very short-lived TCs, which they attribute to ―improvements in the quantity and quality of observations, along with enhanced interpretation techniques. Interestingly, just as in the case of the discredited ―hockey stick temperature history of Mann et al. (1998, 1999) and Mann and Jones (2003), the Atlantic TC history of Mann et al. (2009) consists of reconstructed results (―apples) up until the midnineteenth century, after which observational results (―oranges) are employed. And those oranges pile up ever faster over the most recent 150 years of observational data, leaving the prior apples in their dust, just as the results of Landsea et al.‘s analysis suggest they should. But when the latter researchers adjust for this artifactual phenomenon, they find ―no significant [TC] trend remains using either an 1878 or a 1900 starting point. This development suggests the Medieval Warm Period may have been much warmer than what the Current Warm Period has been to date. Further tilting the scales in favor of the skeptics, Wallace and Anderson (2010) collected 37 sediment cores along eight transects within Laguna Madre, an elongate water body located behind the narrow lowelevation barrier that is Texas, USA‘s South Padre Island. Based on the vertical distribution and grain size of storm over-wash sediments contained within four of those cores from two transects that were most ideally positioned, they were able to construct a detailed history of intense hurricane strikes from 5,300 to 900 years before present (BP). Based on their analyses, Wallace and Anderson report ―there has been no notable variation in intense storm impacts across the northwestern Gulf of Mexico coast during this time interval, i.e., 5,300– 900 yr BP, ―implying no direct link between changing climate conditions and annual hurricane impact probability. In addition, they state, ―there have been no significant differences in the landfall probabilities of storms between the eastern and western Gulf of Mexico during the late Holocene, suggesting that storm steering mechanisms have not varied during this time. In discussing their findings—as well as the similar results obtained by others for Western Lake, Florida, and Lake Shelby, Alabama—the two Rice University (Houston, Texas) researchers say current rates of intense hurricane impacts ―do not seem unprecedented when compared to intense strikes over the past 5000 years and ―similar probabilities in high-intensity hurricane strikes for the eastern and western Gulf of Mexico do not show any clear-cut out-of-phase relationship that would enlighten us as to climate controls on storm pathways.

Warming has no effect on hurricanes – multiple warrants

Ransom, 11 John Ransom, Finance Editor for Townhall Finance. He’s also a regular contributor to Townhall Magazine. Ransom’s writings on politics and finance have appeared in the Los Angeles Business Journal, the Colorado Statesman, Pajamas Media and Registered Rep Magazine amongst others. Prior to joining Townhall, he worked as a political activist and consultant in the Western states. “Science Settled: New Report- Hurricanes, Global Warming Not Linked,” http://finance.townhall.com/columnists/johnransom/2011/12/15/science_settled_new_report_hurricanes_global_warming_not_linked Accessed 6/22/12 BJM 

One of the of the most popularized predicted effects of global warming from the models given us by the climate change clowns, increased hurricane and tropical storm activity, has recently been shown to be without merit according to the science and operations officer of the National Hurricane Center, Dr. Chris Landsea. In a work published in late November and carefully labeled an “opinion” piece on the site for the National Oceanic and Atmospheric Administration- which is quick to distance itself from the conclusions reached by Landsea, who makes very clear that he subscribes to the theory man of man-made global warming- concludes that “the overall impact of global warming on hurricanes is currently negligible and likely to remain quite tiny even a century from now.” In the rarefied atmosphere of climate politics this is enough to get you labled as a "climate skeptic," perhaps enough to get you excommunicated as a "climate denier." Landsea resigned from the UN's Intergovernmental Panel on Climate Change in 2005 because he felt it had become politicized and was ignoring the science. Yet somehow he remains the leading hurricane expert in the US, despite his "shoddy" science. Landsea attacked three specific datasets that are often used by global warming alarmists to show that the warming of the earth will have terrible consequences for human-kind: 1) the frequency of storms; 2) the intensity of storms and; 3) the economic damage of storms. In each data subset he showed that apparent increases in storm activity or effect can be ascribed to advances in technology or development that skew the data rather than a real increased frequency or effect of storms. For example, Landsea shows that as we have gotten better at monitoring the number of storms over the last 100 years because of new technology like satellites, the number of storms that we have been able to observe has gone up, not the number of storms as a whole. “In 1911, there were no satellites, no aircraft reconnaissance, no radar, no buoys and no automated weather stations,” writes Landsea. “Indeed, it was only two years previous, that the very first ship captain stuck in a hurricane aboard his ship was able to use a two-way radio to let people back at the coast know that a hurricane was out over the ocean.” Prior to that hurricane monitoring relied on a few ships in the Atlantic and the Caribbean so “[i]t would appear that the hurricane database would have some very large gaps in both numbers of cyclones and their peak winds as one went further back in time.” To test the theory Landsea looked at storm data from the “Open Atlantic” where satellites and air reconnaissance would better be able to count storms and at storms that were very short-lived-called “shorties”- which were likely missed previously. Both sets of data tended to confirm that storm data is more incomplete the farther back you reach in time. “So removing the shorties and adding in the estimated number of missed medium-to-long lived storms reveals quite a different picture regarding the long-term changes,” says Lansea, “Instead of a doubling in the number, the frequency of these storms is flat over the time period of a century as seen in the blue trend line.” Additionally, Landsea points out that the severity of storms is likely to be negligible as well as a result of global warming: “the increase in hurricane winds are on the order of 1-2 mph” for a Category Five hurricane like Katrina. Increased economic costs should be attributed to more valuable real estate along the cost along with increase settlement and population density. A better way of predicting tropical storm and hurricane activity says Landsea would be to look at the Atlantic Multidecadal Oscillation. “When the Atlantic is in a warm phase [of the oscillation], not only are the waters warmer by ~ 1/2°F (~1/4°C), but the atmosphere has more moisture, less wind shear to tear incipient hurricanes apart, and more vigorous and plentiful thunderstorms that fuel the cyclones. Conversely, in the cool phase of the Atlantic Multidecadal Oscillation, the waters are slightly cooler and the atmosphere is drier, has more inhibiting wind shear, and cannot sustain the thunderstorm activity as readily. The warm phase of the Atlantic Multidecadal Oscillation occurred during the 1870s to the early 1900s, the late 1920s to the late 1960s, and from 1995 onward. Conversely, the cool phase occurred during the 1850s and 1860s, the mid-1900s to the mid-1920s, and the early 1970s to 1994. “ The warming and cooling phases give us “nearly an exact match to the adjusted number of tropical storms, adjusted hurricanes, U.S. hurricanes, and normalized U.S. hurricane damages.” Other findings by Landsea: Overall Tropical Storm and Hurricane Changes Due to Global Warming by 2100 Frequency: Numbers may see a moderate decrease (~25%) Wind (Intensity): Small increase (~3% stronger) Storm Surge: Small increase (~3% higher) produced by the hurricane (but also must add on additional amount from overall sea level rise) Rainfall: Moderate increase per cyclone (~10% within ~325 km [200 mi]), but reduced overall numbers may offset increase per cyclone Genesis Location/Track: Somewhat uncertain, but no indications of large changes In 2007, Intergovernmental Panel on Climate Change "settled" all the science for us by saying that “Anthropogenic forcing [man-made global warming for all of us non-government funded entities] contributed to the increase in frequency of the most intense tropical cyclones since the 1970s.” But as Landsea points out: “Finally, one can go back further in time with reliable estimates of numbers of hurricanes and major hurricanes by only evaluating those that made landfall. For the United States, current records extending back to 1851 show no trend in either the number of U.S. hurricanes or the number of major U.S. hurricanes.” So, as Al Gore was saying, so glad they settled the science for us. But the bigger question still remains: What do you do with a theory of weather that has no discernable effect on the, um…weather? 

No Impact – AT: Water Wars
There’s no statistical precedent for water wars and adaptation and cooperation solve – star this card

Katz, 11 David Katz, faculty member at the University of Haifa's Department of Geography and Environmental Studies, where he teaches courses in environmental and resource economics, water management, and economic and political geography.  He also serves as an adjunct lecturer at Tel Aviv University's Recanati School of Management and Porter School for Environmental Studies, where he teaches courses on economics of the environment and natural resources and on corporate environmental strategy. “ Hydro-Political Hyperbole: Examining Incentives for Overemphasizing the Risks of Water Wars,” written in Global Environmental Politics, February 2011 http://www.bupedu.com/lms/admin/uploded_article/eA.726.pdf Accessed 6/23/12 BJM

Critiques of the Water War Hypothesis A number critiques have been leveled against both the theory and the empirical evidence behind the water wars hypothesis. One critique of the environmental security literature, of which much of the published material on water wars is guilty, is that warnings and threats of future violence are often considered as evidence. 28 Statements from the 1980s that the next war in the Middle East will be over water have already proven false. Research has shown, however, that even the more general predictions of imminent water wars that are based on comments by officials may be suspect. Leng, for instance, found no correlation between the frequency of threats of war and the onset of war. 29 Examining conºict and cooperation over water resources, Yoffe and colleagues noted over 400 incidents of water-related verbal exchanges by political figures between 1948 and 1999 that were conflictual in nature, but only 37 instances of violent conflict of varying levels of intensity. Thirty of these were from the Middle East, none were more recent than 1970, none were all-out wars, and in none was water the central cause of conflict. 30 Proponents of water war scenarios often premise their dire conclusions on the fact that water is essential for life and non-substitutable. 31 Yet water for basic needs represents a small share of total water use, even in arid countries. 32 Economists and others point out that over 80 percent of world freshwater withdrawals are for the agricultural sector, a relatively low-value use and one in which large gains in efficiency could be made by changes in irrigation techniques and choice of crops. Thus, economic critiques of the water war hypothesis stress that the value of water that would be gained from military conºict is unlikely to outweigh the economic costs of military preparation and battle, much less the loss of life. 33 Some authors have even questioned the empirical basis for the conclusion that freshwater is increasingly scarce, 34 an assumption on which the water war hypothesis relies. Such a “cornucopian” view claims that people adapt to scarcity through improvements in technology, pricing, and efficiency—rendering water less scarce, not more so. Perhaps the strongest case against the likelihood of water wars is the lack of empirical evidence of precedents. Wolf found only one documented case of war explicitly over water, and this took place over 4500 years ago. 35 Moreover, he could document only seven cases of acute conflict over water. Yoffe and colleagues also found that armed conflict over water resources has been uncommon. 36 They found that cooperation was much more common than conºict, both globally and in all world regions except the Middle East/North Africa. This pattern may explain why only a limited number of case studies of water conflict are presented in the water wars literature. Analysts have criticized environmental security arguments that are based on case studies because such works tend to have no variation in the dependent variable. 37 Many large sample statistical studies have attempted to address such shortcomings, however, in several cases these studies too have come under fire. For instance, a number of large-sample statistical studies found correlations between water-related variables and conflict, however, few, if any, provide convincing support for causal relationships. Moreover, several studies found that water availability had no impact on the likelihood of either domestic or international conflict, 38 including at least one study that attempted to replicate earlier studies that claimed to have found such correlations. 39 Moreover, the results of several studies that do find correlations between water and conflict are either not robust or are contrasted by other findings. For instance, Raleigh and Urdal found that the statistical significance of water scarcity variables is highly dependent on one or two observations, leading them to conclude that actual effects of water scarcity “are weak, negligible or insignificant.” 40 Jensen and Gleditsch found that the results of Miguel and colleagues are less robust when using a recording of the original dataset. 41 Gleditsch and colleagues found that shared basins do predict an increased propensity for conflict, but found no correlation between conflict and drought, the number of river crossings, or the share of the basin upstream, leading them to state that “support for a scarcity theory of water conflict is somewhat ambiguous.” 42 

Treaties solve water wars

Tir and Stinnett, 12  Jaroslav Tir, associate professor of international affairs in the University of Georgia School of Public and International Affairs, Jaroslav Tir is a specialist in international relations as well as war and international conflict.  Douglas M Stinnett, Ph. D, professor of International affairs at UGA. “Weathering climate change: Can institutions mitigate international water conflict?”  Journal of Peace Research 49(1) 211–225. http://jpr.sagepub.com.proxy.lib.umich.edu/content/49/1/211.full.pdf+html Accessed 6/24/12 BJM

Transboundary river treaties and international conflict While this study is motivated by the premise that water scarcity can contribute to militarized international conflict, we echo some of the skepticism regarding the ‘water wars’ scenario. As Salehyan (2008) observes, proponents of the deterministic view that environmental scarcity leads to armed conflict tend to overlook the role of human agency and the moderating effects of institutions. International institutions, in particular, are one important factor that helps explain why international conflicts over water are comparatively rare. Rather than simply being the opposite of conflict, formal international cooperation is one method for managing transboundary water sources and thereby preventing the emergence and escalation of international water disputes. We thus view international institutions as critical explanatory variables that have been largely overlooked in many discussions of international water conflict. 5 International treaties have become an increasingly common means of managing transboundary rivers. International organizations, such as the United Nations and World Bank, often advocate the formation of river treaties. In the case of tensions in the Aral Sea basin, for example, the UN Secretary General has recommended a formal international accord to better manage the rivers feeding the Aral Sea (Heintz, 2010). This trend has been reflected in recent academic research investigating the conditions leading to river treaty formation (e.g. Tir & Ackerman, 2009; Stinnett & Tir, 2009; Tir & Stinnett, 2011). River treaties can specify how the river will be shared, set water quality targets, determine acceptable water withdrawal rates, or balance navigation, water level, and water quality needs; this will, in turn, help minimize the stresses placed on the river and make use more effective in the long run. By helping to resolve the underlying problems that occur because of the competing use of rivers – and which are likely to be exacerbated by increased water scarcity – treaties can alleviate political tensions and reduce international conflict (Wolf, Yoffe & Giordano, 2003). 

(note – all the impact D below this point including the 2NC cards assume water shortages in a world of climate change)

Multiple stipulations in international agreements mitigate the risk of climate induced water conflicts

De Stefano, et. al, 12  Lucia De Stefano, Expert in Soil & Groundwater and Geologist at Oregon State University, “Climate change and the institutional resilience of international river basins,” Written in Journal of Peace Research, 2012 49: 193 http://jpr.sagepub.com.proxy.lib.umich.edu/content/49/1/193.full.pdf+html Accessed 6/23/12 BJM

Institutional sources of resilience to climate change Recent research has found that while an international water agreement may not necessarily prevent the emergence of country grievances, these grievances usually result in negotiations (or peaceful management) when an agreement already governs the basin (Brochmann & Hensel, 2009). Institutions such as international water treaties can contribute to transparency, decrease the transaction costs of cooperation, and clarify expectations among the parties, thus stabilizing hydropolitical relations (McCaffrey, 2003: 157). While a handful of empirical works have studied the general phenomenon of water treaty signature (Espey & Towfique, 2004; Song & Whittington, 2004; Tir & Ackerman, 2009; Dinar, Dinar & Kurukulasuriya, 2011), less research has examined the institutional components such treaties embody in a global context (Stinnett & Tir, 2009). The presence (absence) of institutional stipulations may further reflect on the resilience of treaties, given water variability and climatic change (Gleick, 2010). The international relations and hydropolitics literature has shed insight into which mechanisms could possibly enhance treaty resilience and cooperation. Guided by the availability of global data as to the existence of particular stipulations and buttressed by existing analysis in the literature, we consider the presence of (a) water allocation mechanisms, (b) variability management mechanisms, (c) conflict resolution mechanisms, and (d) river basin organizations. While we have elected to concentrate on only four major stipulations, we recognize that additional stipulations may add to resilience. Side-payments and issue-linkage, for example, may act as a contract enforcing mechanism specifically in asymmetric contexts (LeMarquand, 1977; Bennett, Ragland & Yolles, 1998; Dinar, 2006). Our underlying assumption is that the existence of these four institutional stipulations provides a valid first approximation at the global scale of the institutional resilience of transboundary basins to present and future climate change-induced water variability. Below we discuss these four major components. While these stipulations are quite distinct, in some cases one single treaty provision can include information on two different stipulations. For example, it is possible that an allocation mechanism also includes specific stipulations for variability management. In that case we will consider the mere presence of an allocation mechanism as one positive feature of the agreement, and the existence of explicit references to flow variability management as another asset of the treaty.

No Impact – AT: Water Wars – Allocation Solves
Allocation mechanisms provide treaties with the flexibility to manage water shortages 

De Stefano, et. al, 12  Lucia De Stefano, Expert in Soil & Groundwater and Geologist at Oregon State University, “Climate change and the institutional resilience of international river basins,” Written in Journal of Peace Research, 2012 49: 193 http://jpr.sagepub.com.proxy.lib.umich.edu/content/49/1/193.full.pdf+html Accessed 6/23/12 BJM

Allocation mechanism The presence of allocation mechanisms in agreements pertaining to water quantity and even hydropower may suppose greater certainty in the water sharing among riparian countries (as opposed to allocation uncertainty), which could be preferable in the context of climate uncertainty. Drieschova, Giordano & Fischhendler (2008), for example, enumerate a variety of stipulations including direct and indirect allocation mechanisms and general principles for allocation. Direct allocation includes stipulations that divide specific water quantities among the protagonists (see, for example, Cooley et al., 2009). Indirect allocations can include such stipulations as consultations or prioritization of uses, while general principles can include stipulations such as equitable utilization or needs-based approaches (Drieschova, Giordano & Fischhendler, 2008; Wolf & Hamner, 2000). Many of the above-cited authors seem to agree that in light of climatic change, treaties that exhibit flexibility are likely to be more suitable for dealing with water variability. Nevertheless, the authors all seem to have slightly different definitions of how flexibility may be operationalized in an international treaty. Drieschova, Giordano & Fischhendler (2008) suggest that a more flexible water allocation mechanism is one that divides water by percentage (as opposed to fixed amounts). Despite the advantages of this more flexible mechanism, Drieschova, Giordano & Fishhendler recognize that any direct allocation mechanism is sometimes buttressed with additional indirect mechanisms that also have some built-in flexibility, because they implicitly recognize that water availability may change and therefore establish the process for which allocations will be determined. McCaffrey (2003) argues that flexible allocation mechanisms are those that recognize that water allocations may have to be reduced due to water availability in particular circumstances. Finally, Cooley et al. (2009) emphasize allocations that specify that an upstream riparian deliver a minimum flow to a downstream riparian and, like McCaffrey, praise mechanisms that permit countries in specific situations to make up owed water allocations in a future period when more water is available. Because treaties may include a range and combination of stipulations that jointly achieve flexibility (in a context of water variability), it is often difficult to assess agreements for their flexibility in a uniform fashion. Moreover, the effectiveness of the particular allocation mechanisms can vary widely due to the influence of local context and hydrological regime, making it difficult to establish a general rule on which specific allocation stipulations are more suitable (relative to others) to deal with water variability. For these reasons, we assume that it is the general presence of allocation stipulations, as opposed to treaties that neglect to codify any allocation division at all, that may contribute to institutional resilience of a basin in light of water variability.
No Impact – AT: Water Wars – Variability
Variability management stipulations allow effective mitigation of the effects of water shortages

De Stefano, et. al, 12  Lucia De Stefano, Expert in Soil & Groundwater and Geologist at Oregon State University, “Climate change and the institutional resilience of international river basins,” Written in Journal of Peace Research, 2012 49: 193 http://jpr.sagepub.com.proxy.lib.umich.edu/content/49/1/193.full.pdf+html Accessed 6/23/12 BJM

Variability management Variability management stipulations are designed to deal with climatic extremes such as droughts and floods or other specific variations. Such extreme events inflict severe damage on the environment and populations resulting in both tangible and intangible effects (Bakker, 2006). Variability thus increases the demand for infrastructure development and the need to manage water demand and supply (Global Water Partnership, 2000). The mere existence of such stipulations implies that the treaty parties not only acknowledge the temporal variability of water availability but may also better prepare basin states to deal with extreme events. The literature points to a number of specific treaty mechanisms that enhance resilience to drought. Combined with some of the allocation mechanisms discussed above, authors have pointed to immediate consultations between the respective states, stricter irrigation procedures, water allocation adjustments, specific reservoir releases, and data sharing (McCaffrey, 2003; Turton, 2003). Examples of treaties that have stipulated these mechanisms in some form include the 1996 Ganges River Agreement, the 1997 Cuareim River Agreement, the 1970 Lake Lanoux Agreement, and the 1989 Vuoksi River/Lake Saimaa Agreement. Pertaining to flood issues, the establishment of specific flood-control mechanisms is likewise important. Examples of specific stipulations to mitigate floods include transboundary warning systems, information exchange, the construction of reservoirs and levees, floodwalls, channelization, and the regulation of land use (Rossi, Harmanciog˘lu & Yevjevich, 1994). In her study of transboundary flood and institutional capacity, Bakker (2009) finds that, on average, death and displacement tolls were lower in the basins with flood-related institutional capacity (which included flood-related treaty mechanisms). Based on the above discussion, we expect that treaties that stipulate specific variability management mechanisms (whether they are intended for drought or flood mitigation), as opposed to those that do not stipulate such mechanisms, will bode better for treaty resilience, especially in the context of variability.
No Impact – AT: Water Wars – No Escalation
Conflict resolution mechanisms in existing water treaties prevent escalation 
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Conflict resolution Conflict resolution mechanisms, such as third-party involvement or arbitration, could prove invaluable, especially when there are conflicting interpretations of the agreement or when the actions of one country are perceived to negate the agreement’s conditions (Global Water Partnership, 2000). Conflict resolution mechanisms also provide a forum for discussing resource and environmental changes not envisioned in the treaty (Drieschova, Giordano & Fishhendler, 2008). The extent to which a treaty stipulates how disputes are to be resolved among the parties relates to the level of confidence the parties may have that their concerns will be met in a fair and safe environment. The 1992 Agreement between South Africa and Swaziland pertaining to the Maputo and Incomati Basins, for example, stipulates three stages of dispute resolution including direct negotiations between the parties, an arbitral tribune, and a United Nations appointed arbitrator. As mentioned before, historically, extreme events of conflict over water have been statistically somewhat more frequent in regions characterized by high interannual hydrologic variability. Therefore, the existence of established conflict resolution mechanisms can be crucial for assuaging tensions that may arise during extreme climatic events and in a context of climate uncertainty. River basin organizations Joint commissions, governing councils, directorates, or river basin organizations (which we herein refer to collectively as RBOs) may also contribute to resilience. According to Chasek, Downie & Brown (2006) regime effectiveness may be at the heart of the success of treaties and institutions. Effectiveness, according to Haas, Keohane & Levy (1993), implies that there exists a hospitable contractual environment (among other necessary conditions). This environment, in turn, provides states with the ability to negotiate with reasonable ease, comply with the treaty’s tenets without fear that others are cheating or free-riding, monitor each other’s behavior, and enforce decisions (see also Susskind, 1994). Depending on their form and function, RBOs can provide such a medium for achieving effectiveness and an appropriate environment for facilitating cooperation (Dombrowsky, 2007). In addition to being mandated with implementing any treaty obligations and proposing future water plans, projects, and models (Cooley et al., 2009), the RBO is often entrusted with a monitoring mandate (e.g. 1995 Agreement over the Mekong River). As implied above, monitoring stipulations are particularly important since states often fear that fellow states to an agreement may cheat or free-ride (Keohane & Martin, 1995). A conflict resolution mandate, while more often delegated to an external agency (see above), is sometimes consigned to the RBO at least as a first phase of dispute settlement (e.g. 1998 Agreement over the Zarumilla River). Enforcement mechanisms, when they are directly present in a given water treaty, are also undertaken by the RBO (e.g. a Governing Council in the case of the 1973 Agreement between Brazil and Uruguay over the Parana River). In her study of the Indus Basin, for example, Zawahri (2009) finds that the joint commission established has essentially played an invaluable role in the Indus Waters Treaty’s implementation since 1960. According to Zawahri, it is in large part due to the overwhelming success of the joint commission to negotiate, monitor, and manage the Indus regime that stable cooperation over water has existed between the two riparians since the treaty’s inception. Along the lines of this example, we expect that basins equipped with a transboundary RBO will deal better with present and projected water variability.
No Impact – AT: Water Wars – Third Party
Provisions for third party management of water treaties ensure peaceful conflict resolution

Tir and Stinnett, 12  Jaroslav Tir, associate professor of international affairs in the University of Georgia School of Public and International Affairs, Jaroslav Tir is a specialist in international relations as well as war and international conflict.  Douglas M Stinnett, Ph. D, professor of International affairs at UGA. “Weathering climate change: Can institutions mitigate international water conflict?”  Journal of Peace Research 49(1) 211–225. http://jpr.sagepub.com.proxy.lib.umich.edu/content/49/1/211.full.pdf+html Accessed 6/24/12 BJM

 Conflict management To cope with disagreements among signatories, some river treaties specify a variety of formal procedures for dispute management. The Permanent Indus Commission, for example, is responsible for resolving disputes between India and Pakistan over the implementation of the Indus Waters Treaty. Disputes are managed primarily through regular meetings of the officials that make up the two national sections of the Commission (Zawahri, 2009b). At the opposite end of the spectrum lie mandates for binding arbitration or adjudication by an existing international institution. For example, Hungary and Slovakia have resorted to the ICJ to resolve a dispute involving a 1977 treaty governing water infrastructure projects on the Danube (McCaffrey, 2003). Dispute resolution provisions can address different sources of noncompliance, including those related to anticipated consequences of climate change. A formal process of resolving disputes can address overt cheating by raising the visibility of noncompliance (Abbott & Snidal, 2000). By increasing the costs of violations – some of which may appear particularly tempting due to the effects of climate change (e.g. unilaterally increase withdrawal rates to compensate for lack of water due to a number of dry years) – dispute settlement mechanisms can improve compliance. Conflict management institutions can also address disputes over an agreement’s exact obligations. If climate change causes changes to a river system that were not envisioned at the time of the treaty signing, such as lower flow or greater seasonal variation, then these conditions will make the treaty less effective and increase the risk of conflict. In these circumstances, provisions in a treaty for dealing with unforeseen conditions will become important for preventing conflict. The rulings of a third-party arbitration panel, court, or even informal mediation through a secretariat or intergovernmental body can clarify the terms of a treaty (Chayes & Chayes, 1995). This enhances compliance by limiting the occurrence of unintended violations that result from treaty ambiguities or changed circumstances. 
No Impact – AT: Water Wars – Enforcement
Enforcement mechanisms in existing water treaties prevent violent dispute
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Enforcement provisions Formally specified procedures for enforcement can improve a treaty’s ability to prevent and deal with disputes in multiple ways. First, the reduction in the transaction costs of punishing cheaters increases the costs of non-compliance and deters violations – and thus supports the decentralized self-enforcement of an agreement by its signatories (Keohane, 1984). Furthermore, sanctioning according to the rules laid out in an international agreement will be seen as more legitimate than direct, unilateral retaliation by an aggrieved state; punishments seen as legitimate will help prevent dispute escalation and relations from collapsing in a spiral of retaliatory and counter-retaliatory measures. Finally, even in the absence of strong punitive sanctions, institutionalized enforcement procedures can deter violations by increasing the reputational consequences of non-compliance by disseminating information. 216 journal of PEACE RESEARCH 49(1)If climate change introduces a host of unexpected shocks to the relationship between riparian states, then the frequency of both intentional and unintentional defection is likely to grow. Enforcement provisions can help force states to comply with the agreement while coping with the changes, punish cheaters to assure broader compliance, and manage disputes so that the mutually-retaliatory, escalating conflicts are avoided. 
No Impact – AT: Water Wars – Gov Solves
Intergovernmental organizations provide effective conflict resolution and clarification to existing river treaties
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Intergovernmental organizations Lastly, some river treaties delegate authority to new or existing intergovernmental bodies. These organizations vary widely in their structure and functions. An example of a complex organization is the Mekong River Committee, which consists of the Secretariat, a permanent executive; the Joint Committee, which makes technical decisions and oversees the Secretariat; and the Council, which is composed of representatives from each member state and has the authority to make policy decisions. Some organizations also include technical committees made up of engineers and other experts, responsible for daily operations. These bodies include the Permanent Indus Commission, the Israel–Jordan Joint Water Committee, and the International Joint Commission for rivers shared by Canada and the United States. Finally, simpler organizations are basically consultative committees that facilitate diplomacy. Intergovernmental bodies can help manage disputes through several different means. In the event that treaty violations occur, intergovernmental bodies, as centralized venues for communication and diplomacy, will enhance the reputational consequences of noncompliance and thus help sustain cooperation over time (Keohane, 1984). By facilitating diplomacy between member states, intergovernmental bodies can also help clarify the understanding of an agreement’s obligations and prevent the escalation of disputes. For technical committees, conflict management is enhanced by the fact that water experts, engineers, and regulators from member states will often address issues in a nonpolitical manner. For example, the success of cooperation on the Komati River in southern Africa under the Komati Basin Water Authority has been attributed to the fact that most issues have been addressed by technical experts, rather than at a political level (Keevy, Malzbender & Petermann, 2009). Finally, intergovernmental organizations can address shortfalls in technical or economic capacity by coordinating national efforts through a centralized administrative structure and by pooling members’ technical capacities (Abbott & Snidal, 1998). All these functions will enhance treaty signatories’ ability to weather the water-related effects of climate change while keeping their relationship from devolving toward violent confrontations. As climate change introduces new challenges and unanticipated scenarios, river treaties supported by intergovernmental organizations will be better able to enhance the signatories’ technical capacity, promote treaty compliance, deter violations, and provide unbiased interpretation of signatories’ obligations. 

No Impact – AT: Water Wars – Monitoring Solves
Monitoring capabilities enable greater transparency of river data, preventing cheaters and more effectively enabling water allocation
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Monitoring Formal treaty provisions mandating collection and sharing of river data, such as flows, can improve the functioning of river agreements. Given the complexities of transboundary river systems and the natural variability in river conditions, assessing treaty compliance often requires highly specialized and detailed data (Elhance, 2000; Dombrowsky, 2007). This uncertainty will be exacerbated by climate change; for example, reduced flow can be caused by drought rather than excessive diversion by the upper riparian. In addition, hydrological data can be difficult and costly to collect, especially for developing countries (Elhance, 2000). Greater transparency and data sharing can reduce fears that the other parties are violating the treaty, though it is certainly no panacea (Feitelson & Chenoweth, 2002). This function of formal monitoring will be even more important if climate change reduces total annual river flow or flow during the critical dry-season. In such cases, better information will help the parties distinguish between the effects of climate change versus the actions of other riparians and provide the basis for addressing water-related consequences of climate change in a comprehensive manner. In other cases, a signatory may be deterred from temptation to cheat because the likelihood of being caught is greater. Finally, provisions for coordinated monitoring can help address capacity limitations by sharing these costs. 

Regulatory institutions ensure compliance
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 River treaty design and conflict management Our central expectation is that river treaties that utilize formal institutions will be more likely to prevent riparian conflicts and alleviate the deleterious consequences of water scarcity for international security. This expectation is based on two related causal logics. First, international institutions help make treaties more effective at preventing conflicts by minimizing the various causes of noncompliance listed above, including those that are generated or exacerbated by the consequences of climate change. For instance, specific institutional provisions can help monitor behavior, facilitate enforcement, resolve disagreements over treaty obligations, and help boost the capacity of member countries. In the event of growing scarcity, better treaty compliance will help preserve available water provided by the corresponding river. This will lessen the stress placed on the river and minimize the temptation to engage in unilateral river diversion. Second, in the event that disputes emerge between signatories, institutions can prevent escalation by facilitating conflict resolution. If climate change, by placing countries in conditions of increasing water scarcity, generates new or intensifies existing conflicts between riparian states, highly institutionalized treaties will be better able to diffuse such situations than their less institutionalized counterparts. We focus on four specific institutional features of river treaties. Among treaties signed between 1950 and 2000, taken from the International Freshwater Treaties Database (Hamner & Wolf, 1998), 72% contain at least one institutional provision. The remainder of this section discusses each institutional feature in detail, namely, monitoring provisions (found in 47% of the treaties), enforcement (7%), conflict management (35%), and delegation of authority to an intergovernmental organization (35%). 

No Impact – AT: Water Wars – Author Indict
Scientists have an agenda to overstate the impacts of water wars, hold all of their evidence suspect
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 Incentives Presented in Existing Literature Observers have noted that various actors may have incentives to stress or even exaggerate the risks of water wars. Lonergan notes, for instance, that in “many cases, the comments are little more than media hype; in others, statements have been made for political reasons.” 49 Beyond mere acknowledgement of the possibility of such incentives, however, little research has attempted to understand what these incentives are and how they may differ between actors. An understanding of the different motivations of various groups of actors to stress the possibility of imminent water wars can help explain the continued seemingly disproportionate popularity of such messages and help to evaluate such warnings more critically. Mueller offers a general explanation for a focus on violence in public discourse by postulating that, following the end of the Cold War, policy-makers, the press, and various analysts seek to fill a “catastrophe quota.” 50 According to this theory, various actors seek out new areas of potential violence to justify fears that had become commonplace during the Cold War period. Simon, while not specifically addressing environmental conflict, suggests four possible reasons for academic researchers to offer what he claimed were overly gloomy scenarios resulting from resource scarcity. 51 The first reason is that international funding organizations are eager to fund research dealing with crises, but not work that produces good news. The second is that bad news sells more newspapers and books. The third is a psychological predisposition to focus on bad news or worst-case scenarios. The fourth is a belief that sounding alarm bells can mobilize action to improve environmental issues. Haas offers two reasons why “exaggerated beliefs about resource scarcity and their possible threats to environmental security persist.” The first is “the absence of any consensual mechanism for reconciling inter-discourse (or interparadigm) disputes.” This, Haas argues, allows for ideological disputes to con- tinue unresolved. “The second reason is the elective affinity between environmental and security discourses on the one hand, and other dominant discourses in social discussions . . . on the other hand. Consequently self-interested political actors can borrow from discourses that are similar in their ontology and structure and that justify pre-existing political ambitions.” 52 Trottier, addressing the risks of water wars specifically, suggests that certain private-sector actors in the water industry may stress the risks of water wars in order to promote waterrelated infrastructure.

Your authors overstate the risk of water wars – multiple warrants
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 Raise the Profile of Water-related Development or Environmental Needs: Several observers have noted that the process of securitization of issues is a strategic practice done in a conscious way to achieve specific goals, which need not be security-related. 54 Grifªths noted that “the rhetoric of security is used to attract attention to new concerns.” 55 A desire to bring attention to aspects of water management that may otherwise be deemed as less deserving of attention or funding is an incentive common to all actors examined in this study. Raising the specter of war can draw attention to issues such as inequitable allocation, sanitation, pollution, or other environmental or development concerns that may not otherwise be on many people’s political agendas. By tying their primary cause to conflict over water, actors increase their visibility and offer those who sympathize with their mission an additional reason to offer support or take action. Of the actors discussed herein, NGOs, which often have public education and awareness-raising as goals, face perhaps the strongest incentive to emphasize the risks of water wars in order to raise the profile of water-related development or environmental goals they are championing. On the ªrst page of a report on improving access to water in poor communities, for instance, the NGO CARE, an organization dedicated to “ªghting global poverty,” 56 states in bold letters that “conºicts over water are predicted to contribute to most wars in the future.” 57 The British-based NGO World Development Movement provocatively named its water campaign “Stop Water Wars,” though the primary goals of the campaign are advocacy in support of provision of basic water and sanitation services to the poor and opposition to privatization of the water industry. 58 Other actors also may highlight the risks of water wars in order to bring attention to other environmental goals. Several books and articles have the phrase “water war” in the title, although actual discussion of violent conºict over water represents a relatively minor focus of the texts, with the bulk being dedicated to various water management issues. 59 The intent of such works appears to be an effort to raise attention to some aspect of water management. Risk of violent conºict is used as a motivational device to highlight the potential dangers of failing to take action. Policy-makers, too, may attempt to “securitize” water in order to bring attention to water management issues. For instance, former US Senator Paul Simon warns of water wars in a book on water policy. 60 British diplomat John Ashton, the United Kingdom’s “Climate Ambassador,” reportedly said that global warming should be recast as a security issue to help mobilize support for cuts in global greenhouse gas emissions. 61 While the previous comment addressed climate change in general rather than water shortages speciªcally, such a rationale seems reasonable in explaining declarations concerning water wars made by other ofªcials in government and at bodies such as UNDP and UNESCO, which are formally charged with development and educational issues, not conºict resolution, and which make such declarations in reports that primarily focus on other aspects of water or environmental management. 62 Raise the Profile of the Author or Organization: Similar to the desire to draw attention to a cause, framing water issues in a security context can be a means of raising the profile of an organization or author. Again, this incentive is probably most dramatic for NGOs. Many observers have noted that NGOs and other “non-elites” can face serious challenges in attracting attention. Some have resorted to “exceptionally strange or violent acts as a substitute for their lack of status or resources” in order to attract the media’s eye. 63 However, as some have noted, while “the benefit of outlandish behavior is media attention, the price is that you get stuck in this role or caricaturization.” 64 In order for their organization and message to be taken more seriously, many environmental organizations have moved away from such tactics. 65 Increasing the severity of their message is one tactic to attract attention while toning down behavior. In the case of academics, connecting water to security also offers researchers a way to raise the profile of their work, given the salience of security issues in high-level policy circles and with the general public. Doing so increases the potential to gain access to policy-makers and the media. There is some evidence that water research stressing conflict potential may be more likely to be published. 66 Furthermore, combining environmental and security issues expands the number and types of journals in which academics can publish. Moreover, by gaining exposure to audiences outside their particular field of expertise, researchers also expand possibilities for further research collaboration. Expand Pools of Available Funding: Several actors face financial incentives to reference the possibilities for water wars. Conflict can affect terms and levels of investment. There is some evidence to support Trottier’s claim that certain private industry actors may stress the risks of war in order to encourage policy-makers to invest in water infrastructure. 67 A representative of a desalination facility un- der construction in Israel commented, for instance, that “unfortunately water is one of the reasons that create war. If you compare the cost of one F-16, it is more or less the cost of this desalination plant. I believe at the end of the day it will be much cheaper to solve conflict based on this type of plant than through buying new F-16s.” 68 The website of a developer of large bags that can be filled with water and towed quotes World Bank Vice President Ismail Serageldin’s statement that the next century’s wars will be over water and then claims that “Waterbag technology will have a direct impact on the Peace Process in the Middle East.” 69 Other types of actors also face financial incentives to stress risks of water wars. Many NGOs are engaged in a constant search for funding, as are many academics. Both NGOs and academics with a focus on environmental, development, or security stand to benefit by expanding their focus to include some aspect of environmental security, as adding additional ªelds increases the pools of funding available. This is especially true for those adding the security element to their core focus, given the large pools of funding frequently available for security issues. In addition, many NGOs use press coverage as evidence of their effectiveness in awareness-raising vis-à-vis current and future sources of funding. As already mentioned, stressing war can increase the likelihood of media exposure. Cite Signiªcant Statements by ‘Primary Definers’: The media and academic researchers may cite statements of policy-makers, regardless of their own personal beliefs as to the veracity of the claims, simply because they view statements by public officials as legitimate subjects of study. Elites, including political elites, are considered inherently worthy of media coverage. 70 Davis states that journalists are drawn to government and institutional sources in positions of power. 71 Also, the media rely on these policy-makers to provide expert knowledge. Thus, Davis concludes that the media grant offcials “primary definer” status. 72 The prospect of imminent water wars was first presented by authorities with such “primary definer” status. Once the notion was established, it has remained a popular theme in the press, despite subsequent empirical studies. Furthermore, if political leaders continue to make reference to the possibilities of water wars, the media can be expected to continue to report such comments, regardless of the state of research supporting or refuting such claims. Academic researchers, too, may choose to focus on statements of leading ªgures. Furthermore, because of the multitude of possible methodological approaches, the topic of water-based conºict invites numerous research studies. Even if such studies do not promote the water war hypothesis, they keep the issue alive in public affairs and academic circles. 

No Impact – AT: Water Wars – PTX Indicts
Political leaders have multiple incentives to overstate the risk of water conflict

Katz, 11 David Katz, faculty member at the University of Haifa's Department of Geography and Environmental Studies, where he teaches courses in environmental and resource economics, water management, and economic and political geography.  He also serves as an adjunct lecturer at Tel Aviv University's Recanati School of Management and Porter School for Environmental Studies, where he teaches courses on economics of the environment and natural resources and on corporate environmental strategy. “ Hydro-Political Hyperbole: Examining Incentives for Overemphasizing the Risks of Water Wars,” written in Global Environmental Politics, February 2011 http://www.bupedu.com/lms/admin/uploded_article/eA.726.pdf Accessed 6/23/12 BJM

Incentives to Political Leaders and Policy-makers Political leaders and policy-makers have several other, unique, reasons to voice water war risks. Indeed, given that research has shown that public threats are more often met with defiance rather than compliance, 73 other reasons may in fact be primary ones. Signal Coriparians that Water is Considered High-level Politics: Actors may use the language of securitization in order to elevate an issue from low to high politics. 74 Issues of water management are often considered technical or bureaucratic matters far from the realm of high politics, which traditionally has focused on security and economic development. Warning of risks of war over water can be a signal to a co-riparian country that their actions are being taken seriously. This may be done, for instance, to convince a country to refrain from a planned action or to induce it to engage in negotiations. While Fearon shows that offering non-credible threats is a dominated strategy, he also notes that in reality, such policies are often pursued. 75 For example, saber-rattling by Syria and Iraq towards militarily superior Turkey, including threats of war and mobilization of troops, were (unsuccessful) attempts to dissuade Turkey from developing dams upstream. Güner presents the use of threats of war over water as a signaling tactic by Turkey and Syria in a game-theoretic model. 76 Such use of threats of war may be an important signaling device even if parties recognize the likelihood of the threat being realized as minor. Signal Domestic Population: Political leaders may wish to signal not only to rival governments but to domestic constituencies as well. Putnam and others have noted that national political leaders are often engaged in two-level decision-making in which they must simultaneously attempt to balance domestic and international demands. 77 Fearon notes that signaling threats of war is often done with both domestic and international audiences in mind, and that this may be responsible for “half-hearted” signals that are less likely to be acted upon. 78 A public statement of willingness to fight for water rights is likely to send a signal to domestic constituencies that water rights are being taken seriously by the national government, or it may be issued with the intent of per suading a domestic audience to favor or oppose a particular political party or policy. In analyzing the “bellicose statements, even at the highest levels” of the Indian and Pakistani governments in the 1950s and 1960s, Alam suggests that . . . though the statements made by key decisionmakers in public may suggest a move towards war, the statements are used to generate domestic support for a political position. As seen in the Indus basin the political rhetoric did not match the governments’ actions which sought to resolve an international water dispute through cooperation . . . The experience from the Indus basin, therefore, throws into question whether public statements made for a domestic audience are truly indicative of a country’s intent to go to war over shared waters. 79 Many experts agree that accords over shared water resources between Israel and its neighbors are possible and need not be an obstacle to larger peace agreements. 80 Political officials and other parties opposed to territorial concessions, however, have often raised the risks of water wars among their reasons to maintain control of territory. 81 Often this belligerent rhetoric is directed towards internal audiences. In so doing, policy-makers can develop a constituency block to make concessions more difficult. Signal Third Party: Third parties often play a role both in mediating international disputes and in financing water development projects. Hensel and colleagues found that water scarcity was positively correlated with third-party assistance. 82 Warnings of war may be meant to influence these third parties. Iraqi threats against Syria in the 1970s spurred intervention by the Soviet Union and Saudi Arabia, who helped negotiate a settlement. At the time that Israeli Prime Minister Ariel Sharon issued warnings that continued diversions of waters of the Wazzani stream could spur military conºict with Lebanon, the diversions presented a very minor threat to the Israeli economy. 83 While Sharon may have been attempting to send a signal to Lebanese leadership, he may also have been attempting to engage a third party to mediate between Israel and Lebanon, with whom Israel has no direct diplomatic relations. Soon after the statements were made, US ofªcials became involved in the matter. They reportedly requested from the Israelis that messages should be transmitted through them and not through threats of military reprisals 84 and proceeded to negotiate an agreement between the sides. Threats of war are also likely to undermine possible credit options for na tions seeking to finance large-scale water projects. Thus, leaders may issue them in order to deter institutions from offering project finance or to influence the terms of projects being considered. Threats of violence were important in motivating World Bank efforts to help negotiate an agreement between India and Pakistan on the Indus River in the 1960s. 85 Reputedly, the Bank not only refused to fund projects while the river was being disputed, but also convinced India not to take on projects unilaterally until an agreement was negotiated. 86 Iraqi threats of military action against Turkey may have been intended not only to send a signal to Turkey, but also to the World Bank, which was contemplating funding of Turkish dams. 87 Risks of regional instability also may have been a factor dissuading international agencies and governments from ªnancing dams in Ethiopia. 88 Serve as Negotiating Tactic: Threats of war can be useful in extracting information that helps a state gauge the importance of an issue to a potential adversary or negotiating partner. 89 Policy linkage is common in water negotiations, 90 and threats of war may significantly up the ante in terms of expected concessions on non-water-related issues. Güner explained how threats of military acts between Syria and Turkey, while ostensibly over shared water resources, were likely an attempt to inºuence issues such as territorial disputes and separatist movements. 91 In 1993, Turkish Prime Minister Tansu Çiller sent a message to Syrian President Hafez al-Assad stating that there would be no solution to water disputes between the nations unless Syria prevented the Kurdish separatists from acting within its territory. Thus, despite the rhetoric, threats over water were an outcome of conºict over other issues, and likely used as an attempt to extract concessions on these other issues. 

No Impact – AT: Floods (North America) Impact
Their Analysis is Backwards – Flood Intensity Decreases During Warm Periods – Empirics Flow Negative

Idso et Al, 2k11 (Craig D. Idso, founder and chairman of the board of the Center for the Study of Carbon Dioxide and Global Change, Robert M. Carter, emeritus fellow and science policy advisor at the free market think-tank the Institute of Public Affairs and an adjunct professorial research fellow in earth sciences at James Cook University, S. Fred Singer, American physicist and emeritus professor of environmental science at the University of Virginia, Contributors: Susan Crockford (Canada) Joseph D‘Aleo (USA) Indur Goklany (USA) Sherwood Idso (USA) Madhav Khandekar (Canada) Anthony Lupo (USA) Willie Soon (USA) Mitch Taylor (Canada) Editors: Joseph L. Bast (USA), S.T. Karnick (USA), Diane Carol Bast (USA), “Climate Change Reconsidered” 2011 Interim Report Chapter 5, Online @ http://nipccreport.org/reports/2011/2011report.html ht)

The IPCC claims flooding has become more frequent and severe in response to twentieth century global warming. But it is important to establish whether floods are truly becoming more frequent or severe, and whether other factors might be behind such trends if they in fact exist. In this section we highlight studies addressing both questions. To test for long-term changes in flood magnitudes and frequencies in the Mississippi River system of the United States, Pinter et al. (2008) ―constructed a hydrologic database consisting of data from 26 rated stations (with both stage and discharge measurements) and 40 stage-only stations. Then, to help ―quantify changes in flood levels at each station in response to construction of wing dikes, bendway weirs, meander cutoffs, navigational dams, bridges, and other modifications, they put together a geospatial database consisting of ―the locations, emplacement dates, and physical characteristics of over 15,000 structural features constructed along the study rivers over the past 100–150 years. As a result of these operations, Pinter et al. write, ―significant climate- and/or land use-driven increases in flow were detected, but they indicate ―the largest and most pervasive contributors to increased flooding on the Mississippi River system were wing dikes and related navigational structures, followed by progressive levee construction. In discussing the implications of their findings, Pinter et al. write, ―the navigable rivers of the Mississippi system have been intensively engineered, and some of these modifications are associated with large decreases in the rivers‘ capacity to convey flood flows. Hence, it would appear man has indeed been responsible for the majority of the increased flooding of the rivers of the Mississippi system over the past century or so, but not in the way suggested by the IPCC. The question that needs addressing by the region‘s inhabitants has nothing to do with CO2 and everything to do with how to ―balance the local benefits of river engineering against the potential for large-scale flood magnification. In a study designed to determine the environmental origins of extreme flooding events throughout the southwestern United States, Ely (1997) wrote, ―paleoflood records from nineteen rivers in Arizona and southern Utah, including over 150 radiocarbon dates and evidence of over 250 flood deposits, were combined to identify regional variations in the frequency of extreme floods, and that information ―was then compared with paleoclimatic data to determine how the temporal and spatial patterns in the occurrence of floods reflect the prevailing climate. The results of this comparison indicated ―long-term variations in the frequency of Climate Change Reconsidered – 2011 Interim Report 126 extreme floods over the Holocene are related to changes in the climate and prevailing large-scale atmospheric circulation patterns that affect the conditions conducive to extreme flood-generating storms in each region. These changes, in Ely‘s view, ―are very plausibly related to global-scale changes in the climate system. With respect to the Colorado River watershed, which integrates a large portion of the interior western United States, she writes, ―the largest floods tend to be from spring snowmelt after winters of heavy snow accumulation in the mountains of Utah, western Colorado, and northern New Mexico, such as occurred with the ―cluster of floods from 5 to 3.6 ka, which occurred in conjunction with ―glacial advances in mountain ranges throughout the western United States during the ―cool, wet period immediately following the warm mid-Holocene. The frequency of extreme floods also increased during the early and middle portions of the first millennium AD, many of which coincided ―with glacial advances and cool, moist conditions both in the western U.S. and globally. Then came a ―sharp drop in the frequency of large floods in the southwest from AD 1100-1300, which corresponded, in her words, ―to the widespread Medieval Warm Period, which was first noted in European historical records. With the advent of the Little Ice Age, however, there was another ―substantial jump in the number of floods in the southwestern U.S., which was ―associated with a switch to glacial advances, high lake levels, and cooler, wetter conditions. Distilling her findings down to a single succinct statement and speaking specifically of the southwestern United States, Ely writes, ―global warm periods, such as the Medieval Warm Period, are times of dramatic decreases in the number of high-magnitude floods in this region [emphasis added] Looking at the other side of the continent, Villarini and Smith (2010) ―examined the distribution of flood peaks for the eastern United States using annual maximum flood peak records from 572 U.S. Geological Survey stream gaging stations with at least 75 years of observations. This work revealed, ―in general, the largest flood magnitudes are concentrated in the mountainous central Appalachians and the smallest flood peaks are concentrated along the lowgradient Coastal Plain and in the northeastern United States. They also found ―landfalling tropical cyclones play an important role in the mixture of flood generating mechanisms, with the frequency of tropical cyclone floods exhibiting large spatial heterogeneity over the region. They additionally write, ―warm season thunderstorm systems during the peak of the warm season and winter-spring extratropical systems contribute in complex fashion to the spatial mixture of flood frequency over the eastern United States. Of greater interest to the climate change debate, however, were their more basic findings: (1) ―only a small fraction of stations exhibited significant linear trends, (2) ―for those stations with trends, there was a split between increasing and decreasing trends, and (3) ―no spatial structure was found for stations exhibiting trends. Thus they concluded, (4) ―there is little indication that human-induced climate change has resulted in increasing flood magnitudes for the eastern United States. Much the same was reported for Canada by Cunderlik and Ouarda (2009). They evaluated trends in the timing and magnitude of seasonal maximum flood events across that country, based on pertinent data obtained from 162 stations of the Reference Hydrometric Basin Network established by Environment Canada over the 30-year period 1974 to 2003. In spite of the supposedly unprecedented warming over the period of time they studied, the Canadian researchers report finding ―only 10% of the analyzed stations show significant trends in the timing of snowmelt floods during the last three decades (1974–2003), and they say these results imply ―the occurrence of snowmelt floods is shifting towards the earlier times of the year, as would be expected in a warming world. However, they note most of the identified trends ―are only weakly or medium significant results, and they add ―no significant trends were found in the timing of rainfall-dominated flood events. With respect to flood magnitudes, the two scientists state the trends they observed ―are much more pronounced than the trends in the timing of the floods, but they note most of these trends ―had negative signs, suggesting that the magnitude of the annual maximum floods has been decreasing over the last three decades. In addition, they found ―the level of significance was also higher in these trends compared to the level of significance of the trends in the timing of annual maximum floods.
No Impact – AT: Malaria Impact 
Turn – Warming Decreases Malaria Virulence – Your Evidence Ignores Parasite Ecology

Corbyn, 2k11 (Zoë Corbyn, writer for Nature.com International Weekly Science Journal, “Global warming wilts malaria” December 21st, 2011, Online @ http://www.nature.com/news/global-warming-wilts-malaria-1.9695 ht)

A common assumption is that rising global temperatures will increase the spread of malaria — the deadly mosquito-borne disease that affects millions of people worldwide. But a study out today in Biology Letters finds that warmer temperatures seem to slow transmission of malaria-causing parasites, by reducing their infectiousness1. The study was done with rodent malaria, but the researchers, at Pennsylvania State University in University Park, expect the pattern to apply to human malaria and possibly to other mosquito-borne diseases such as dengue fever and West Nile virus. Studies predicting that warmer climates will increase malaria infections commonly assume that the disease-causing parasites will develop faster and that the ability of the mosquito to acquire, maintain and transmit the pathogen will remain constant. They conclude that as temperature rises, mosquitoes become infectious quicker and therefore malaria transmission increases. But the latest study shows that temperature has a more complex effect. As temperature rises, parasites do develop faster, but fewer of them become infectious. “It is a trade-off between parasite development and parasite survival,” says Krijn Paaijmans, an entomologist and study author. “And if you don't factor this in I think you come to the wrong conclusions.” To tease out the factors involved, Paaijmans and his colleagues incubated mosquitoes infected with Plasmodium yoelii, which causes rodent malaria, at 20, 22, 24 and 26 degrees Celsius for 5–14 days. The researchers then examined the salivary glands of the mosquitoes — where the parasite travels when it is mature — and found that the parasite developed more quickly in warmer temperatures. But they also found fewer sporozoites — the infectious form of the parasite — indicating that the mosquitoes were less infectious at higher temperatures. Although parasite development peaked at 26 ºC, malaria risk was higher at 24 ºC, because parasite survival rates peaked at a lower temperature of 22 ºC. “We see better potential transmission at these lower temperatures,” says Paaijmans, although he adds that the effect of temperature on other factors, such as mosquito biting rate, still needs to be explored. Paaijmans says that there are several possible explanations for why parasite survival falls as temperature increases: the parasite may not be able to cope with the higher temperatures, or mosquito immune systems may work better at warmer temperatures. Sarah Reece, a malaria researcher at Edinburgh University, UK, who reviewed the study but was not involved in the work, says that although interest in the effects of climate change on the transmission of malaria is increasing, details about the interactions between parasites and mosquitoes are often overlooked. “[This study] demonstrates the importance of paying attention to parasite ecology,” she says.
Malaria Declining in the Status Quo Despite Alarmism

Taylor, 2k11 (James Taylor, senior fellow for environment policy at The Heartland Institute and managing editor of Environment & Climate News, “Malaria Declining Despite Alarmist Climate Claims” October 4, 2011, Online @ http://news.heartland.org/newspaper-article/2011/10/04/malaria-declining-despite-alarmist-climate-claims ht)

Malaria cases are declining in Africa and globally despite the gradual increase in global temperatures, Anthony Watts explains in a new post on his meteorology/climate change website Watts Up With That? The decline in malaria cases is yet another instance of science and real-world facts contradicting global warming alarmism. A deadly rise in malaria cases is often forecast by alarmists as an imminent threat of global warming. In particular, alarmists often play the “Western guilt” card by claiming the poorest people in the poorest of nations will suffer the most from a malaria epidemic. Hardest hit of all will be people in African highlands who presently are protected from malaria by the altitude and related cool temperatures of their region, the alarmists claim. Watts reports that a new study in the science journal PLoS One notes that after more than a decade of rising temperatures in East Africa, the occurrence of malaria in the region has plummeted. “That’s right, despite rising temperature, malaria cases have bottomed out to historically low levels,” Watts explained.
No Impact – AT: Russian Economy
Turn – Warming Key to Russian Economic Growth

Korepin, 2k11 (Serge Korepin, research intern at the Russia and Eurasia Program at CSIS, “Might Russia Welcome Global Warming?” Center for Strategic and International Studies, August 11 2011, Online @ http://csis.org/blog/might-russia-welcome-global-warming ht)

[Be Careful When Reading This Card With No Warming Now Arguments]
Russia pays a price for this cold. Hill and Gaddy demonstrate that there is an accelerating drop in the efficiency of human and machine work as the temperature drops from freezing to -40 °C;2 in fact, sometimes it is too cold to work at all. In addition, as the temperature drops, wind has an increasingly negative effect: at -15 °C, a 20 mph wind quadruples the amount of time to perform a task.3 Writing on this topic in 1983, Victor Mote concluded “In an average year, total losses to the cold comprise 33% of all possible working time in the Soviet north.”4 Furthermore, cold causes damage to industries, human health, buildings, equipment, and infrastructure; at -15 °C high carbon steel breaks, at -25-30 °C unalloyed steel breaks, frost-resistant rubber is required. When temperatures hit -35-40 °C tin-alloy steel components shatter, all compressors stop work, standard steels and structures rupture en mass.5 These climate effects result in high maintenance and replacement costs. In addition to these efficiency costs, it is also expensive to live in the cold climates; for example, there are high heating and snow and ice removal costs. These costs affect Russia more so than other areas because communist planners have populated cities and built industries that are too big to be economically viable in the relative coldness of their locations.6 Thus, there is economic pressure because of the cold for many Russian cities to shrink (which has been difficult given the existing infrastructure of these cities). Russia’s increasing temperatures (which are probably the result of global warming) could relieve some the economic pressures that result from the cold climate. Warming will directly reduce the effects of cold on work efficiency in Russia and reduce adaptation costs. In fact, this is already happening. Rosgidromet (Russia’s Hydro-meteorology agency) stated in 2008 that average annual temperature in Russia has risen by 1.3 °C over the past 30 years and that winter temperatures in Siberia have increased 2-3 °C over the past 120-150 years.7 This is reflected in the agency’s estimate that there will be five fewer days that require heat in 2015 than in 2000. The agency also estimates that Russians could reduce heating costs by as much as 10 % by 2050. Russia will further gain from the warming of the ground and water in and around its territory. The UN sponsored Intergovernmental Panel on Climate Change predicted in 2001 that if average air temperature increased by 2-3.5 degrees, a quarter of the earth’s permafrost would melt.8 This is already happening; Greenpeace’s 2009 report on Russia states that over the past 35 years the southern boundary of permafrost has moved north by 18-25 miles in European Russia and 50 miles near the Urals. Rosgidromet predicts that by 2050 the permafrost boundary would shift north by another 95-125 miles. The retreat of permafrost will make extraction of raw materials easier; Victor Mote wrote; “In Siberia standard mining and excavation machinery may be used for only three to four months a year in northern Siberian tin and gold operations.9 In addition, most of Russia’s gas and oil comes from Arctic regions, as well as “considerable quantities of the world’s nickel, cobalt, copper and diamonds.” Observers are tracking additional warming trends like the spread of trees and shrubs northward, which implies an increase of habitable land. Warming will also allow agriculture to spread north, extend the growing seasons, and perhaps increase overall agricultural yields—Russia has recently marked yield records. In addition, Russia’s chief forecaster, Alexander Frolov, said that the North Pole may be completely ice-free in the summer within a few decades. The retreat of Arctic ice will reduce the cost of extracting natural resources from Arctic waters, which contain large reserves of oil, gas, gold, diamonds, nickel and tungsten. One concern for such extraction has been icebergs. A reduction in Arctic ice is also opening up a trade route which would be an alternative to the Suez Canal; the distance between Rotterdam and Yokohama is about one-third shorter via the Northern Sea Route—along Russia’s north coast and then south through the Bering Strait. Rosgidromet has stated that Russia is close to opening “almost the entire Northern Sea Route to icebreaker-free shipping [from August to September].” In fact, representatives of the eight Arctic powers are already discussing the development of the route. The Northern Sea Route’s freight consisted of about 110,000 tons this year. By 2020, some predict freight will increase to 64 milliontons. Additionally, Siberia contains eleven of the world’s fifty longest rivers—all of them flowing into the Arctic Ocean, except the Amur that flows to the Sea of Okhotsk (to a port that is unusable for five months out of the year because of the ice). As the Arctic sea-ice retreats, the settlements along these rivers will no longer be on waterways that essentially come to a dead end. It will become possible to transport cargo from these rivers to ports around the globe, which could lead to a decrease in transport costs and an increase in trade volume from the interior of Siberia. David Lempert and Hue Nhu Nguyen write in The Ecologist that “the biggest winner from global warming is going to be Russia.” 
No Impact – AT: Phytoplankton Impact 
Recent Evidence Indicates that Warming Helps Arctic Phytoplankton

Myslewski, 2k12 (Rik Myslewski, San Francisco Correspondent/writer for The Register, “Global warming helps Arctic algae suck CO2” June 8th, 2012, Online @ http://www.theregister.co.uk/2012/06/08/phytoplankton_bloom/ ht)

There's good news for folks worried that atmospheric CO2 levels in the Arctic have passed 400ppm for the first time: a vast CO2-sucking phytoplankton bloom has been discovered beneath Arctic ice – and it may thank global warming for its presence. "This wasn't just any phytoplankton bloom," Stanford University marine scientist Kevin Arrigo toldThe Christian Science Monitor. "It was literally the most intense phytoplankton bloom I've ever seen in my 25 years of doing this type of research." Arrigo's research, conducted in the Chukchi Sea last year as part of NASA's ICESCAPE Arctic-research expedition, is discussed in the online issue of the journal Science in a report entitled "Life Blooms Under Arctic Ice". The massive under-ice bloom discovered during ICESCAPE was thoroughly unexpected. The meager amount of phytoplankton in that area's open waters had led scientists to believe that under-ice phytoplankton would be even more rare. Not so. Due to the recent thinning of the Arctic ice sheets, enough light is now able to penetrate below the ice, enabling phytoplankton to thrive. According to Don Perovich of the US Army Corps of Engineers' Cold Regions Research and Engineering Laboratory, ponds of meltwater form on the surface of the ice sheet, acting as "skylights" that let light reach the phytoplankton below. These skylights don't have to let the light travel far: since satellite observations began in 1979, summer ice has declined by about 45 per cent due to global warming, wind patterns, and pollution. Perovich told the Monitor that much of the melt-season sea ice is now no more than around six feet thick, and has little or no snow cover. No snow cover, more melting; more melt ponds, more skylights; more sunlight, more phytoplankton. The amount of phytoplankton blooming beneath the ice, the theory goes, is so great that it contributes to the lack of blooms in open water – the under-ice blooms simply eat up all the available nutrients before they have a chance to make it out to the open ocean. The huge amount of CO2 photosynthesized by the phytoplankton, in fact, may help explain why the ocean is absorbing more of that greenhouse gas than calculations would otherwise indicate: even though the amount of dissolved CO2 in Arctic waters is below predicted levels, that carbon is finding another home in the photosynthetic systems of the phytoplankton.

No Impact – AT: Marine Biodiversity Impact
Turn – Warming Increases Oceanic Biodiversity

Idso et Al, 2k11 (Craig D. Idso, founder and chairman of the board of the Center for the Study of Carbon Dioxide and Global Change, Robert M. Carter, emeritus fellow and science policy advisor at the free market think-tank the Institute of Public Affairs and an adjunct professorial research fellow in earth sciences at James Cook University, S. Fred Singer, American physicist and emeritus professor of environmental science at the University of Virginia, Contributors: Susan Crockford (Canada) Joseph D‘Aleo (USA) Indur Goklany (USA) Sherwood Idso (USA) Madhav Khandekar (Canada) Anthony Lupo (USA) Willie Soon (USA) Mitch Taylor (Canada) Editors: Joseph L. Bast (USA), S.T. Karnick (USA), Diane Carol Bast (USA), “Climate Change Reconsidered” 2011 Interim Report Chapter 5, Online @ http://nipccreport.org/reports/2011/2011report.html ht)

**Note: RKC Fishery = Red King Crab Fishery

Since the 2009 NIPCC report (Idso and Singer, 2009), several new studies have investigated the effects of rising temperatures on aquatic species other than corals. In this section we highlight several of them, beginning with a study examining marine phytoplankton. Renaudie et al. (2010) conducted a quantitative micropalaeontological analysis of siliceous phytoplankton remains found in a sediment core extracted from the seabed at an ocean depth of 2,549 meters at ODP Site 1260 (~9.2°N, 54.65°W) on the Demerara Rise, which is a continental shelf located off the coast of Surinam, focusing on a 200,000-year period of warmth during the Eocene between approximately 40.0 and 40.2 million years ago. According to the five French scientists, their results indicated ―the pre-warming flora, dominated by cosmopolitan species of the diatom genus Triceratium, was replaced during the warming interval by a new and more diverse assemblage, dominated by Paralia sulcata (an indicator of high productivity) and two endemic tropical species of the genus Hemiaulus. In addition, they state ―the critical warming interval was characterized by a steady increase in tropical species of the genus Hemiaulus. They also state ―the microflora preserved above the critical interval was once again of low diversity and dominated by various species of the diatom genus Hemiaulus. Renaudie et al.‘s findings establish that warmer is better, a maxim exemplified in the current case by (1) the greater productivity of the tropical ocean during the warmer period and (2) the ocean‘s continuous upward trend in the diversity of phytoplanktonic species throughout the period of warming. Simultaneously, while noting ―temperature is a dominant environmental factor that mediates the behavior, physiology, growth, survival, distribution, and recruitment of ectothermic animals living in temperate and high latitudes, Stoner et al. (2010) explored how the growth and survival of the red king crab (RKC: Paralithodes camtschaticus) ―may be affected by warming trends expected in Alaska, since the RKC was once that state‘s ―most economically valuable crustacean fishery. Specifically, Stoner et al. reared RKC ―using four temperature treatments ranging from 1.5 to 12°C for a period of 60 days, both individually and in lowdensity populations, and at the end of that period they measured various physiological processes and properties of the RKC. Among other things, the three researchers report finding ―temperature had no significant effect on survival of RKC, while noting ―there was no consistent difference in survival between individually cultured crabs and those in populations. As for growth, they found it ―was very slow at 1.5°C, and increased rapidly with temperature with both a contracted inter-molt period and small increase in growth increment. In addition, they state ―20% of the crabs held at 1.5°C never molted, while more than 90% of the crabs in 12°C reached juvenile state 4 or higher. Overall, therefore, ―growth increased as an exponential function of temperature, with slightly higher growth rates observed in populations than for isolated individuals. Also of great importance, they found ―no evidence that culturing RKC juveniles at elevated temperatures led to a decrease in condition or nutritional status. In addition to the benefits listed above, which bode well for the RKC in a possibly warmer future world, Stoner et al. conclude the ―accelerated growth they observed in the RKC raised at the highest temperature might yet have a ―positive, indirect effect on survival, in that ―larger size associated with high temperature could provide for earlier refuge in size from the typical fish and invertebrate predators on RKC. In a study that investigated a freshwater fish species, Rypel (2009) applied tree-ring techniques to incremental growth patterns in largemouth bass (Micropterus salmoides Lacepede) otoliths—the aragonite (CaCO3) structures in fish that are used for acoustic perception and balance—in order to explore potential relationships between annual bass growth and various climate metrics in the southeastern United States, as manifest in six rivers and seven reservoirs distributed across Alabama, Georgia, and Mississippi sampled during the summers and autumns of 2005– 2008, and from which 397 largemouth bass were collected and analyzed. Rypel reports, ―results from multiple regressions suggested that on average roughly 50% of the annual variability in largemouth bass growth was attributable to climatic variations, with annual growth indices typically being found to be ―above-average during the warmest, driest years, and below-average during the coldest, wettest years, because ―annual bass growth was significantly negatively correlated with annual precipitation metrics, and significantly positively correlated with annual temperature metrics. Considering these findings, the warming the IPCC contends will occur in many places would appear to be good news for largemouth bass and the people who love to catch them—and for many other types of fish as well, because an increase in temperature generally ―stimulates metabolism, and enhances growth rates of fishes, according to Rypel, citing the studies of Beitinger and Fitzpatrick (1979) and Brander (1995). In one final study with a different twist on ocean warming, Peck et al. (2010) note the loss of glaciers and ice shelves is often thought of as something that ―will predominantly increase warming of the earth because of changes in albedo and heat uptake by newly uncovered ground and ocean. However, they state an important opposing effect of this phenomenon ―is the opening up of new areas for biological productivity.
No Impact – AT: War Scenarios
Zero Connection Between Climate Change and War

Jeff Kueter, President, George C. Marshall Institute, May 2012

(http://www.marshall.org/pdf/materials/1089.pdf) 

On May 3, Defense Secretary Leon Panetta told the Environmental Defense Fund that “the area of climate change has a dramatic impact on national security” because the various purported impacts of a warming climate “all raise demand for humanitarian assistance and disaster relief.” According to the Defense Department’s press account (“Panetta: Environment Emerges as National Security Concern,” American Forces Press Service, May 3, 2012), the Secretary then called for ratification of the Law of the Sea Treaty and discussed the military’s concerns about fuel costs.  The linkage between climate change and U.S. national security concerns is tenuous. While the Defense Department has significant interests in examining its use of energy, those concerns are not related to the climate-conflict hypothesis. Energy is expensive, requires a complicated supply and logistics operation, and puts men and women in harm’s way as fuel convoys move through hostile environments. None of those concerns are related to climate change and any steps the military may take in this area will (or, at least, ought to be) judged on the merits of their contribution to military missions. No reasonable or unreasonable case can be made for DOD energy consumption being anything more than a trivial contributor to anthropogenic climate effects.  But, the linkage between “rising sea levels, severe droughts, the melting of the polar caps, the more frequent and devastating natural disasters” and increasing demand for U.S. disaster and humanitarian operations cited by Secretary Panetta rests on little more than conjecture and speculation. Predicting the future in a way that is meaningful for preparing strategy, budgets, programs or the composition and character of the nation’s armed forces is challenging enough in those areas where defense planners have great experience and deep understanding. Projecting the assumed effects of human-induced climate change is imprecise. Climate forecasting rests on a mountain of assumptions about how the natural climate operates, how climatic variables interact with each other, how those interactions are best mathematically represented in a climate model, and whether there is adequate data to measure the variables. The climate models used to forecast the future fail to deliver (and may be incapable of producing) useful predictions at the regional level, which is the frame of analysis most pertinent to defense and security planning. 

Turn-History Shows That Warm Periods Are More Peaceful Than Cold Ones

Jeff Kueter, President, George C. Marshall Institute, May 2012

(http://www.marshall.org/pdf/materials/1089.pdf)

The depictions of the future that are used are consequently highly uncertain, but uniformly suggestive of terrible environmental outcomes. To complete the climate-security argument, the intelligence community and various think tanks have asked retired generals and admirals, intelligence analysts, and other national security scholars to uncritically accepted those conclusions about the environment and deliver assessments of what the world would be like should such scenarios unfold. To no great surprise, the conclusions about the security implications also are negative. None of the climatological phenomena mentioned by Secretary Panetta directly impact U.S. security. They have to cause something else to happen and whatever that is (usually refugees or state instability) has to be substantial enough to warrant a response by the U.S. The empirical studies done on the subject suggest strongly that neither environmental stresses nor refugees are significant sources of international conflict. For example, three Norwegian scholars recently examined the linkage between drought and the onset of conflict for International Security, a preeminent security studies journal. They found “little scientific evidence” in support of the claims and noted that “there is no direct, short-term relationship between drought and civil war onset, even within contests presumed most conducive to violence.”  Examining the climate wars argument in the Washington Quarterly, Dr. Bruno Tertrais of the Foundation for Strategic Research notes: “History shows that “warm” periods are more peaceful than “cold” ones. In the modern era, the evolution of the climate is not an essential factor to explain collective violence. Nothing indicates that “water wars” or floods of “climate refugees” are on the horizon. And to claim that climate change may have an impact on security is to state the obvious – but it does make it meaningful for defense planning.” 

No Impact – AT: Resource Wars Impact
Any Resource Conflicts Will Not Escalate – Our Evidence Assumes Climate Change
Bier, 2k11 (David Bier, policy analyst at the Competitive Enterprise Institute, written for Forbes, the Sacramento Bee, Miami Herald, Washington Times, Washington Examiner, “Steven Pinker: Resource Scarcity Doesn’t Cause Wars” November 28th, 2011, Online @ http://www.globalwarming.org/2011/11/28/steven-pinker-resource-scarcity-doesnt-cause-wars/ ht)

In Steven Pinker’s brilliant new book The Better Angels of Our Nature: Why Violence Has Declined, he demonstrates that peace has actually increased over the course of human history, even over the past few centuries, and particularly the last few decades. In this excerpt, Pinker discusses the myth that resource scarcity increases violent conflict, and that climate change could contribute to more war, terrorism, and violence. A 2007 New York Times op-ed warned, “Climate stress may well represent a challenge to international security just as dangerous–and more intractable–than the arms race between the United States and the Soviet Union during the Cold War or the proliferation of nuclear weapons among rogue states today.” That same year Al Gore and the Intergovernmental Panel on Climate Change were awarded the Nobel Peace Prize for their call to action against global warming because, according to the citation, climate change is a threat to international security. A rising fear lifts all the boats. Calling global warming “a force multiplier for instability,” a group of military officers wrote that “climate change will provide the conditions that will extend the war on terror.” Once again it seems to me that the appropriate response is “maybe, but maybe not.” Though climate change can cause plenty of misery… it will not necessarily lead to armed conflict. The political scientists who track war and peace, such as Halvard Buhaug, Idean Salehyan, Ole Theisen, and Nils Gleditsch, are skeptical of the popular idea that people fight wars over scarce resources. Hunger and resource shortages are tragically common in sub-Saharan countries such as Malawi, Zambia, and Tanzania, but wars involving them are not. Hurricanes, floods, droughts, and tsunamis (such as the disastrous one in the Indian Ocean in 2004) do not generally lead to conflict. The American dust bowl in the 1930s, to take another example, caused plenty of deprivation but no civil war. And while temperatures have been rising steadily in Africa during the past fifteen years, civil wars and war deaths have been falling. Pressures on access to land and water can certainly cause local skirmishes, but a genuine war requires that hostile forces be organized and armed, and that depends more on the influence of bad governments, closed economies, and militant ideologies than on the sheer availability of land and water. Certainly any connection to terrorism is in the imagination of the terror warriors: terrorists tend to be underemployed lower-middle-class men, not subsistence farmers. As for genocide, the Sudanese government finds it convenient to blame violence in Darfur on desertification, distracting the world from its own role in tolerating or encouraging the ethnic cleansing. In a regression analysis on armed conflicts from 1980 to 1992, Theisen found that conflict was more likely if a country was poor, populous, politically unstable, and abundant in oil, but not if it had suffered from droughts, water shortages, or mild land degradation. (Severe land degradation did have a small effect.) Reviewing analyses that examined a large number (N) of countries rather than cherry-picking one or toe, he concluded, “Those who foresee doom, because of the relationship between resource scarcity and violent internal conflict, have very little support from the large-N literature.” Salehyan adds that relatively inexpensive advances in water use and agricultural practices in the developing world can yield massive increases in productivity with a constant or even shrinking amount of land, and that better governance can mitigate the human costs of environmental damage, as it does in developed democracies. Since the state of the environment is at most one ingredient in a mixture that depends far more on political and social organization, resource wars are far from inevitable, even in a climate-changed world.

No Impact – AT: CCP Instability – Inevitable 
CCP instability inevitable – changing regimes and democratization

Kaplan, 5/30 Robert D. Kaplan, national correspondent for The Atlantic and a senior fellow at the Center for a New American Security. “China Is No Longer Predictable,” http://www.stratfor.com/analysis/china-no-longer-predictable-robert-d-kaplan Accessed 6/24/12 BJM
But the purging of the pseudo populist boss of the megacity of Chongqing, Bo Xilai, may indicate that a less predictable period in Chinese politics lies ahead. Bo was something not seen in China since Mao Zedong: a leader with real charisma. Bo may indicate that the age of the technocrats will give way to the age of politicians -- and politicians, even in liberal democracies, exploit people's emotions. That could lead to more erratic, nationalistic rulers. It is famously said that democracies don't go to war against each other. But the problem is not democracy; the problem is a vast and unruly state like China in the messy, decadeslong process of liberalization. The truth is that these Communist dictators in Beijing, whom the media love to hate, may turn out to have been the most benign and easy-to-deal-with Chinese leaders that Americans will see in their lifetime. President Hu Jintao is as good as it gets from the point of view of a State Department policy planner. China's autocrats have for many years been nervously riding a domestic tiger. With communism no longer a philosophical organizing principle for the state, they have had to justify their rule by delivering double-digit annual economic growth -- or close to that -- to provide jobs for a potentially restive younger generation. Thus, even while China has amassed impressive new air and sea power, it has -- by and large -- not tried to employ that power in a particularly hostile way. China's communist rulers have had too much domestically to worry about without creating new problems for themselves by constantly challenging the United States or its allies on the high seas. While China's push to acquire air-sea power most specifically dates to 1996, when Beijing was humiliated by Washington's ability to drive two aircraft carrier strike groups through waters near the Taiwan Strait, the building of a substantial air force and navy have so far been part of the natural, organic process of a new and rising great power. At least so far, it has not been particularly destabilizing to the world or regional order, unlike Iran's push to develop a nuclear capability as part of a drive for Near Eastern leadership. China's rulers may be dictatorial, but they are not radical and messianic. But what if future Chinese politicians who are variants of Bo Xilai dial up nationalist rhetoric? Or what if the Communist Party itself, in order to stave off such challenges in the first place, dials up nationalism on its own? Or what if the factionalism of the Party moves into higher gear, with each faction trying to outdo the other regarding its national-patriotic bona fides? It is political competition itself, in whatever form, that carries the potential to make future Chinese leaders rasher and more hot-blooded than the present ones. Of course, an utterly profound domestic crisis might have the opposite effect, shrinking China's power projection ability. But while that is certainly possible, it is still unlikely. The point is, decentralization of power -- which counts as one form of democratization -- is likely to occur in China at some stage, given that oscillations between centralization and decentralization have long been a feature of Chinese history, as one dynasty has replaced another. And the next bout of decentralization may alter Washington's perception of Chinese military strength for the worse. Washington now sees China's air and naval rise as a cause for concern but not as an imminent danger. That could change if China's domestic politics do. Chinese political instability could well play out for years, making the past third of a century under authoritarian rule appear from hindsight as a relatively simple and clear-cut age in terms of devising a policy toward the Middle Kingdom. Until recently, Washington's diplomacy toward Beijing was a matter of dealing with a relatively small number of top officials; while crises have involved hard and tense negotiations, the number of players was limited. But as we go forward, the number of players could expand exponentially in Beijing, and many of them will not be as smooth, professional and predictable as the likes of Hu Jintao. Witness the fraught and convoluted negotiations over the fate of the blind Chinese dissident, Chen Guangcheng, whose own emotional instability became a factor complicating the talks. That could be a harbinger of coming difficulties. Democratization in its initial stages in any society means a diminution of the power of elites, and with the exception of totalitarian states -- which China is not anymore -- the fall of the elites may lead to more intemperate policies in the short run. Democracies are only stable when they have evolved to the point where they are run by bureaucratic and political elites -- take, for example, Europe, the United States, Japan and Singapore. In fact, America's founders were the epitome of an aristocratic elite. And when that elite gave way to Jacksonian frontiersmen in the early 19th century, American politics became a more unruly affair, culminating in the Civil War. Finally, the late 19th and 20th centuries saw a whole new meritocratic elite take over the halls of government in Washington. Meanwhile, the problem with authoritarian systems is that if they remain in place for decades, the only people who end up capable of running ministries and formulating policies are the authoritarian elites themselves. Thus, toppling such systems entails serious risks. The new democracies in Central and Eastern Europe were helped along the path to stability by liberal elements within the former communist power structures who actually knew how to govern. One can only hope that China's eventual transition will go as smoothly as that of Poland and the Czech Republic. But while Poland, for example, is a uniethnic country, China is a sprawling multiethnic one. The country has significant, geographically based minorities (Tibetans, Uighur Turks, Inner Mongolians) living generally in the high plateaus and peripheries around the ethnic Han Chinese core, which inhabits the lowlands closer to the Pacific. These ethnic minorities have deep grievances against the dominant Hans, as demonstrated by acts of protest over the years. Therefore, democratization in China could lead to significant eruptions by minorities seeking some form of self-determination. China's Han core also contains divisions within it. China's Communist autocrats know all of this, and that is one reason they fear the very liberalization the West recommends. But change should come to China, and because of the country's continental geography, which harbors a variety of subject peoples, such change will likely manifest disorder. And that disorder will test the ability of officials in Beijing to a yet unseen level, for it will be just part of a larger ferment within Chinese society. Interpreting China, even as it becomes freer, may ironically become more difficult for the West.
Changing regimes and market slowdown make CCP instability inevitable

WSJ, 3/25 “Political Risk Casts New Shadow Over China” http://online.wsj.com/article/SB10001424052702304724404577299990761696770.html Accessed 6/24/12 BJM 

Markets fear a slowdown in China's factories; they should also be concerned about possible government instability. China's rapid growth, for years the outstanding constant in the global economy, is showing signs of faltering. In the first two months of the year, new real-estate investment showed no growth from a year earlier. Export growth slipped to 6.8% from 14.2% in the fourth quarter of last year. In the last week, a quarterly survey by the central bank showed demand for loans at its lowest since the financial crisis. The HSBC purchasing managers' index flashed a reading of 48.1 for March, below the 50 mark that signals contraction and down from 49.6 in February. That suggests output in the crucial manufacturing sector is shrinking. Those are cause for concern. But stimulus from Beijing has so far consisted only of two moves on the reserve-requirement ratio—a low-impact tool used to encourage bank lending. With inflation falling, and public finances strong, there is scope to do more—including lowering interest rates and ramping up public spending. That means it shouldn't be tough for China to keep 2012 growth above 8%. But the ousting of Chongqing Party chief Bo Xilai more than a week ago is a reminder China has bigger, more intractable problems. It probably means the end of a political maverick who threatened the status quo. But Mr. Bo's rise, marked by populist promises to fight corruption and provide housing for the masses, was possible only because the status quo was failing to deliver. That makes it fragile. In the wake of Mr. Bo's unseemly exit, China's Internet has come alive with rumors. There is talk—all of it unsubstantiated—of gunshots on the streets of Beijing and a split in the top ranks of the leadership. Regardless of whether the rumors are true or not, China's chattering classes clearly believe they are credible enough to keep them glued to social media for days at a time. In a transition year for China's leadership, this means the political stability that has underpinned the country's rapid growth can't be taken completely for granted. The risk of an economic hard landing in China may be overstated, but the risk of political instability can't be ignored. 

Internal crises associated with the purge of Bo prove that CCP instability is inevitable

Ignatius, 5/19 David Ignatius, columnist for the Washington Post. “China's Political Crisis Creates Uncertainty,” http://articles.courant.com/2012-05-19/news/hc-op-ignatius-chinas-political-crisis-creates-unc-20120519_1_xi-jinping-bo-xilai-zhou-yongkang Accessed 6/24/12 BJM

 Perhaps when Chinese leaders began to speak over the last several years about a new "Beijing Consensus" and the triumph of the "China Model," that was a warning the bubble was about to burst. And we're seeing that hubris play out now, as China's leaders struggle with the greatest internal crisis since the Tiananmen Square protests of 1989. This time, the political machinations have mostly been behind the scenes among the Communist Party elite. The headline event was the purge of Bo Xilai, the ambitious party chief in Chongqing province. But the corruption investigation of Bo has sent shock waves across the system. Bo's network of friends and cronies was so wide that many senior party and military officials fear they might be affected. Because China works so hard to conceal the workings of its political system, outsiders only get glimpses of the turmoil. The Financial Times reported last weekend that Zhou Yongkang, one of Bo's key backers on the Politburo's standing committee, had been forced to give up control of China's police, judiciary and secret police. The Wall Street Journal wrote Thursday that two senior Chinese military officials, Gen. Liu Yuan and Gen. Zhang Haiyang, had been questioned about their links to Bo. Such rumors abound, all impossible to verify. Across China, there is said to be uncertainty as officials try to understand what's happening and protect themselves. It's a nerve-wracking moment for a country where, as one longtime China investor privately observes, "the whole point of political office is to steal as much money as possible as fast as possible." The official line, conveyed by People's Daily, is that the country's leadership transition will go forward as scheduled this fall, with Xi Jinping expected to succeed Hu Jintao as president. But this brave front masks what China-watchers describe as a state of high anxiety. Though Bo has been attacked as a "princeling" son of the party elite, some of the Politburo members who ousted him are princelings, too, including Prime Minister Wen Jiabao and Xi himself. The full array of targets in the anti-Bo campaign is not yet clear, so the fallout is hard to predict. What dynamics underlie this jockeying among the leadership? I put that question to Kenneth Lieberthal, a senior fellow of the Brookings Institution and perhaps America's most respected Sinologist. He notes three factors that make the current moment so delicate: — The Chinese leadership is rarely so clearly divided. The party rulers prize consensus and believe that it's a key factor in maintaining stability. They learned long ago the lesson that if they don't hang together, they risk all hanging separately. That essential consensus is now in question. — The Chinese middle class, whose rise has buttressed political stability, appears disgruntled. Social media in China are alive with complaints about product safety, food safety, air quality (described by U.S. officials as "crazy bad") and widespread corruption. A crucial social force is increasingly disaffected, and the spread of new social media amplifies this discontent. — The Chinese elite worry about a huge migrant labor force, estimated at 300 million, who mostly live on the margins of the rich coastal cities. They represent a potential source of instability because they are denied full urban status, with its attendant benefits. If there's one thing China is good at, it's managing and suppressing internal dissent, so you'd have to bet that Beijing will keep the lid on. But it's getting harder. These problems would be worrying even if the Chinese economy were still in its mega-boom phase. But economic growth is cooling. China's imports and exports have both slowed over the past year, and the country's central bank just lowered its reserve requirements, for the third time in six months, to encourage banks to lend more money. What does this wobbly Chinese transition mean for America? Lieberthal is surely right that there's little the U.S. can do to shape events, in any event. China is too big and complicated a country for that. For 40 years, the U.S. has seen a rising and stable China as being in America's interest, and this core interest hasn't changed. But if the Chinese leadership can't contain the current turmoil, new political forces may emerge calling for a more open and democratic China. Americans are bound to be sympathetic, as they were to the Tiananmen protesters of 1989. But the process of change could be wildly unstable: An evolving China is better for everybody than an exploding one. 
No Impact – AT: CCP Instability – No Impact
No impact to CCP instability – there’s huge room for growth and reform

Rachman, 3/19 Gideon Rachman, chief foreign-affairs columnist at the Financial Times. “A political crisis will not stop China,” http://www.ft.com/intl/cms/s/0/8994cfc6-71b5-11e1-b853-00144feab49a.html#axzz1plphCbSK Accessed 6/24/12 BJM 
My book-shelves in London groan with titles such as Eclipse: Living In the Shadow of China’s Economic Dominance and When China Rules the World. But travel to China itself, and you will find plenty of people who are sceptical about the notion that the country is a rising superpower. The sceptics are not just jaundiced western expats or frustrated Chinese liberals. Wen Jiabao, the country’s prime minister, does a pretty good job of talking down the Chinese miracle. He has called the country’s economic growth “unbalanced and unsustainable”. Last week, he warned that if China does not push ahead with political reform, it is vulnerable to another “cultural revolution” that could sweep away its economic gains. Mr Wen’s comments were swiftly followed by the fall from grace of Bo Xilai, the controversial Communist party boss in Chongqing. This outbreak of high-level political infighting has been seized upon by China-sceptics as further evidence that the country’s much-vaunted stability is a myth. So who is right? The people who think China is a rising superpower, or those who insist that it is a deeply unstable country? Oddly enough, they are both correct. It is clearly true that China has enormous political and economic challenges ahead. Yet future instability is highly unlikely to derail the rise of China. Whatever the wishful thinking of some in the west, we are not suddenly going to wake up and discover that the Chinese miracle was, in fact, a mirage. My own scepticism about China is tempered by the knowledge that analysts in the west have been predicting the end of the Chinese boom almost since it began. In the mid-1990s, as the Asia editor of The Economist, I was perpetually running stories about the inherent instability of China – whether it was dire predictions about the fragility of the banking system, or reports of savage infighting at the top of the Communist party. In 2003, I purchased a much-acclaimed book, Gordon Chang’s, The Coming Collapse of China – which predicted that the Chinese miracle had five years to run, at most. So now, when I read that China’s banks are near collapse, that the countryside is in a ferment of unrest, that the cities are on the brink of environmental disaster and that the middle-classes are in revolt, I am tempted to yawn and turn the page. I really have heard it all before. Yet, it is equally hard to believe that either the Chinese economic or political systems can continue along the same lines indefinitely. Rapid, export-driven growth of 8-9 per cent a year is not sustainable forever. And China’s political system looks increasingly anachronistic, as demands for democracy spread around the world. Mr Wen was probably implying as much last week, when he said that the Arab people’s demand for democracy “must be respected and cannot be held back by any force”. It is clearly true that China has very difficult political and economic transitions ahead. There are, however, encouraging precedents from the rest of Asia. South Korea and Taiwan have both moved from fairly brutal one-party states to functioning democracies – and from low-cost manufacturing to high-tech consumerism. The sheer scale of China – and its uniquely traumatic history – will make the country’s political and economic transformation that much harder. In particular, if China were to move towards free elections, it would almost certainly see the rise of separatist movements in Tibet and Xinjiang. Given the depth of Chinese nationalism, it is unlikely that these would be treated with subtlety or sensitivity. As well as struggling to preserve the country’s territorial integrity, a more democratic China would find itself coping with all sorts of barely-suppressed social tensions – particularly if it scraps restrictions on movement between the countryside and cities. Yet even if one envisages the very-worst case scenario – the outbreak of a civil war – that need not mean that China will fail to make it to superpower status. If you doubt it, consider the rise of the last emerging superpower to shake the world. The US fought a civil war in the 1860s – and yet was the world’s largest economy by the 1880s. Or take Germany and Japan: countries that were defeated and devastated in a world war – yet which swiftly resumed their positions among the world’s leading economies. What the US, Germany and Japan had in common is that they had discovered the formula for a successful industrial economy – something that seems to be able to survive any amount of turmoil. After more than 30 years of rapid economic growth, it is clear that China too has mastered the formula. Some China sceptics prefer to compare the country’s rapid growth to that of the Soviet Union or to Japan in the 1980s. But the USSR’s inefficiency was disguised because it never competed on world markets: China, by contrast, is already the world’s largest exporter. As for the Japanese bubble, that burst when the country was already far richer on a per-capita basis than China is now. The Chinese economy, because it is relatively poor, still has huge scope for modernisation. In politics, as in economics, China’s weaknesses also hint at untapped potential. As last week’s infighting illustrated, the country is still burdened with an immature political system. If and when China achieves the “fifth modernisation”, as the dissident Wei Jingsheng once called democracy, it will have surmounted the biggest remaining obstacle to superpower status.
No Impact – AT: Coral Reefs Impact
Their Evidence Relies on Inaccurate Assumptions – Coral Adaptation Checks the Impact

Idso et Al, 2k11 (Craig D. Idso, founder and chairman of the board of the Center for the Study of Carbon Dioxide and Global Change, Robert M. Carter, emeritus fellow and science policy advisor at the free market think-tank the Institute of Public Affairs and an adjunct professorial research fellow in earth sciences at James Cook University, S. Fred Singer, American physicist and emeritus professor of environmental science at the University of Virginia, Contributors: Susan Crockford (Canada) Joseph D‘Aleo (USA) Indur Goklany (USA) Sherwood Idso (USA) Madhav Khandekar (Canada) Anthony Lupo (USA) Willie Soon (USA) Mitch Taylor (Canada) Editors: Joseph L. Bast (USA), S.T. Karnick (USA), Diane Carol Bast (USA), “Climate Change Reconsidered” 2011 Interim Report Chapter 5, Online @ http://nipccreport.org/reports/2011/2011report.html ht)

**Note: Zooxanthellae = Algae Species

In discussing the first of these ―untested assumptions, the three Australian researchers note ―predictions that reefs will disappear as a result of global warming are based, at least in part, on the assumption that corals are living close to their maximum thermal limits. However, they observe ―the severity of bleaching responses varies dramatically within and among taxa, citing McClanahan et al. (2009a), and ―such variable bleaching susceptibility implies that there is a considerable variation in the extent to which coral species are adapted to local environmental conditions. The three scientists further report little is known about the sensitivity of coral population response to climate-induced changes in vital rates, but they note a large body of evidence ―supports temperature tolerance varying among species, populations, communities, and reef regions (Marshall and Baird, 2000; Coles and Brown, 2003). They conclude, ―even in the absence of an adaptive response, a change in the relative abundance of species is a far more likely outcome of climate change than the disappearance of reef corals, citing Loya et al. (2001), McClanahan et al. (2002), and Hughes et al. (2003). As to whether there is indeed ―an adaptive response in contradiction of the second untested assumption Maynard et al. (2008a) discuss, the three researchers clearly believe there is. They state, ―a number of studies suggest that bleaching mortality rates have declined and thermal tolerance has increased in some regions. As one example, they report ―mortality rates in the Eastern Pacific were significantly lower in 1998 when compared with 1982 and 1983 (Glynn et al., 2001), and as another example they note ―Maynard et al. (2008b) found thermal tolerance of three common coral genera on the Great Barrier Reef to be greater in 2002 than that expected from the relationship between temperature stress and bleaching severity observed in 1998. As to how this adaptation is accomplished, the Australian scientists state there is ―circumstantial evidence for ongoing evolution of temperature tolerance between both species and reefs, citing the review of Coles and Brown (2003). In addition, they suggest ―symbiont shuffling from less to more stressresistant clades is another mechanism by which corals may increase the thermal tolerance of the holobiont. And they observe ―there is growing evidence that such shuffling can increase thermal tolerance, at least in the short term, citing Berkelmans and van Oppen (2006). Maynard et al. (2008a) conclude ―it is premature to suggest that widespread reef collapse is a certain consequence of ongoing bleaching, or that this will inevitably lead to fisheries collapses. Other studies further demonstrate the resilience and adaptive nature of corals to warmer ocean temperatures. Grimsditch et al. (2010) write, ―it has been shown that it is possible for [coral] colonies to acclimatize to increased temperatures and high irradiance levels so that they are able to resist bleaching events when they occur. They note, in this regard, ―threshold temperatures that induce coral bleaching-related mortality vary worldwide—from 27°C in Easter Island (Wellington et al., 2001) to 36°C in the Arabian Gulf (Riegl, 1999)—according to the maximum water temperatures that are normal in the area, implying a capacity of corals and/or zooxanthellae to acclimatize to high temperatures depending on their environment.
No Impact – AT: Sea Level Rise
Sea levels have been decelerating over times of warming --- IPCC models are wrong

Idso et. al. 11—Former Professor in the Departments of Geology, Geography, and Botany and Microbiology @ Arizona State and PhD from UMinnesota and former research physicist for the Department of Agriculture—AND Keith Idso, PhD in Botany—AND Craig, PhD in Geography (Sherwood, “How High Will the Sea Level Rise by the End of the 21st Century?” Vol. 14, No. 13, 30 March 2011, http://co2science.org/articles/V14/N13/EDIT.php, DA: 6/23/2012//JLENART)

In the Fourth Assessment Report of the Intergovernmental Panel on Climate Change, Bindoff et al. (2007) projected a mean global sea level rise somewhere in the range of 18-59 cm relative to mean global sea level in 1990. Subsequently, however, based on statistical models that employ semi-empirical relationships between past and predicted future increases in global temperature, Vermeer and Rahmsdorf (2009), Jevrejeva et al. (2010) and Grinsted et al. (2010) derived much greater increases on the order of 60 to 190 cm over the same time interval. And now -- based on sea level behavior between 1930 and 2010, as derived from United States tide gauge data, plus extensions of previous global-gauge analyses -- a new empirical study, which does not rely on a relationship between sea level and temperature, casts doubt upon both sets of projections. Houston and Dean (2011) began their analysis of the subject by noting that global sea level increases of 60-190 cm between 1990 and 2100 would require mean global sea level rate-of-rise accelerations of 0.07-0.28 mm/year/year above the mean global rate-of-rise of the past several decades, which latter rate has typically been calculated to fall somewhere between 1.7 and 1.8 mm/year. Working with the complete monthly-averaged records of 57 U.S. tide gauges archived in the Permanent Service for Mean Sea Level data base that had lengths of 60-156 years (with a mean time span of 82 years), however, they determined that there had not been any acceleration in the rate-of-rise of the sea level along the shorelines of the United States over that period of time, during which interval the world's climate alarmists claim the planet had warmed at a rate and to a level that were unprecedented over the past one to two millennia. Quite to the contrary, in fact, they detected a slight deceleration of -0.0014 mm/year/year. And working with 25 of the tide gauge records that contained data for the period 1930-2010, they calculated an even larger deceleration of -0.0130 mm/year/year. The two researchers also report that they "obtained similar decelerations using worldwide-gauge records in the original data set of Church and White (2006) and a 2009 revision (for the periods of 1930-2001 and 1930-2007) and by extending Douglas's (1992) analyses of worldwide gauges by 25 years." Consequently, they rhetorically ask why the concomitant worldwide-temperature increase "has not produced acceleration of global sea level over the past 100 years," and, indeed, "why global sea level has possibly decelerated for at least the last 80 years." Clearly, the reality of the world is vastly different from what is portrayed by the IPCC and the world's climate alarmists, based on simulations produced by state-of-the-art climate models. And the empirical facts of this particular "detective case" suggest something much less ominous than what they are predicting for earth's future with regard to the magnitude of sea level change over the remainder of the 21st century. 

Their evidence may be correct in the short-term but over the century, sea levels have decelerated --- new Australian data proves

Idso et. al. 11—Former Professor in the Departments of Geology, Geography, and Botany and Microbiology @ Arizona State and PhD from UMinnesota and former research physicist for the Department of Agriculture—AND Keith Idso, PhD in Botany—AND Craig, PhD in Geography (Sherwood, “Sea Level Rise Around Mainland Australia,” Analysis of Watson, P.J. 2011. Is there evidence yet of acceleration in mean sea level rise around mainland Australia? Journal of Coastal Research 27: 368-377, Reviewed 13 April 2011, http://co2science.org/articles/V14/N15/C1.php, DA: 6/23/2012//JLENART)

Reference Watson, P.J. 2011. Is there evidence yet of acceleration in mean sea level rise around mainland Australia? Journal of Coastal Research 27: 368-377. Background The author writes that "Australia has become a coastal society," noting that "around 85% of the population live within 50 km of the coast," and he says that "the Australian coastal zone has been developed with the expectation that the shoreline will remain stable ... and that mean sea level will not change (Australian Government, 2009)." Hence, it is important to see what long-term tide gauge records suggest in this regard. What was done Working with average monthly water level data from the four longest, continuous Australasian records available -- those of Fremantle, Western Australia (January 1897-present), Auckland Harbor, New Zealand (November 1903-present), Fort Denison, Sydney Harbor, New South Wales (June 1914-present) and Pilot Station, Newcastle, New South Wales (April 1925-present) -- Watson converted them to relative 20-year moving-average water-level time-series and fitted them to second-order polynomial functions to look for trends that may have developed over the years. What was learned The Principal Coastal Specialist of the New South Wales Department of Environment, Climate Change and Water reports, first of all, that the relative water level record of Newcastle is partly contaminated; but he indicates that "the longest continuous Australasian records, Fremantle and Auckland, situated on the western and eastern periphery of the Oceania region, respectively, exhibit remarkably similar trends in the relative 20-year moving average water level time series after 1920," with both time series showing "a rise in mean sea level of approximately 120 mm between 1920 and 2000 with strong correlation (R2 >= 0.93) to fitted second-order polynomial trendlines that reflect a tendency toward a general slowing in the rise of mean sea level (or deceleration) over time on the order of 0.02-0.04 mm/year/year." And he adds that "the Fort Denison water level time series after 1940 similarly reflects a decelerating trend in sea level rise at a rate of 0.04 mm/year/year based on a strongly correlated fit (R2 = 0.974) to the second-order polynomial function." On shorter timescales, Watson notes "there is a high rate of relative sea level rise averaged over the decade centered around 1994," but he says that this recent acceleration is "not remarkable or unusual in the context of the historical record available for each site over the course of the 20th century," and he states that "these recent post-1990s short-term accelerations fit within the overall longer term trend of deceleration evident in the long Australasian ocean level records." What it means Although the four data sets employed in this study all show short-term accelerations in sea level rise near the end of the 20th century, the century as a whole was one of decelerating sea level rise, which is not exactly in harmony with the climate-alarmist contention that the 20th century experienced a warming that rose at a rate and to a height that were both unprecedented over the past millennium or more. However, the Australasian records do harmonize with those of the United States -- and much of the rest of the world -- as demonstrated by the recent analysis of Houston and Dean (2011), where slight decelerations also rule the century. 

***CO2 Good***

CO2 Ag DA – 1NC 

Now is key --- food crises are beginning --- only CO2 ensures strong plants that can provide for the increasing globe

Idso et. al. 11—Former Professor in the Departments of Geology, Geography, and Botany and Microbiology @ Arizona State and PhD from UMinnesota and former research physicist for the Department of Agriculture—AND Keith Idso, PhD in Botany—AND Craig, PhD in Geography (Sherwood, “Is There a Need for a More Sustainable Agriculture?” Vol. 14, Iss. 24, 15 June 2011, http://co2science.org/articles/V14/N24/EDIT.php, DA: 6/23/2012//JLENART)

In a paper that came to our attention a couple weeks ago, Gomiero et al. (2011) ask the question "Is there a need for a more sustainable agriculture?" This they do in the title of a paper recently published in Critical Reviews in Plant Sciences, where they write that "notwithstanding the great achievements of the 'Green Revolution,' the world will need 70 to 100% more food by 2050," concluding that "a new challenge lies ahead: how to feed nine billion with less land, water and energy, while at the same time preserving natural resources and soil fertility." Coincidentally, this is essentially the same question asked by one of us (Idso, 2011) in a major report published in the current week's issue of CO2 Science: "Estimates of Global Food Production in the Year 2050: Will We Produce Enough to Adequately Feed the World?" In their analysis of the question, Gomiero et al. state that "technical advances are important in order to meet the future needs," as does Idso. In addition, Gomiero et al. state that "addressing key socioeconomic issues, such as the inequality in the access to resources, population growth and access to education are also a priority if we want to properly deal with sustainability." Idso alludes to these same factors, particularly population growth; but he concentrates most heavily on a subject not touched upon by Gomiero et al. -- the aerial fertilization effect of the ongoing rise in the air's CO2 content. Idso first identifies the 45 key crops that account for 95% of world food production, after which he calculates the rates at which their productivities rose over the past 15 years in response to all technological innovations of that time period plus the concurrent increase in atmospheric CO2 concentration. Then, calculating the percentage increases in the productivities of these crops in response to a 300-ppm increase in the atmosphere's CO2 concentration from experimental data tabulated in the Plant Growth Database of CO2 Science, and knowing how much the atmosphere's CO2 content rose over the past 15 years, he determines what part of the past 15 years' productivity increases were due to the aerial fertilization effect of CO2 and what part was due to everything else, which remaining part he calls the techno-intel effect. Extending the linear regression representing this latter effect to the year 2050, and using the IPCC's best median estimate of what the atmosphere's CO2 concentration will be in that year, Idso then calculates the productivity increases of the 45 key crops due to the aerial fertilization effect of CO2 to that point in time, adding the results to those he obtained for the techno-intel effect. This he does for the world as a whole, six world regions, twenty sub-regions and the 25 countries with the greatest populations. And comparing these results with what has been learned from the many different analyses of the subject -- and making adjustments for each geographic entity's projected rate of population growth -- he determines which entities' projected crop productivity increases fall either below, within or above the 70-100% interval that is deemed necessary to insure food security in 2050, with productivity increases below 70% representing food insecurity, with those above 100% representing food security, and with anything in between the two percentages being a "maybe" in terms of food security. The results are rather chilling. And they should cause all those who are calling for mandatory reductions in anthropogenic CO2 emissions to seriously reconsider their views on the subject, while those who may not have thought at all about the topic should do so now; for the looming global food crisis is everybody's business, and all should have a say in what to do about it. 

CO2 Good – Agriculture
Warming provides an essential boon to agriculture – 600 years of African trends prove

Taylor, 11 James Taylor, managing editor of Environment & Climate News, a national monthly publication devoted to sound science and free-market environmentalism with a circulation of approximately 75,000 readers. He is also senior fellow for The Heartland Institute focusing on environmental issues. “ Climate Change Weekly: Global Warming Benefiting Africa’s Sahel Region” http://news.heartland.org/newspaper-article/2011/12/15/climate-change-weekly-global-warming-benefiting-africas-sahel-region Accessed 6/18/12 BJM 

Global warming activists are sounding four-alarm fire bells over a new study claiming global warming is causing drought and killing trees in the Sahel region of sub-Saharan Africa. Much like previous claims that have fallen by the wayside, the notion that global warming is devastating the Sahel is unlikely to stand the dual tests of time and scientific scrutiny. According to the new study, a rise in temperatures and a decline in precipitation during the 20th century reduced tree densities in the Sahel by approximately 18 percent from 1954 through 2002. Lead author Patrick Gonzalez says in a press release accompanying the study, “Rainfall in the Sahel has dropped 20-30 percent in the 20th century…” At first glance, the study and accompanying press release might present a persuasive argument for Western democracies to reduce carbon dioxide emissions. Then again, the argument that Western democracies should reduce carbon dioxide emissions may have been driving the study, rather than the other way around. Lead author Gonzalez is also a lead author for the United Nations Intergovernmental Panel on Climate Change (IPCC), whose funding and very existence are dependent on the assertion that humans are causing a global warming crisis. Moreover, IPCC is on record claiming global warming is causing an increase in drought, so having a new study claiming global warming is causing drought and related problems in Africa’s Sahel region bolsters the shared interests of Gonzalez and IPCC. Gonzalez also spent half of the past decade as a staffer for the Nature Conservancy environmental activist group. The Nature Conservancy is one of the most vocal proponents of global warming alarmism and has also long asserted Western democracies must dramatically reduce carbon dioxide emissions. Further, NASA and the U.S. Geological Survey funded the study. If such funded studies find little about which to be concerned, NASA and U.S. Geological Survey funds dry up, as do funds for Gonzalez and his National Park Service employers. This is not to say that readers should dismiss out of hand a study published by a Nature Conservancy staffer and United Nations representative with clear incentives to conclude global warming is causing drought and tree deaths. Such a background and incentives should, however, cause readers to look a little more deeply at the facts before accepting the study’s conclusions at face value. Turning to the science, assertions that global warming is causing drought and tree deaths in the Sahel is surprising news to many scientists and Sahel observers. The Sahel is a relatively narrow band of land stretching east-west across the African continent at the southern edge of the Sahara Desert. Contrary to what Gonzalez reports in his new study, many studies have documented improving conditions in the Sahel as the earth has warmed. “The southern Saharan desert is in retreat, making farming viable again in what were some of the most arid parts of Africa,” New Scientist reported in 2002 (http://www.newscientist.com/article/dn2811-africas-deserts-are-in-spectacular-retreat.html). “Burkina Faso, one of the West African countries devastated by drought and advancing deserts 20 years ago, is growing so much greener that families who fled to wetter coastal regions are starting to go home.” An “analysis of satellite images completed this summer reveals that dunes are retreating right across the Sahel region on the southern edge of the Sahara desert,” New Scientist explained. “Vegetation is ousting sand across a swathe of land stretching from Mauritania on the shores of the Atlantic to Eritrea 6000 kilometres away on the Red Sea coast. Nor is it just a short-term trend. Analysts say the gradual greening has been happening since the mid-1980s.” “There are more trees for firewood and more grassland for livestock. And a survey among farmers shows a 70 per cent increase in yields of local cereals such as sorghum and millet in one province in recent years,” New Scientist added. These trends have continued throughout the past decade. In 2009 scientists at Boston University used satellite data to study African vegetation patterns since the mid-1990s. As reported by BBC News, “satellite images from the last 15 years do seem to show a recovery of vegetation in the Southern Sahara.” “The broader picture is reinforced by studies carried out in the Namib Desert in Namibia,” BBC News added. “This is a region with an average rainfall of just 12 millimetres per year – what scientists call ‘hyper-arid’. Scientists have been measuring rainfall here for the last 60 years. Last year the local research centre, called Gobabeb, measured 80mm of rain.” Scientists at Brown University and the University of Minnesota-Duluth confirmed a longer term improvement in African soil moisture. After studying African drought patterns since the 1400s, the scientists reported in January 2007 in the peer-reviewed science journal Geology that Africa is “experiencing an unusually prolonged period of stable, wet conditions in comparison to previous centuries of the past millennium.” Moreover, “the patterns and variability of twentieth-century rainfall in central Africa have been unusually conducive to human welfare in the context of the past 1400 yr,” the scientists explained. The same patterns are occurring globally. Analyzing satellite imagery that has been available since 1982, scientists reported in a 2003 peer-reviewed study in Science, “We present a global investigation of vegetation responses to climatic changes by analyzing 18 years (1982 to 1999) of both climatic data and satellite observations of vegetation activity. Our results indicate that global changes in climate have eased several critical climatic constraints to plant growth, such that net primary production increased 6% (3.4 petagrams of carbon over 18 years) globally.” With so many studies and data indicating global warming is benefiting soil moisture, plant growth and forest expansion in the Sahel region, Africa as a whole and globally, the new assertion that global warming is causing a climate crisis in the Sahel is speculative and controversial at best. Perhaps Gonzalez inadvertently revealed the true purpose of his new study when he concluded his press release by saying, “We in the U.S. and other industrialized nations have it in our power, with current technologies and practices, to avert more drastic impacts around the world by reducing our greenhouse gas emissions.” This is certainly something we would expect a Nature Conservancy staffer and United Nations representative to say. 

CO2 Good – C3 Plants
Elevated CO2 Levels Increase C3 Plant Yields

Idso et Al, 2k11 (Craig D. Idso, founder and chairman of the board of the Center for the Study of Carbon Dioxide and Global Change, Robert M. Carter, emeritus fellow and science policy advisor at the free market think-tank the Institute of Public Affairs and an adjunct professorial research fellow in earth sciences at James Cook University, S. Fred Singer, American physicist and emeritus professor of environmental science at the University of Virginia, Contributors: Susan Crockford (Canada) Joseph D‘Aleo (USA) Indur Goklany (USA) Sherwood Idso (USA) Madhav Khandekar (Canada) Anthony Lupo (USA) Willie Soon (USA) Mitch Taylor (Canada) Editors: Joseph L. Bast (USA), S.T. Karnick (USA), Diane Carol Bast (USA), “Climate Change Reconsidered” 2011 Interim Report Chapter 7, Online @ http://nipccreport.org/reports/2011/2011report.html ht)

We begin our review of atmospheric CO2 enrichment effects on Earth‘s vegetation with a consideration of C3 plants—those in which the enzyme RuBisCO is involved in the uptake of CO2 and the subsequent photosynthetic process, which results in its incorporation into a 3-carbon compound—starting with the study of Norikane et al. (2010). They focused on the genus Cymbidium, which comprises about 50 species distributed throughout tropical and subtropical Asia and Oceania. The four researchers worked with shoots of Music Hour ‗Maria,‘ a type of orchid, possessing two to three leaves, which they obtained from a mass of protocorm-like bodies they derived from shoot-tip culture. They grew them in vitro on a modified Vacin and Went medium in air augmented with either 0, 3,000, or 10,000 ppm CO2 under two photosynthetic photon flux densities (either 45 or 75 µmol m -1 s -1 ) provided by cold cathode fluorescent lamps for a period of 90 days. They then transferred the plants to ex vitro culture for 30 more days. Relative to plants grown in vitro in ambient air, the percent increases in shoot and root dry weight due to enriching the air in which the plants grew by 3,000 ppm CO2 were, respectively, 216 percent and 1,956 percent under the low-light regime and 249 percent and 1,591 percent under the high-light regime, while corresponding increases for the plants grown in air enriched with an extra 10,000 ppm CO2 were 244 percent and 2,578 percent under the low-light regime and 310 percent and 1,879 percent under the high-light regime. Similarly, in the ex vitro experiment, the percent increases in shoot and root dry weight due to enriching the air in which the plants grew by 3,000 ppm CO2 were 223 percent and 436 percent under the low-light regime and 279 percent and 469 percent under the high-light regime, while corresponding increases for the plants grown in air enriched with an extra 10,000 ppm CO2 were 271 percent and 537 percent under the low-light regime and 332 percent and 631 percent under the high-light regime. Consequently, the Japanese scientists concluded, ―super-elevated CO2 enrichment of in vitro-cultured Cymbidium could positively affect the efficiency and quality of commercial production of clonal orchid plantlets. Turning from ornamental plants to food crops, Vanaja et al. (2010) note grain legumes ―provide much needed nutritional security in the form of proteins to the predominant vegetarian populations of India and also the world. They further state that legumes—of which pigeon peas are an important example—―have the potential to maximize the benefit of elevated CO2 by matching stimulated photosynthesis with increased N2 fixation, citing Rogers et al. (2009). Therefore, they grew pigeon peas (Cajanus cajan L. Millsp.) from seed to maturity outdoors at Hyderabad, India within open-top chambers maintained at atmospheric CO2 concentrations of either 370 or 700 ppm. They then harvested the plants and measured pertinent productivity parameters. This work revealed, according to the team of nine Indian scientists, that in the higher of the two CO2 concentrations, ―total biomass recorded an improvement of 91.3%, grain yield 150.1% and fodder yield 67.1%. They also found ―the major contributing components for improved grain yield under elevated CO2 were number of pods, number of seeds and test weight, with these items exhibiting increases of 97.9 percent, 119.5 percent, and 7.2 percent, respectively. In addition, they found there was ―a significant positive increase of harvest index at elevated CO2 with an increment of 30.7% over ambient values, which they say was due to the crop‘s ―improved pod set and seed yield under enhanced CO2 concentration. These multiple positive findings, according to the scientists from India‘s Central Research Institute for Dryland Agriculture, illustrate the importance of pigeon peas for ―sustained food with nutritional security under a climate change scenario. In much the same vein, Yang et al. (2009) declared, ―rice is unequivocally one of the most important food crops that feed the largest proportion of the world‘s population, that ―the demand for rice production will continue to increase in the coming decades, especially in the major rice-consuming countries of Asia, Africa and Latin America, and that ―accurate predictions of rice yield and of the ability of rice crops to adapt to high CO2 environments are therefore crucial for understanding the impact of climate change on the future food supply. In fact, they forcefully state—and rightly— that ―there is a pressing need to identify genotypes which could optimize harvestable yield as atmospheric CO2 increases.

CO2 Good – C4 Plants 
Rising CO2 Concentration Increases the Productivity of C4 Plants

[This Card Talks A LOT About Sugarcane – Maybe this is a Good I/L to a Sugarcane Impact?]

Idso et Al, 2k11 (Craig D. Idso, founder and chairman of the board of the Center for the Study of Carbon Dioxide and Global Change, Robert M. Carter, emeritus fellow and science policy advisor at the free market think-tank the Institute of Public Affairs and an adjunct professorial research fellow in earth sciences at James Cook University, S. Fred Singer, American physicist and emeritus professor of environmental science at the University of Virginia, Contributors: Susan Crockford (Canada) Joseph D‘Aleo (USA) Indur Goklany (USA) Sherwood Idso (USA) Madhav Khandekar (Canada) Anthony Lupo (USA) Willie Soon (USA) Mitch Taylor (Canada) Editors: Joseph L. Bast (USA), S.T. Karnick (USA), Diane Carol Bast (USA), “Climate Change Reconsidered” 2011 Interim Report Chapter 7, Online @ http://nipccreport.org/reports/2011/2011report.html ht)

Moving on to C4 plants—where the enzyme PEP carboxylase allows CO2 to be taken in very quickly and delivered directly to RuBisCO for photosynthetic incorporation into a 4-carbon compound—Vu and Allen (2009) note such vegetation represents ―fewer than 4% of all angiosperm species, yet ―their ecological and economic significance is substantial. On a global basis, for example, they write, ―up to onethird of terrestrial productivity is provided by C4 plants, citing Cerling et al. (1997), Ghannoum et al. (1997), and Brown et al. (2005), and they note ―in many tropical regions, the food source is primarily based on C4 crops, among [which] maize, millet, sorghum and sugarcane are the most agriculturally important monocots in terms of production (Brown, 1999), with ―up to 75% of the world sugar production provided by sugarcane (De Souza et al., 2008). In addition, they indicate the emerging ―use of sugarcane as a source for biofuel production has been highly recognized, citing Goldenberg (2007). So what will happen to the productivity of this important crop as the air‘s CO2 content continues its upward climb, especially if global air temperatures rise along with it? Historically, C4 crops have been thought to be relatively unresponsive to atmospheric CO2 enrichment, as they possess a CO2-concentrating mechanism that allows them to achieve a greater photosynthetic capacity than C3 plants at the current atmospheric CO2 concentration, particularly at high growth temperatures (Matsuoka et al., 2001). Thus, simple reasoning might suggest C4 plants may be little benefited, if at all, in a CO2-enriched and warmer world of the future. However, in the case of sugarcane, as the research of Vu and Allen demonstrates, simple reasoning would be incorrect, especially with respect to the most important measure of sugarcane‘s economic value: stem juice production. The two researchers with the USDA‘s Agricultural Research Service, who hold joint appointments in the Agronomy Department of the University of Florida (USA), grew two cultivars of sugarcane (Saccharum officinarum) for a period of three months in paired-companion, temperaturegradient, sunlit greenhouses under daytime CO2 concentrations of 360 and 720 ppm and air temperatures of 1.5°C (near ambient) and 6.0°C higher than outside ambient temperature, after which they measured several different plant properties. ―On a main stem basis, Vu and Allen write, ―leaf area, leaf dry weight, stem dry weight and stem juice volume were increased by growth at doubled CO2 [as well as at] high temperature, and they state these increases were even greater under the combination of doubled CO2 and high temperature, with plants grown under these conditions averaging ―50%, 26%, 84% and 124% greater leaf area, leaf dry weight, stem dry weight and stem juice volume, respectively, compared with plants grown at [the] ambient CO2/near-ambient temperature combination. In addition, they write, ―plants grown at [the] doubled CO2/high temperature combination were 2- to 3-fold higher in stem soluble solids than those at [the] ambient CO2/near-ambient temperature combination. Consequently, as Vu and Allen conclude, ―sugarcane grown under predicted rising atmospheric CO2 and temperature in the future may use less water, utilize water more efficiently, and would perform better in sucrose production. This bodes well for tropical-region agriculture, especially, as they note, ―with the worldwide continued increase in demand for sugarcane as a source of food and biofuel. Last, they add that significant ―improvements in stem sucrose and biomass through classical breeding and/or new biotechnology may also be achieved; and, hence, they state, ―studies to identify the cultivars with high efficiency in water use and stem sucrose production under future changes in CO2 and climate are of great importance and should be initiated and explored. Working hand-in-hand with the benefits provided by the ongoing rise in the air‘s CO2 content, therefore, as well as those provided by the possibility of still higher air temperatures to come, we may yet be able to meet the increasing food needs of our expanding numbers without taking vast amounts of land and freshwater resources from Earth‘s natural ecosystems. Also studying sugarcane, Gouvea et al. (2009) used the agrometeorological model of Doorenbos and Kassam (1994) ―to estimate sugarcane yield in tropical southern Brazil, based on future A1B climatic scenarios presented in the fourth Intergovernmental Panel on Climate Change report. They first calculated potential productivity, which considers ―the possible impacts caused by changes in temperature, precipitation, sunshine hours and CO2 concentration in the atmosphere, as well as technological advances, and then actual productivity, which additionally accounts for the yield-reducing effects of water stress. Based on their calculations, Gouvea et al. determined ―potential productivity will increase by 15% in relation to the present condition in 2020, by 33% in 2050 and by 47% in 2080, and ―actual productivity will increase by 12% in relation to the present condition in 2020, by 32% in 2050 and by 47% in 2080. They further indicate expected technological advances, including the development of new varieties and best-management practices, will account for 35 percent of the yield gains in 2020, 51 percent in 2050, and 61 percent in 2080. Consequently, and in spite of the gloomy prognostications of the IPCC and its followers, this modeling exercise suggests there will be, in the words of the four researchers, ―a beneficial effect of forecasted climate changes on sugarcane productivity, due to the expected increases in temperature and CO2 concentration.

CO2 Good – Macroalgae
Turn – Warming is Key to Macroalgae Development

Idso et Al, 2k11 (Craig D. Idso, founder and chairman of the board of the Center for the Study of Carbon Dioxide and Global Change, Robert M. Carter, emeritus fellow and science policy advisor at the free market think-tank the Institute of Public Affairs and an adjunct professorial research fellow in earth sciences at James Cook University, S. Fred Singer, American physicist and emeritus professor of environmental science at the University of Virginia, Contributors: Susan Crockford (Canada) Joseph D‘Aleo (USA) Indur Goklany (USA) Sherwood Idso (USA) Madhav Khandekar (Canada) Anthony Lupo (USA) Willie Soon (USA) Mitch Taylor (Canada) Editors: Joseph L. Bast (USA), S.T. Karnick (USA), Diane Carol Bast (USA), “Climate Change Reconsidered” 2011 Interim Report Chapter 7, Online @ http://nipccreport.org/reports/2011/2011report.html ht)

Writing as background for their study, Jiang et al. (2010) note ―seagrasses are flowering plants that thrive in shallow oceanic and estuarine waters around the world, and are ranked as one of the most ecologically and economically valuable biological systems on earth, citing the work of Beer et al. (2006). They state Thalassia hemprichii ―is among the most widely-distributed seagrass species in an Indo-Pacific flora, dominating in many mixed meadows, citing the work of Short et al. (2007). In conducting their analysis, the authors collected intact vegetative plants of T. hemprichii from Xincun Bay of Hainan Island, Southern China, which they transported to the laboratory and cultured in flowthrough seawater aquaria bubbled with four different concentrations of CO2 representative of (1) the present global ocean, with a pH of 8.10, (2) the projected ocean for 2100, with a pH of 7.75, (3) the projected ocean for 2200, with a pH of 7.50, and (4) the ocean characteristic of ―an extreme beyond the current predictions (a hundredfold increase in free CO2, with a pH of 6.2). The three researchers report the ―leaf growth rate of CO2-enriched plants was significantly higher than that in the unenriched treatment, that ―nonstructural carbohydrates (NSC) of T. hemprichii, especially in belowground tissues, increased strongly with elevated CO2, and ―belowground tissues showed a similar response with NSC. The Chinese scientists identify several implications of their findings that ―CO2 enrichment enhances photosynthetic rate, growth rate and NSC concentrations of T. hemprichii. With higher atmospheric CO2 concentrations, they note, ―colonization beyond current seagrass depth limits is possible; the extra stored NSC ―can be used to meet the carbon demands of plants during periods of low photosynthetic carbon fixation caused by severe environmental disturbance such as underwater light reduction; it can enhance ―rhizome growth, flowering shoot production and vegetative proliferation; and it ―may buffer the negative effects of transplant shock by increasing rhizome reserve capacity. They also write, ―the globally increasing CO2 may enhance seagrass survival in eutrophic coastal waters, where populations have been devastated by algal proliferation and reduced column light transparency, and ―ocean acidification will stimulate seagrass biomass and productivity, leading to more favorable habitat and conditions for associated invertebrate and fish species. Also researching the potential effects of ocean acidification on macroalgae were Xu et al. (2010), who write, ―Gracilaria lemaneiformis (Bory) Webervan Bosse is an economically important red seaweed that is cultivated on a large scale in China due to the quantity and quality of agar in its cell walls. In addition, they state ―much attention has been paid to the biofiltration capacity of the species (Yang et al., 2005, 2006; Zhou et al., 2006), and that it has thus been suggested to be ―an excellent species for alleviating coastal eutrophication in China (Fei, 2004). Considering these important characteristics of this seaweed, the authors set out to examine how this aquatic plant might respond to elevated CO2. In conducting their experiment, plants were grown from thalli—collected at 0.5 m depth from a farm located in Shen‘ao Bay, Nanao Island, Shantou (China)—for 16 days in 3-L flasks of natural seawater maintained at either natural (0.5 µM) or high (30 µM) dissolved inorganic phosphorus (Pi) concentrations in contact with air of either 370 or 720 ppm CO2, while their photosynthetic rates, biomass production, and uptake of nitrate and phosphate were examined. As best as can be determined from Xu et al.‘s graphical representations of their results, algal photosynthetic rates in the natural Pi treatment were increased only by a non-significant 5 percent as a result of the 95 percent increase in the air‘s CO2 concentration, and in the high Pi treatment they were increased by approximately 41 percent. In the case of growth rate or biomass production, on the other hand, the elevated CO2 treatment exhibited a 48 percent increase in the natural Pi treatment, whereas in the high Pi treatment there was no CO2-induced increase in growth, because the addition of the extra 29.5 µM Pi boosted the biomass production of the low-CO2 natural-Pi treatment by approximately 83 percent, and additional CO2 did not increase growth rates beyond that point. The three Chinese researchers state ―elevated levels of CO2 in seawater increase the growth rate of many seaweed species despite the variety of ways in which carbon is utilized in these algae, noting ―some species, such as Porphyra yezoensis Ueda (Gao et al., 1991) and Hizikia fusiforme (Harv.) Okamura (Zou, 2005) are capable of using HCO3 , but are limited by the current ambient carbon concentration in seawater, and ―enrichment of CO2 relieves this limitation and enhances growth. Regarding the results they obtained with Gracilaria lemaneiformis, on the other hand—which they state ―efficiently uses HCO3 and whose photosynthesis is saturated at the current inorganic carbon concentration of natural seawater (Zou et al., 2004)—they write, ―the enhancement of growth could be due to the increased nitrogen uptake rates at elevated CO2 levels, which in their experiment were 40 percent in the natural Pi treatment, because ―high CO2 may enhance the activity of nitrate reductase (Mercado et al., 1999; Gordillo et al., 2001; Zou, 2005) and stimulate the accumulation of nitrogen, which could contribute to growth. Whatever strategy might be employed, these several marine macroalgae appear to be capable of benefiting greatly from increased atmospheric CO2 concentrations.
CO2 Good – Soybeans
CO2 Increases Soybean Disease Resistance

Idso et Al, 2k11 (Craig D. Idso, founder and chairman of the board of the Center for the Study of Carbon Dioxide and Global Change, Robert M. Carter, emeritus fellow and science policy advisor at the free market think-tank the Institute of Public Affairs and an adjunct professorial research fellow in earth sciences at James Cook University, S. Fred Singer, American physicist and emeritus professor of environmental science at the University of Virginia, Contributors: Susan Crockford (Canada) Joseph D‘Aleo (USA) Indur Goklany (USA) Sherwood Idso (USA) Madhav Khandekar (Canada) Anthony Lupo (USA) Willie Soon (USA) Mitch Taylor (Canada) Editors: Joseph L. Bast (USA), S.T. Karnick (USA), Diane Carol Bast (USA), “Climate Change Reconsidered” 2011 Interim Report Chapter 7, Online @ http://nipccreport.org/reports/2011/2011report.html ht)

Eastburn et al. (2010) note, ―globally, soybean is the most widely planted dicot crop and has economic significance due to its wide variety of uses, ranging from food and health products to printing inks and biodiesal, but ―little to no work has evaluated the influence of future atmospheric conditions on soybean diseases. This is particularly surprising given that ―worldwide yield losses to all soybean diseases combined are about 11% (Wrather et al., 1997), which is equivalent to more than 24 million metric tons based on current production. In an attempt to begin to fill this knowledge void, Eastburn et al. evaluated the individual and combined effects of elevated carbon dioxide (CO2, 550 ppm) and ozone (O3, 1.2 times ambient) on three economically important soybean diseases—downy mildew, Septoria brown spot, and sudden death syndrome (SDS)—over the three-year period 2005–2007 under natural field conditions at the soybean free-air CO2enrichment (SoyFACE) facility on the campus of the University of Illinois (USA). The five researchers found ―elevated CO2 alone or in combination with O3 significantly reduced downy mildew disease severity by 39–66% across the three years of the study. On the other hand, they state ―elevated CO2 alone or in combination with O3 significantly increased brown spot severity in all three years, but ―the increase was small in magnitude. Finally, they state ―the atmospheric treatments had no effect on the incidence of SDS. Taken in their entirety, these findings thus suggest, on balance, that elevated CO2 should provide a net benefit to soybean productivity throughout the world, as its concentration continues to rise in the years and decades to come. In the introduction to another soybean study, Kretzschmar et al. (2009) write, ―isoflavonoids constitute a group of natural products derived from the phenylpropanoid pathway, which is abundant in soybeans, and they state ―the inducible accumulation of low molecular weight antimicrobial pterocarpan phytoalexins, the glyceollins, is one of the major defense mechanisms implicated in soybean resistance. Thus, in their study, as they describe it, they ―evaluated the effect of an elevated CO2 atmosphere on the production of soybean defensive secondary chemicals induced by nitric oxide and a fungal elicitor. They did this in a glasshouse where they grew soybeans from seed for a period of nine days in large, well-watered pots placed within opentop chambers that were maintained at atmospheric CO2 concentrations of either 380 or 760 ppm, while they examined changes in the production of phytoalexins and some of their precursors. This work revealed that elevated CO2 ―resulted in an increase of intermediates and diverted end products (daidzein by 127%, coumestrol by 93%, genistein by 93%, luteolin by 89% and apigenin by 238%) with a concomitant increase of 1.5–3.0 times in the activity of enzymes related to their biosynthetic routes. The Brazilian researchers state these findings ―indicate changes in the pool of defense-related flavonoids in soybeans due to increased carbon availability, which may differentially alter the responsiveness of soybean plants to pathogens in CO2 atmospheric concentrations such as those predicted for future decades. Or to put it more simply, the ongoing rise in the air‘s CO2 content will likely increase the ability of soybeans to withstand the attacks of various plant diseases in the years and decades to come.
CO2 Good – Soybeans – AT: Weeds
Here’s soybean-specific evidence

Davis & Ainsworth 12—*member of the USDA-ARS Global Change and Photosynthesis Research Unit and Professor of the Department of Crop Studies @ UIllinois AND **Professor of Plant Biology @ UIllinois (AS and EA, “Weed interference with field-grown soyabean decreases under elevated [CO2] in a FACE experiment,” Weed Research, Vol. 52, Iss. 3, Wiley Library, DA: 6/24/2012//JLENART) **NOTE—soyabean is the UK’s word for soybean. They are equivalent.

Elevated [CO2] strongly mitigated soyabean yield loss due to weed interference by both C3 and C4 weeds. The rescue effect was especially pronounced for the C3 crop-C4 weed combination, as predicted by Patterson and Flint (1980). Soyabean yields in mixture with A. rudis under eCO2 did not differ from weed-free yields. Soyabean yield loss due to C. album interference was also mitigated, relative to the same species mixture grown under aCO2. In a similar study, albeit one conducted in 3 m diameter open-top field chambers rather than in a FACE setting (Ziska, 2000), eCO2 reduced interference from a C4 weed (A. retroflexus) with soyabean, but exacerbated interference from a C3 weed (C. album). Differences in methodology of global change experiments with field crops have been demonstrated, through meta-analysis, to have quantitative and qualitative impacts upon results and interpretation of such studies (Ainsworth, 2008; Ainsworth et al., 2008). Qualitative differences between our results and those from controlled-environments indicate the need for additional studies under FACE conditions to confirm the generality of these findings. What mechanisms could have been responsible for increased tolerance of soyabean to weed interference under eCO2? Elevated [CO2] did not affect weed growth rates, heights or final biomass. Reductions in weed survival under eCO2 were slight, and did not correlate significantly with soyabean yield or yield loss due to weed interference. Although we did not make direct measurements of soil moisture in weed subplots, evidence from neighbouring soyabean monoculture subplots (Bernacchi et al., 2007; Leakey et al., 2009) led us to speculate that eCO2 may have mitigated weed interference with soyabeans by reducing competition for soil moisture. Photosynthetic WUE was greatly enhanced for both weed species under eCO2, increasing by at least 50% in both years. There was a concurrent 9% season-integrated reduction in water use by soyabean, leading to less moisture stress in the system (Bernacchi et al., 2007). Decreased soyabean ET under eCO2 was particularly noticeable in drought years, when proportional increases in soyabean yield due to eCO2 surpassed those in moister years (Bernacchi et al., 2007; Leakey et al., 2009). These inferences were framed by the observed negative relationship between soyabean yield loss and weed photosynthetic WUE. We see a clear need for future studies of soil and plant water balances in competitive mixtures under aCO2 and eCO2 under different water regimes (e.g. Valerio et al., 2011) to test the hypothesis that eCO2 led to decreased weed-crop competition for soil water resources. 

CO2 Good – Forests 
Elevated CO2 Levels Key to Stronger Forests

Idso et Al, 2k11 (Craig D. Idso, founder and chairman of the board of the Center for the Study of Carbon Dioxide and Global Change, Robert M. Carter, emeritus fellow and science policy advisor at the free market think-tank the Institute of Public Affairs and an adjunct professorial research fellow in earth sciences at James Cook University, S. Fred Singer, American physicist and emeritus professor of environmental science at the University of Virginia, Contributors: Susan Crockford (Canada) Joseph D‘Aleo (USA) Indur Goklany (USA) Sherwood Idso (USA) Madhav Khandekar (Canada) Anthony Lupo (USA) Willie Soon (USA) Mitch Taylor (Canada) Editors: Joseph L. Bast (USA), S.T. Karnick (USA), Diane Carol Bast (USA), “Climate Change Reconsidered” 2011 Interim Report Chapter 7, Online @ http://nipccreport.org/reports/2011/2011report.html ht)

Moving up from individual species and small groups of plants to the ecosystem scale, we consider the case of natural and plantation-type forests, beginning with studies of the latter type, where the air around groups of trees has been experimentally enriched with CO2, starting with the study of McCarthy et al. (2010). Conducted at the Duke Forest Free-Air CO2Enrichment (FACE) facility, this study is a long-term experiment designed to investigate the effects of an extra 200 ppm of atmospheric CO2 on the growth and development of a plantation of loblolly pine (Pinus taeda) trees with an understory of various broadleaf species, including Liriodendron tulipifera, Liquidambar styraciflua, Acer rubrum, Ulmus alata, and Cornus florida, plus various other trees, shrubs, and vines. All of these were grown on a soil that Finzi and Schlesinger (2003) describe as being in ―a state of acute nutrient deficiency that can only be reversed with fertilization. Many researchers had long thought such fertility deficiency would stifle the ability of the extra aerial supply of CO2 to significantly stimulate the forest‘s growth on a continuing basis. Working with data for the years 1996–2004, the team of nine researchers writes, ―net primary productivity [NPP] for pines, hardwoods and the entire stand was calculated as the sum of the production of coarse wood (stems, branches, coarse roots), leaf litter (lagged for pines), fine roots and reproductive structures. The results of this protocol indicated ―elevated CO2 increased pine biomass production, starting in 1997 and continuing every year thereafter, and ―the CO2-induced enhancement remained fairly consistent as the stand developed. In addition, they found ―elevated CO2 increased stand (pine plus all other species) biomass production every year from 1997 onwards with no trend over time, while the average yearly increase in NPP caused by the approximate 54 percent increase in the air‘s CO2 content was 28 percent. Thus, and in spite of the original belief of many scientists that low levels of soil nitrogen—especially an acute deficiency—would preclude any initial growth stimulation provided by atmospheric CO2 enrichment from long persisting, the suite of trees, bushes, and shrubs that constitute the Duke Forest has continued to maintain the extra CO2enabled vitality it exhibited right from the start of the study, with no sign of it even beginning to taper off. Further extending the results of the Duke Forest FACE study were Jackson et al. (2009), who describe new belowground data they obtained there, after which they present a synthesis of these and other results obtained from 1996 through 2008, seeking to determine ―which, if any, variables show evidence for a decrease in their response to atmospheric CO2 during that time frame. Among many other things, Jackson et al. report ―on average, in elevated CO2, fine-root biomass in the top 15 cm of soil increased by 24%, and in recent years the fine-root biomass increase ―grew stronger, averaging ~30% at high CO2. Regarding coarse roots having diameters greater than 2 mm and extending to a soil depth of 32 cm, they report, ―biomass sampled in 2008 was twice as great in elevated CO2. We calculate from the graphical representation of their results that the coarse-root biomass was fully 130 percent greater, which is astounding, particularly given that the extra 200 ppm of CO2 supplied to the air surrounding the CO2-enriched trees represented only about a 55 percent increase over ambient conditions. In the concluding sentence of their paper‘s abstract, Jackson et al. state, ―overall, the effect of elevated CO2 belowground shows no sign of diminishing. In expanding on this statement, the four researchers note ―if progressive nitrogen limitation were occurring in this system, we would expect differences in productivity to diminish for trees in the elevated vs. ambient CO2 plots, but they state, ―in fact there is little evidence from estimates of aboveground or total net primary productivity in the replicated Duke experiment that progressive nitrogen limitation is occurring there or at other forest FACE experiments, even ―after more than a decade of manipulation of the air‘s CO2 content, citing in this regard—with respect to the latter portion of their statement—the report of Finzi et al. (2007). Consequently, there is very good reason to believe the ―aerial fertilization effect of atmospheric CO2 enrichment will continue to benefit Earth‘s forests significantly as long as the atmosphere‘s CO2 concentration continues to rise.
CO2 Good – Land Use Turn
CO2 is key to creating stronger plants – that solves land use efficiency and strengthens agricultural output – nothing else solves

Idso & Idso 11—Former Professor in the Departments of Geology, Geography, Botany & Microbiology @ Arizona State University and PhD from UMinnesota and former research physicist for the Department of Agriculture AND PhD in Geography (Sherwood and Craig, “Carbon Dioxide and Earth’s Future: Pursuing the Prudent Path,” Published by the Center for the Study of Carbon Dioxide and Global Change, http://www.co2science.org/education/reports/prudentpath/prudentpath.pdf, DA: 6/21/2012//JLENART)

Although the impending biological crisis and several important elements of its potential solution are thus well defined, Tilman et al. (2001) reported that “even the best available technologies, fully deployed, cannot prevent many of the forecasted problems.” This was also the conclusion of Idso and Idso (2000), who -- although acknowledging that “expected advances in agricultural technology and expertise will significantly increase the food production potential of many countries and regions” -- noted that these advances “will not increase production fast enough to meet the demands of the even faster-growing human population of the planet.” Fortunately, we have a powerful ally in the ongoing rise in the air’s CO2 content that can provide what we can’t. Since atmospheric CO2 is the basic “food” of essentially all plants, the more of it there is in the air, the bigger and better they grow. For a nominal doubling of the air’s CO2 concentration, for example, the productivity of earth’s herbaceous plants rises by 30 to 50% (Kimball, 1983; Idso and Idso, 1994), while the productivity of its woody plants rises by 50 to 75% or more (Saxe et al. 1998; Idso and Kimball, 2001). Hence, as the air’s CO2 content continues to rise, so too will the land use efficiency of the planet rise right along with it. In addition, atmospheric CO2 enrichment typically increases plant nutrient use efficiency and plant water use efficiency. Thus, with respect to all three of the major needs noted by Tilman et al. (2002), increases in the air’s CO2 content pay huge dividends, helping to increase agricultural output without the taking of new lands from nature. 

Decreasing land use ensures the destruction of two-thirds of all species on Earth --- this is comparatively the most significant problem and o/w global warming

Idso & Idso 11—Former Professor in the Departments of Geology, Geography, Botany & Microbiology @ Arizona State University and PhD from UMinnesota and former research physicist for the Department of Agriculture AND PhD in Geography (Sherwood and Craig, “Carbon Dioxide and Earth’s Future: Pursuing the Prudent Path,” Published by the Center for the Study of Carbon Dioxide and Global Change, http://www.co2science.org/education/reports/prudentpath/prudentpath.pdf, DA: 6/21/2012//JLENART)

How much land can ten billion people spare for nature? This provocative question was posed by Waggoner (1995) in the title of an essay designed to illuminate the dynamic tension that exists between the need for land to support the agricultural enterprises that sustain mankind and the need for land to support the natural ecosystems that sustain all other creatures. As noted by Huang et al. (2002), human populations “have encroached on almost all of the world’s frontiers, leaving little new land that is cultivatable.” And in consequence of humanity’s ongoing usurpation of this most basic of natural resources, Raven (2002) has stated that “species-area relationships, taken worldwide in relation to habitat destruction, lead to projections of the loss of fully two-thirds of all species on earth by the end of this century,” which problem has been noted and discussed by a number of other scientists as well, including Conway and Toenniessen (1999), Wallace (2000), Pretty et al. (2003), Foley et al. (2005), Green et al. (2005), Khush (2005), Hanjra and Qureshi (2010), Lele (2010) and Zhu et al. (2010) If one were to pick the most significant problem currently facing the biosphere, this would probably be it: a single species of life, Homo sapiens, is on course to completely annihilate fully two-thirds of the ten million or so other species with which we share the planet within a mere ninety years, simply by taking their land. Global warming, by comparison, pales in significance, as its impact is nowhere near as severe, likely being nil or even positive. In addition, its root cause is highly debated; and actions to thwart it are much more difficult, if not impossible, to both define and implement. Furthermore, what many people believe to be the cause of global warming, i.e., anthropogenic CO2 emissions, may actually be a powerful force for preserving land for nature. So what parts of the world are likely to be hardest hit by this human land-eating machine? Tilman et al. (2001) stated that developed countries are expected to actually withdraw large areas of land from farming by the mid-point of this century, leaving developing countries to shoulder essentially all of the increasingly-heavy burden of feeding the still-expanding human population. In addition, they calculate that the loss of these countries’ natural ecosystems to cropland and pasture will amount to about half of all potentially suitable remaining land, which “could lead to the loss of about a third of remaining tropical and temperate forests, savannas, and grasslands,” along with the many unique species they support. What can be done to alleviate this bleak situation? In another analysis of the problem, Tilman et al. (2002) introduced a few more facts before suggesting some solutions. They noted, for example, that by 2050 the human population of the globe was projected to be 50% larger than it was in 2000, and that global grain demand could well double, due to expected increases in per capita real income and dietary shifts toward a higher proportion of meat. Hence, they but stated the obvious when they concluded that “raising yields on existing farmland is essential for ‘saving land for nature’.” 

CO2 Good – No Impact/K2 Fungi
CO2 Key to Fungi – And, This Takes Out Your Impact – Micro-Organisms Check Back for Any Temperature Increases – This Means that a Marginal Risk of CO2 Being Beneficial Outweighs Any of Your Warming Scenarios

Idso et Al, 2k11 (Craig D. Idso, founder and chairman of the board of the Center for the Study of Carbon Dioxide and Global Change, Robert M. Carter, emeritus fellow and science policy advisor at the free market think-tank the Institute of Public Affairs and an adjunct professorial research fellow in earth sciences at James Cook University, S. Fred Singer, American physicist and emeritus professor of environmental science at the University of Virginia, Contributors: Susan Crockford (Canada) Joseph D‘Aleo (USA) Indur Goklany (USA) Sherwood Idso (USA) Madhav Khandekar (Canada) Anthony Lupo (USA) Willie Soon (USA) Mitch Taylor (Canada) Editors: Joseph L. Bast (USA), S.T. Karnick (USA), Diane Carol Bast (USA), “Climate Change Reconsidered” 2011 Interim Report Chapter 7, Online @ http://nipccreport.org/reports/2011/2011report.html ht)

Andrew and Lilleskov (2009) studied sporocarps (the reproductive structures of fungi), which can be significant carbon sinks for the ectomycorrhizal fungi that develop symbiotic relationships with plants by forming sheaths around their root tips, where they are the last sinks for carbon in the long and winding pathway that begins at the source of carbon assimilation in plant leaves. The researchers note ―it is critical to understand how ectomycorrhizal fungal sporocarps are affected by elevated CO2 and ozone, because, they continue, ―sporocarps facilitate genetic recombination, permit long-distance dispersal and contribute to food webs, and we need to know how these important processes will be affected by continued increases in the concentrations of these two trace constituents of the atmosphere. Accordingly, the two researchers evaluated sporocarp biomass for a period of four years at the Aspen free-air CO2 enrichment (FACE) site near Rhinelander, Wisconsin, which provided, in their words, a ―unique opportunity to examine the effects of both elevated CO2 and O3 on a forested ecosystem. The examination was conducted during years four through seven of the aspen and aspen-birch forests‘ exposures to ambient and enriched concentrations of the two gases: CO2 (350 and 550 ppm) and O3 (33–67 and 50-–00 ppb). The scientists found total mean sporocarp biomass ―was generally lowest under elevated O3 with ambient CO2, and it ―was greatest under elevated CO2, regardless of O3 concentration. They also found ―a complete elimination of O3 effects on sporocarp production when [extra] CO2 was added. And they state they ―expect that the responses seen in the present study were conservative compared to those expected under regional to global changes in CO2 and O3. Consequently, by itself or in combination with rising ozone concentrations, the ongoing rise in the atmosphere‘s CO2 content appears destined to enhance the genetic recombination and long-distance dispersal of the ectomycorrhizal fungi that form symbiotic relationships with the roots of aspen and birch trees, thereby positively contributing to various food webs that will be found within aspen and aspenbirch forests of the future. In another study dealing with soil fungi, Alberton et al. (2010) write, ―roots of a very large number of plant species are regularly colonized by a group of ascomycete fungi with usually dark-pigmented (melanized) septate hyphae (Mandyam and Jumpponen, 2005; Sieber and Grunig, 2006) that are referred to as ―dark septate root endophytic (DSE) fungi, with ―most species belonging to the Leotiomycetes (Kernaghan et al., 2003; Wang et al., 2006). To study these fungi, the three researchers grew Scots pine (Pinus sylvestris) plants from seed for 125 days in Petri dishes—both with and without inoculation with one of seven different species/strains of DSE fungi—within controlled environment chambers maintained at atmospheric CO2 concentrations of either 350 or 700 ppm, destructively harvesting some of the seedlings at the 98-day point of the experiment and the rest of them at the experiment‘s conclusion. They found ―across all plants (DSE-inoculated and control plants) under elevated CO2, shoot and root biomass increased significantly by 21% and 19%, respectively, relative to ambient, with ―higher values over the final four weeks (increases of 40% and 30% for shoots and roots, respectively). In addition, they indicate ―on average, shoot nitrogen concentration was 57% lower under elevated CO2, and ―elevated CO2 decreased root nitrogen concentration on average by 16%. Alberton et al. thus acknowledge their study ―did not suggest a role for DSE fungi in increased nutrient uptake. In fact, they emphasize that ―under elevated CO2, DSE fungi even reduced nitrogen content of the pine seedlings. But they also emphasize that ―surprisingly, even under reduced nitrogen availability, elevated CO2 led to increases in both above-ground and below-ground plant biomass. To explain how that happened, the Brazilian and Dutch scientists write, ―a potential mechanism for the increase of plant biomass even when plant nutrient uptake decreases is the production of phytohormones by DSE fungi. They observe that ―earlier authors noted that DSE fungi enhance plant growth by producing phytohormones or inducing host hormone production without any apparent facilitation of host nutrient uptake or stimulation of host nutrient metabolism (Addy et al., 2005; Schulz and Boyle, 2005), further demonstrating that low levels of soil nitrogen availability need not be an insurmountable impediment to significant CO2-induced increases in plant growth and development. In another study of note, Compant et al. (2010) write, ―virtually all land plant taxa investigated have well-established symbioses with a large variety of microorganisms (Nicolson, 1967; Brundrett, 2009), some of which ―are known to support plant growth and to increase plant tolerance to biotic and abiotic stresses (Bent, 2006). Many of these microorganisms colonize the rhizosphere (Lugtenberg and Kamilova, 2009), while others ―enter the root system of their hosts and enhance their beneficial effects with an endophytic lifestyle (Stone et al., 2000). This is the case, as they put it, ―for plant growth-promoting fungi such as arbuscular mycorrhizae, ectomycorrhizae and other endophytic fungi, as well as for plant growthpromoting bacteria and the more specialized plant growth-promoting rhizobacteria. Many members of the first two categories, they note, ―are applied as biocontrol agents, biofertilizers and/or phytostimulators in agriculture (Vessey, 2003; Welbaum et al., 2004) or as degrading microorganisms in phytoremediation applications (Denton, 2007). Consequently, and in order to determine how beneficial plant growth-promoting microorganisms might be affected by continued increases in the air‘s CO2 content and by possible concomitant changes in climate, Compant et al. reviewed the results of 135 studies that investigated the effects of CO2 and changes in various climatic factors on ―beneficial microorganisms and their interactions with host plants. They found ―the majority of studies showed that elevated CO2 had a positive influence on the abundance of arbuscular and ectomycorrhizal fungi, which, in their words, ―is generally in agreement with meta-analyses performed by Treseder (2004) and by Alberton et al. (2005). But they also found ―the effects on plant growth-promoting bacteria and endophytic fungi were more variable. Nevertheless, they state, ―in most cases, plant-associated microorganisms had a beneficial effect on plants under elevated CO2. In addition, they report ―numerous studies indicated that plant growthpromoting microorganisms (both bacteria and fungi) positively affected plants subjected to drought stress. Temperature effects, on the other hand, were more of a wash, as Compant et al. state ―the effects of increased temperature on beneficial plant-associated microorganisms were more variable, positive and neutral, and ―negative effects were equally common and varied considerably with the study system and the temperature range investigated. In concluding, Compant et al. note the stress of drought is disadvantageous for nearly all terrestrial vegetation, but plant growth-promoting microorganisms should help land plants overcome this potentially negative aspect of future climate change, as long as the air‘s CO2 content continues to rise. Temperature effects, on the other hand, would appear to be no more negative than they are positive in a warming world, and when they might be negative, continued atmospheric CO2 enrichment should prove to be a huge benefit to plants by directly enhancing their growth rates and water use efficiencies. And under the best of climatic conditions, atmospheric CO2 enrichment should bring out the best of Earth‘s plants, plus the best of the great majority of plant growth-promoting microorganisms that benefit them biochemically.
CO2 Good – Solves Warming – Global Sink
Increased CO2 solves warming --- it acts as a sink that removes it from the atmosphere --- recent evidence is on our side

Idso & Idso 11—Former Professor in the Departments of Geology, Geography, Botany & Microbiology @ Arizona State University and PhD from UMinnesota and former research physicist for the Department of Agriculture AND PhD in Geography (Sherwood and Craig, “Carbon Dioxide and Earth’s Future: Pursuing the Prudent Path,” Published by the Center for the Study of Carbon Dioxide and Global Change, http://www.co2science.org/education/reports/prudentpath/prudentpath.pdf, DA: 6/21/2012//JLENART)

As can be seen from this figure, earth’s land surfaces were a net source of CO2-carbon to the atmosphere until about 1940, primarily due to the felling of forests and the plowing of grasslands to make way for expanded agricultural activities. From 1940 onward, however, the terrestrial biosphere has become, in the mean, an increasingly greater sink for CO2-carbon; and it has done so even in the face of massive global deforestation, for which it has more than compensated. And in light of these findings, plus the fact that they do “not depend on models” but “only on the observed atmospheric increase and estimates of fossil fuel emissions,” Tans concluded that “suggestions that the carbon cycle is becoming less effective in removing CO2 from the atmosphere (e.g., LeQuere et al., 2007; Canadell et al., 2007) can perhaps be true locally, but they do not apply globally, not over the 50-year atmospheric record, and not in recent years.” In fact, he goes on to say that “to the contrary” and “despite global fossil fuel emissions increasing from 6.57 GtC in 1999 to 8.23 in 2006, the five-year smoothed global atmospheric growth rate has not increased during that time, which requires more effective uptake [of CO2] either by the ocean or by the terrestrial biosphere, or both, to satisfy atmospheric observations.” And the results portrayed in the figure we have adapted from Tans’ paper clearly indicate that this “more effective uptake” of CO2-carbon has occurred primarily over land. 

CO2 Good – Solves Warming K2 Albedo
CO2 produces BVOCs – that increases cloud albedo which resolves warming and prevents future pest attacks

Idso et. al. 11—PhD in Geology and Chairman @ the Study of Carbon Dioxide and Global Change—AND Robert Carter, PhD and Adjunct Research Fellow @ James Cook University—AND S. Fred Singer, PhD and President of the Science and Environmental Policy Project—AND Susan Crockford, evolutionary biologist with specialities in skeletal taxonomy, paleozoology and vertebrate evolution—AND Joseph D’Aleo, former professor of meteorology @ Lyndon State College—AND Indur Goklany, independent scholar, author, and co-editor of Electronic Journal of Sustainable Development—AND Sherwood Idso, President of the Center for the Study of Carbon Dioxide and Global Change, former Research Physicist with the US Department of Agriculture and former Professor in the Departments of Geology, Botany, and Microbiology @ Arizona State University; PhD in Philosophy from UMinnesota—AND Madhav Khandekar, former research scientist from Environment Canada—AND, Anthony Lupo, Department Chair and Professor of Atmospheric Science @ UMissouri [boooo]—AND Willie Soon, astrophysicist @ Solar and Stellar Physics Division @ Harvard-Smithsonian Center of Astrophysics—AND Mitch Taylor, cited Canadian scientist (Craig, “Climate Change Reconsidered,” 2011 Interim Report of the NIPCC, September, Edited by Joseph Bast, S.T. Karnick, and Diane Bast --- *President, **Research Editor, and ***Executive Editor of the Heartland Institute, http://www.nipccreport.org/reports/2011/pdf/2011NIPCCinterimreport.pdf, DA: 6/21/2012//JLENART)

Still other secondary carbon compounds comprise what are known as biogenic volatile organic compounds or BVOCs. Plants re-emit a substantial portion of their assimilated CO2 back to the atmosphere as BVOCs, and these substances affect both the chemical and physical properties of the air, where they generate large quantities of organic aerosols that can affect the planet‘s climate by forming cloud condensation nuclei that may lead to increased cooling during the day by reflecting a greater portion of the incoming solar radiation back to space. In addition, many BVOCs protect plants from a host of insect pests. But not all BVOCs are so helpful. 

CO2 Good – Economy
CO2 key to plant growth and economic stability 

Wall Street Journal 1/19/12 (“No Need to Panic About Global Warming” http://online.wsj.com/article/SB10001424052970204301404577171531838421366.html, PZ)

*The following has been signed by the 16 scientists with the following credentials: Claude Allegre, former director of the Institute for the Study of the Earth, University of Paris; J. Scott Armstrong, cofounder of the Journal of Forecasting and the International Journal of Forecasting; Jan Breslow, head of the Laboratory of Biochemical Genetics and Metabolism, Rockefeller University; Roger Cohen, fellow, American Physical Society; Edward David, member, National Academy of Engineering and National Academy of Sciences; William Happer, professor of physics, Princeton; Michael Kelly, professor of technology, University of Cambridge, U.K.; William Kininmonth, former head of climate research at the Australian Bureau of Meteorology; Richard Lindzen, professor of atmospheric sciences, MIT; James McGrath, professor of chemistry, Virginia Technical University; Rodney Nichols, former president and CEO of the New York Academy of Sciences; Burt Rutan, aerospace engineer, designer of Voyager and SpaceShipOne; Harrison H. Schmitt, Apollo 17 astronaut and former U.S. senator; Nir Shaviv, professor of astrophysics, Hebrew University, Jerusalem; Henk Tennekes, former director, Royal Dutch Meteorological Service; Antonio Zichichi, president of the World Federation of Scientists, Geneva.

The fact is that CO2 is not a pollutant. CO2 is a colorless and odorless gas, exhaled at high concentrations by each of us, and a key component of the biosphere's life cycle. Plants do so much better with more CO2 that greenhouse operators often increase the CO2 concentrations by factors of three or four to get better growth. This is no surprise since plants and animals evolved when CO2 concentrations were about 10 times larger than they are today. Better plant varieties, chemical fertilizers and agricultural management contributed to the great increase in agricultural yields of the past century, but part of the increase almost certainly came from additional CO2 in the atmosphere. Princeton physics professor William Happer on why a large number of scientists don't believe that carbon dioxide is causing global warming. A recent study of a wide variety of policy options by Yale economist William Nordhaus showed that nearly the highest benefit-to-cost ratio is achieved for a policy that allows 50 more years of economic growth unimpeded by greenhouse gas controls. This would be especially beneficial to the less-developed parts of the world that would like to share some of the same advantages of material well-being, health and life expectancy that the fully developed parts of the world enjoy now. Many other policy responses would have a negative return on investment. And it is likely that more CO2 and the modest warming that may come with it will be an overall benefit to the planet. 


Reducing CO2 emissions prevents economic growth

Zhao 2011- Selected Paper prepared for presentation at the Agricultural & Applied Economics Association’s 2011 AAEA & NAREA Joint Annual Meeting (Xiaobing “The Impact of CO2 Emission Cuts on Income” July 24th-26th, http://ageconsearch.umn.edu/bitstream/103412/2/Zhao-1-the%20impact%20of%20The%20cost%20of%20CO2%20emission%20cuts%20on%20income.pdf, PZ)

3. Empirical Results We estimate Equation (5) year by year from 1980 to 2004. The coefficient estimates and the adjusted R are reported in Table 2. To save space, we do not report the White (1980) heteroscedasticity-consistent t-ratios. The significant coefficient estimates at the 5% level for two-sided tests are in bold. As we can see, the impact of CO2 emissions on income is statistically significant in each year. In fact, the coefficient estimate increases from 0.28 in 1980 to 0.35 in 2004, with an average of 0.31. That is, holding constant other relevant variables, a one percent cut in CO2 emissions will on average reduce income per capita by 0.31%. There are several popular proposals regarding CO2 emission cuts. However, a deep linear cut of 50% below 1990 emissions by 2050 may be more relevant to policy discussions. This proposal means at least a 1% cut in CO2 emissions per year. If a 1% cut in CO2 emissions will on average reduce income per capita by 0.31% as we show in Table 2, the cost of emission cuts is not only statistically but also economically significant. Since the average economic growth rate for the 23 OECD countries from 1980 to 2004 is only about 2% per year based on our data, a 0.31% reduction in GDP per capita per year represents a 15% slowdown in economic growth. This is the central finding of our paper. 4. Conclusion We study how CO2 emission cuts affect income in this paper. First we derive an income-CO2 relationship based on a structural production function, which is a natural way to model the relationship between income and CO2 emissions. We then use a similar methodology as Tucker (1995) to estimate the income-CO2 relationship. Such an 11 approach not only allows us to focus on the long-run relationship but also enables us to project the relationship between income and CO2 emissions for future years. Our main findings are as follows. Over the 1980-2004 period, for 23 OECD countries, the reverse EKC relationship between CO2 emissions and income is statistically and economically significant. To reduce emissions 50% below 1990 levels by 2050, the economic cost per year for developed countries is about 0.3% reduction in GDP per capita which represents a 15% slowdown in economic growth. 

CO2 Good – Generic Plants

Warming good-plant growth

Moore ’08 Senior Fellow at the Hoover Institution at Stanford University, Stanford,  (Thomas Gale 7/9/12 “Global warming; the good, the bad and the ugly and the efficient” EMBO reports http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3317379/?tool=pmcentrez)KG
A warmer climate, especially during the winter months, would mean a longer growing season in all parts of the world that now experience frost and snow during the winter. Any part of the world above 40º North will probably enjoy less ice and freezing weather, and a greater number of warmer days in the future. The longer periods of temperate weather coupled with an increased level of CO2 in the atmosphere will cause more plant growth—in other words, create a greener planet. There is already evidence of increased plant growth: measurements by the Scripps Institution of Oceanography (La Jolla, CA, USA), at Mauna Loa in Hawaii, have documented both a rise in atmospheric CO2—from 316 parts per million in 1959 to 377 ppm in 2004—and a more pronounced seasonal pattern (http://cdiac.ornl.gov). In general, levels of CO2 in the atmosphere decrease in the spring because growing plants absorb the gas, finally reaching a low by early autumn. As plant growth ceases in autumn, CO2 levels rebound to a mid-winter high. Importantly, the amplitude of this pattern has more than doubled since 1958, which suggests that plant growth worldwide has been increasing.

Warming good-greenland proves

Moore ’08 Senior Fellow at the Hoover Institution at Stanford University, Stanford,  (Thomas Gale 7/9/12 “Global warming; the good, the bad and the ugly and the efficient” EMBO reports http://www.ncbi.nlm.nih.gov/pmc/articles/PMC3317379/?tool=pmcentrez)KG
A recent report in The New York Times (New York, NY, USA) about the effect that warmer weather is having in Greenland indicated significant gains for the island: “Winter is coming later and leaving earlier. That means there is more time to leave sheep in the mountains, more time to grow crops, more time to work outdoors, more opportunity to travel by boat, since the fjords freeze later and less frequently. […] Cod, which prefer warmer waters, have started appearing off the coast again. Ewes are having fatter lambs, and more of them every season. The growing season, such as it is, now lasts roughly from mid-May through mid-September, about three weeks longer than a decade ago” (Lyall, 2007). The article also reported that a Greenland supermarket was stocking locally grown cauliflower, broccoli and cabbage for the first time. The current climatic conditions in Greenland are similar to those during the Medieval Warm Period when Norwegian settlers brought farming to that countr
CO2 Good – AT: Droughts
CO2 increases water efficiency rate of plants --- prevents droughts

Idso et. al. 11—PhD in Geology and Chairman @ the Study of Carbon Dioxide and Global Change—AND Robert Carter, PhD and Adjunct Research Fellow @ James Cook University—AND S. Fred Singer, PhD and President of the Science and Environmental Policy Project—AND Susan Crockford, evolutionary biologist with specialities in skeletal taxonomy, paleozoology and vertebrate evolution—AND Joseph D’Aleo, former professor of meteorology @ Lyndon State College—AND Indur Goklany, independent scholar, author, and co-editor of Electronic Journal of Sustainable Development—AND Sherwood Idso, President of the Center for the Study of Carbon Dioxide and Global Change, former Research Physicist with the US Department of Agriculture and former Professor in the Departments of Geology, Botany, and Microbiology @ Arizona State University; PhD in Philosophy from UMinnesota—AND Madhav Khandekar, former research scientist from Environment Canada—AND, Anthony Lupo, Department Chair and Professor of Atmospheric Science @ UMissouri [boooo]—AND Willie Soon, astrophysicist @ Solar and Stellar Physics Division @ Harvard-Smithsonian Center of Astrophysics—AND Mitch Taylor, cited Canadian scientist (Craig, “Climate Change Reconsidered,” 2011 Interim Report of the NIPCC, September, Edited by Joseph Bast, S.T. Karnick, and Diane Bast --- *President, **Research Editor, and ***Executive Editor of the Heartland Institute, http://www.nipccreport.org/reports/2011/pdf/2011NIPCCinterimreport.pdf, DA: 6/21/2012//JLENART) **NOTE—Anet = net assimilation rate

In a study of the more common type of extreme water availability (insufficiency), Wertin et al. (2010) used controlled-environment chambers that maintained the air‘s CO2 concentration at either normal or elevated (700 ppm) values and its temperature either normal or elevated (2°C above ambient), while they studied the photosynthetic responses of loblolly pine trees growing in both high-water and low-water conditions in a full-factorial experiment replicated at three sites spanning most of the north-south range of Georgia (USA). This work revealed the net assimilation rate (Anet) in the CO2-enriched trees was 43 percent higher than in the ambient-air trees in June in the high-water treatment, but 79 percent higher in the low-water treatment, and that the low-water with high-CO2 treatment had equal or higher Anet than the high-water with ambient-CO2 treatment at all sites and during all seasons, indicating even a substantial decrease in moisture in this region would be compensated for by the positive Anet response to increased atmospheric CO2 under future warmer conditions. In a pertinent contemporaneous study, Wyckoff and Bowers (2010) write, “with continued increases in global greenhouse gas emissions, climate models predict that, by the end of the 21st century, Minnesota [USA] summer temperature will increase by 4–9°C and summer precipitation will slightly decrease,” citing in this regard Kling et al. (2003) and Christensen et al. (2007); and they state certain “forest models and extrapolations from the paleoecological record suggest that, in response to increased temperature and/or drought, forests may retreat to the extreme north-eastern parts of the state,” citing Pastor and Post (1998), Hamilton and Johnson (2002), and Galatowitsch et al. (2009). Working with bur oak trees (Quercus macrocarpa), Wyckoff and Bowers evaluated the drought effect by: “(i) using tree rings to establish the relationship between drought and Q. macrocarpa growth for three sites along Minnesota‘s prairie-forest border, (ii) calculating the current relationship between growth and mortality for adult Q. macrocarpa and (iii) using the distributions of current growth rates for Q. macracarpa to predict the susceptibility of current populations to droughts of varying strength.” In addition, they looked for “temporal trends in the correlation between Q. macrocarpa growth and climate, hypothesizing that increases in CO2 may lead to weaker relationships between drought and tree growth over time,” because atmospheric CO2 enrichment typically leads to increases in plant water use efficiency, which generally makes them less susceptible to the deleterious impact of drought on growth. The two University of Minnesota researchers discovered “the sensitivity of annual growth rates to drought has steadily declined over time as evidenced by increasing growth residuals and higher growth rates for a given PDSI [Palmer Drought Severity Index] value after 1950 [when the atmosphere‘s CO2 concentration rose by 57 ppm from 1950 to 2000] compared with the first half of the century [when the CO2 increase was only 10 ppm].” In addition, Wyckoff and Bowers write, “for Q. macrocarpa, declining sensitivity of growth to drought translates into lower predicted mortality rates at all sites” and “at one site, declining moisture sensitivity yields a 49% lower predicted mortality from a severe drought (PDSI = -8, on a par with the worst 1930s ‗American Dust Bowl‘ droughts).” Hence, they conclude “the decreasing drought sensitivity of established trees may act as a buffer and delay the movement of the prairie-forest ecotone for many decades even in the face of climate change.”
C02 Good -- AT: Extreme Precipitation Impact
No Correlation Between Warming and Extreme Rainfall

Idso et Al, 2k11 (Craig D. Idso, founder and chairman of the board of the Center for the Study of Carbon Dioxide and Global Change, Robert M. Carter, emeritus fellow and science policy advisor at the free market think-tank the Institute of Public Affairs and an adjunct professorial research fellow in earth sciences at James Cook University, S. Fred Singer, American physicist and emeritus professor of environmental science at the University of Virginia, Contributors: Susan Crockford (Canada) Joseph D‘Aleo (USA) Indur Goklany (USA) Sherwood Idso (USA) Madhav Khandekar (Canada) Anthony Lupo (USA) Willie Soon (USA) Mitch Taylor (Canada) Editors: Joseph L. Bast (USA), S.T. Karnick (USA), Diane Carol Bast (USA), “Climate Change Reconsidered” 2011 Interim Report Chapter 5, Online @ http://nipccreport.org/reports/2011/2011report.html ht)

As noted in the previous chapter (see Section 4.3.1), Chu et al. (2010) found the precipitation predictions of the IPCC had not been realized throughout the part of the Pacific that is home to the Hawaiian Islands, and in fact just the opposite had occurred there: The three scientists determined, ―since the 1980s, there has been a change in the types of precipitation intensity, resulting in more frequent light precipitation and less frequent moderate and heavy precipitation Climate Change Reconsidered – 2011 Interim Report 124 intensity, as well as a ―shorter annual number of days with intense precipitation and smaller consecutive 5-day precipitation amounts and smaller fraction of annual precipitation due to events exceeding the 1961–1990 95th percentile in the recent epoch [1980–2007] relative to the first epoch [1950– 1979]. Similarly, in that chapter we noted Stankoviansky (2003) found extreme and destructive rainfall events were much more common throughout the Myjava Hill Land of Slovakia during the Little Ice Age than they have been subsequently, and this, in his words (and in harmony with the many references he cites), ―is often regarded as generally valid for Central Europe. This conclusion runs counter to that of the IPCC, which equates destructive precipitation events and the flooding they cause with global warming. In a model-based study of precipitation, Schliep et al. (2010) compared estimates of local extreme precipitation events using six regional climate models (RCMs), which run at a higher spatial resolution than global climate models (GCMs). The six RCMs were forced with a common set of reanalysis data, created by running a climate model that was fed real-world data for a 20-year simulation period. The area analyzed was North America, where winter precipitation was the response variable and the onehundred-year extremum of daily winter precipitation was the test statistic, extreme values of which were estimated by fitting a tailed distribution to the data, taking into account their spatial aspects. The six RCMs showed similar general spatial patterns of extremes across North America, with the highest extremes in the Southeast and along the West Coast. However, when comparing absolute levels, which are most relevant to risk forecasts, the models exhibited strong disagreement. The lowest-predicting model was low almost everywhere in North America compared to the mean of the six models and, similarly, the highest-predicting model was above the mean almost everywhere. The difference between the two models was almost 60mm of daily precipitation (for the one-hundred-year extreme event) over much of the United States. The other four models showed greatly differing spatial patterns of extremes from each other, and those differences were found to be statistically significant by F test. The researchers speculate that when driven by multiple GCMs rather than reanalysis data, the range of extreme outcomes would only increase. As a result, extreme rainfall event predictions may vary considerably among models and extend well beyond the realm of reality. The lesson we take from Schliep et al. is that model-based claims of a CO2-induced increase in extreme precipitation events should be treated with considerable skepticism.
No impact to floods --- increased CO2 levels in water create supersaturated water which allows crops to grow underwater

Idso et. al. 11—PhD in Geology and Chairman @ the Study of Carbon Dioxide and Global Change—AND Robert Carter, PhD and Adjunct Research Fellow @ James Cook University—AND S. Fred Singer, PhD and President of the Science and Environmental Policy Project—AND Susan Crockford, evolutionary biologist with specialities in skeletal taxonomy, paleozoology and vertebrate evolution—AND Joseph D’Aleo, former professor of meteorology @ Lyndon State College—AND Indur Goklany, independent scholar, author, and co-editor of Electronic Journal of Sustainable Development—AND Sherwood Idso, President of the Center for the Study of Carbon Dioxide and Global Change, former Research Physicist with the US Department of Agriculture and former Professor in the Departments of Geology, Botany, and Microbiology @ Arizona State University; PhD in Philosophy from UMinnesota—AND Madhav Khandekar, former research scientist from Environment Canada—AND, Anthony Lupo, Department Chair and Professor of Atmospheric Science @ UMissouri [boooo]—AND Willie Soon, astrophysicist @ Solar and Stellar Physics Division @ Harvard-Smithsonian Center of Astrophysics—AND Mitch Taylor, cited Canadian scientist (Craig, “Climate Change Reconsidered,” 2011 Interim Report of the NIPCC, September, Edited by Joseph Bast, S.T. Karnick, and Diane Bast --- *President, **Research Editor, and ***Executive Editor of the Heartland Institute, http://www.nipccreport.org/reports/2011/pdf/2011NIPCCinterimreport.pdf, DA: 6/21/2012//JLENART) **NOTE—Anet = net assimilation rate

At the other end of the moisture spectrum, we confront the problem of an over-sufficiency of water, which we equate with complete submergence in water. This phenomenon was recently studied by Pedersen et al. (2010), who write, with respect to terrestrial plants in general, that complete submergence in water “impedes exchange of O2 and CO2 with shoots (Voesenek et al., 2006),” and that underwater photosynthesis “is limited by CO2 availability owing to slow diffusion in water, and stomatal closure (Mommer and Visser, 2005).” These submergence-induced phenomena—if long sustained—typically lead to plant death. To learn how the wetland plant Hordeum marinum Huds. would respond when fully submerged in water, Pedersen et al. grew several 28-day-old plants consisting of three Nordic Gene Bank accessions (H21, H90, and H546) for seven additional days while exposing them to four different treatments: “aerated root zone controls with shoots in air; stagnant root zone with shoots in air; stagnant root zone with shoots also completely submerged with 18 μM CO2 (air equilibrium); stagnant root zone with shoots also completely submerged with 200 μM CO2 (simulating CO2 enrichment in many natural flood waters),” while measuring numerous plant responses. This revealed, as they describe it, that “plants submerged for 7 days in water at air equilibrium (18 μM CO2) suffered loss of biomass, whereas those with 200 μM CO2 continued to grow.” In addition, “higher underwater net photosynthesis at 200 μM CO2 increased by 2.7- to 3.2-fold sugar concentrations in roots of submerged plants, compared with at air equilibrium CO2.” They state this phenomenon “is likely to have contributed to the greater root growth in submerged plants with the higher CO2 supply.” Finally, they note the latter CO2-enriched plants “tillered similarly to plants with shoots in air.” Pedersen et al. further report that CO2 enrichment of submerging water to ~290 μM enhanced by twofold the growth of two cultivars of rice, compared to plants submerged with water in equilibrium with normal ambient air (Setter et al., 1989), and they state such elevated CO2 concentrations “have been reported at various field sites,” citing Setter et al. (1987) and Ram et al. (1999). Thus, they indicate plants experiencing total submergence during floods typically lose mass and die under normal conditions, but when the water is supersaturated with CO2, they can not only survive, they actually continue to grow. 

CO2 Good – AT: ROS
CO2 solves ROS – it creates stronger plants and prevents problems caused by high soil salinity

Idso et. al. 11—PhD in Geology and Chairman @ the Study of Carbon Dioxide and Global Change—AND Robert Carter, PhD and Adjunct Research Fellow @ James Cook University—AND S. Fred Singer, PhD and President of the Science and Environmental Policy Project—AND Susan Crockford, evolutionary biologist with specialities in skeletal taxonomy, paleozoology and vertebrate evolution—AND Joseph D’Aleo, former professor of meteorology @ Lyndon State College—AND Indur Goklany, independent scholar, author, and co-editor of Electronic Journal of Sustainable Development—AND Sherwood Idso, President of the Center for the Study of Carbon Dioxide and Global Change, former Research Physicist with the US Department of Agriculture and former Professor in the Departments of Geology, Botany, and Microbiology @ Arizona State University; PhD in Philosophy from UMinnesota—AND Madhav Khandekar, former research scientist from Environment Canada—AND, Anthony Lupo, Department Chair and Professor of Atmospheric Science @ UMissouri [boooo]—AND Willie Soon, astrophysicist @ Solar and Stellar Physics Division @ Harvard-Smithsonian Center of Astrophysics—AND Mitch Taylor, cited Canadian scientist (Craig, “Climate Change Reconsidered,” 2011 Interim Report of the NIPCC, September, Edited by Joseph Bast, S.T. Karnick, and Diane Bast --- *President, **Research Editor, and ***Executive Editor of the Heartland Institute, http://www.nipccreport.org/reports/2011/pdf/2011NIPCCinterimreport.pdf, DA: 6/21/2012//JLENART)

Another important group of secondary carbon compounds is that composed of reactive oxygen species (ROS), which can cause severe oxidative damage in plants. To ascertain whether atmospheric CO2 enrichment could alleviate the harm done by higher plant ROS concentrations caused by the stress of soil salinity, Perez-Lopez et al. (2009) grew two barley (Hordeum vulgare L.) cultivars, Alpha and Iranis, within controlled-environment growth chambers at either ambient (350 ppm) or elevated (700 ppm) atmospheric CO2 concentrations in a 3:1 perlite:vermiculite mixture watered with Hoagland‘s solution every two days (until the first leaf was completely expanded at 14 days), after which a salinity treatment was administered by adding 0, 80, 160, or 240 mM NaCl to the Hoagland‘s solution every two days for 14 more days. After a total of 28 days, the primary leaf of each barley plant was harvested and assessed for several biochemical properties. The seven scientists report that in the various ambient-air salinity treatments, the deleterious effects of reactive oxygen species (ROS) on barley leaves were made apparent through ion leakage and increases in thiobarbituric acid reactive substances (TBARS), which rose ever-higher as salt concentrations increased. “On the other hand,” they continue, “when [the] salinity treatment was imposed under elevated CO2 conditions, lower solute leakage and TBARS levels were observed, suggesting that the oxidative stress caused by salinity was lower. In interpreting their findings, Perez-Lopez et al. conclude, “elevated CO2 protects barley cultivars from oxidative stress, noting “the relief of oxidative stress damage observed in our barley leaves grown under [a] CO2 enriched atmosphere has also been observed in alfalfa (Sgherri et al., 1998), pine (Vu et al., 1999) and oak (Schwanz and Polle, 2001).” Hence, it would appear the ongoing rise in the air‘s CO2 content may help a wide variety of plants cope with the many serious problems caused by high soil salinity, and perhaps additional stresses as well. 

CO2 Good – AT: Isoprene BVOCs Bad
CO2 solves isoprene BVOCs --- empirics

Idso et. al. 11—PhD in Geology and Chairman @ the Study of Carbon Dioxide and Global Change—AND Robert Carter, PhD and Adjunct Research Fellow @ James Cook University—AND S. Fred Singer, PhD and President of the Science and Environmental Policy Project—AND Susan Crockford, evolutionary biologist with specialities in skeletal taxonomy, paleozoology and vertebrate evolution—AND Joseph D’Aleo, former professor of meteorology @ Lyndon State College—AND Indur Goklany, independent scholar, author, and co-editor of Electronic Journal of Sustainable Development—AND Sherwood Idso, President of the Center for the Study of Carbon Dioxide and Global Change, former Research Physicist with the US Department of Agriculture and former Professor in the Departments of Geology, Botany, and Microbiology @ Arizona State University; PhD in Philosophy from UMinnesota—AND Madhav Khandekar, former research scientist from Environment Canada—AND, Anthony Lupo, Department Chair and Professor of Atmospheric Science @ UMissouri [boooo]—AND Willie Soon, astrophysicist @ Solar and Stellar Physics Division @ Harvard-Smithsonian Center of Astrophysics—AND Mitch Taylor, cited Canadian scientist (Craig, “Climate Change Reconsidered,” 2011 Interim Report of the NIPCC, September, Edited by Joseph Bast, S.T. Karnick, and Diane Bast --- *President, **Research Editor, and ***Executive Editor of the Heartland Institute, http://www.nipccreport.org/reports/2011/pdf/2011NIPCCinterimreport.pdf, DA: 6/21/2012//JLENART)

The scientists found that between 1901 and 2002, climate change at the global scale was responsible for a 7% increase in isoprene emissions, but rising atmospheric CO2 caused a 21% reduction, and by the end of the 20th century, anthropogenic cropland expansion had the largest impact, reducing isoprene emissions by 15%, so that overall, these factors combined to cause a 24% decrease in global isoprene emissions during the 20th century. These findings represent good news, as the factors identified should reduce the undesirable consequences of increases in tropospheric ozone and methane concentrations. The three scientists warn, however, that ―the possible rapid expansion of biofuel production with high isoprene-emitting plant species (e.g., oil palm, willow and poplar) may reverse the trend by which conversion of land to food crops leads to lower isoprene emissions. This provides yet another reason not to force use of biofuels as replacements for fossil fuels. 

CO2 Good – AT: Pests
Increased CO2 levels solve --- a) it prevents them from growing as fast which means they’ll be eaten and b) it replaces yields lost to other pests

Idso et. al. 11—PhD in Geology and Chairman @ the Study of Carbon Dioxide and Global Change—AND Robert Carter, PhD and Adjunct Research Fellow @ James Cook University—AND S. Fred Singer, PhD and President of the Science and Environmental Policy Project—AND Susan Crockford, evolutionary biologist with specialities in skeletal taxonomy, paleozoology and vertebrate evolution—AND Joseph D’Aleo, former professor of meteorology @ Lyndon State College—AND Indur Goklany, independent scholar, author, and co-editor of Electronic Journal of Sustainable Development—AND Sherwood Idso, President of the Center for the Study of Carbon Dioxide and Global Change, former Research Physicist with the US Department of Agriculture and former Professor in the Departments of Geology, Botany, and Microbiology @ Arizona State University; PhD in Philosophy from UMinnesota—AND Madhav Khandekar, former research scientist from Environment Canada—AND, Anthony Lupo, Department Chair and Professor of Atmospheric Science @ UMissouri [boooo]—AND Willie Soon, astrophysicist @ Solar and Stellar Physics Division @ Harvard-Smithsonian Center of Astrophysics—AND Mitch Taylor, cited Canadian scientist (Craig, “Climate Change Reconsidered,” 2011 Interim Report of the NIPCC, September, Edited by Joseph Bast, S.T. Karnick, and Diane Bast --- *President, **Research Editor, and ***Executive Editor of the Heartland Institute, http://www.nipccreport.org/reports/2011/pdf/2011NIPCCinterimreport.pdf, DA: 6/21/2012//JLENART)

In light of their findings and the continued upward trend in the air‘s CO2 content, Hillstrom et al. conclude, “concentrations of elevated CO2 above 500 ppm have the potential to decrease P. sericeus populations by reducing female longevity and fecundity, which should be particularly beneficial for the northern hardwood forests of North America that are currently growing under atmospheric CO2 concentrations of 390 ppm and rising. In one final study focusing on the future effects of rising atmospheric CO2, as opposed to temperature, Rao et al. (2009) determined what foliage-mediated effects atmospheric CO2 enrichment might have on another pernicious insect pest. As background for their study, they explain that castor “is an important non-edible oilseed crop grown in many parts of the arid and semi-arid regions of India, and the castor semilooper (Achaea janata) and tobacco caterpillar (Spodoptera litura) “occur during early and late stages of growth of castor, respectively, during which periods castor oil yields can be reduced ―by 30-50% by the semilooper alone, and the tobacco caterpillar ―can cause yield losses of 25-40%. In conducting their study, Rao et al. allowed larvae of both species to feed on castor foliage grown in present-day air (presumed to contain 350 ppm CO2) and in air enriched with CO2 to concentrations of 550 and 700 ppm. Their results indicated, ―compared to the larvae fed on ambient CO2 foliage, the larvae fed on 700 and 550 ppm CO2 foliage exhibited greater consumption. However, the efficiency of conversion of both ingested and digested food into larval biomass ―decreased in the case of larvae grown on 700 and 550 ppm CO2 foliage, so they ―grew slower and took longer time (two days more than ambient) to pupation, which would allow significantly more time (~13 percent) for them to be preyed upon by higher orders of creatures, many of which are considered to be much less of a threat to crop production than are insect larvae. In the case of castor beans, then, it would appear that in addition to the productivity enhancement likely to be provided by the stimulation of photosynthesis driven by atmospheric CO2 enrichment—an approximate 34 percent increase in response to a 300 ppm increase in the air‘s CO2 content (Grimmer and Komor, 1999; Grimmer et al., 1999)—a substantial increase in atmospheric CO2 likely also would curtail yield losses currently caused by the castor semilooper and tobacco caterpillar. 

CO2 Good – AT: Weeds
C3 plants act as a barrier of C4 plants --- prevents the impact of weeds

Hyvönen 11—worker in research production @ MTT Agrifood Research Finland (Terho, “Impact of temperature and germination time on the success of a C4 weed in a C3 crop: Amaranthus retroflexus and spring barley,” Agricultural and Food Science, Vol. 20, 2011, 183-190, Google Scholar, DA: 6/24/2012//JLENART) **NOTE—Amaranthus retroflexus is a C4 weed.

Range expansion of C4 weeds into the boreal region of Europe as a consequence of global warming is of concern. Several C4 weed species comprise an important part of the weed community in central Europe, but C4 weed species typically occur in C4 crops (Schroeder et al. 1993). The results of the present study suggest that A. retroflexus is unlikely to take hold in spring cereals. This is confirmed by the field observations: none of the 188 weed species found in a Finnish weed survey (Salonen et al., 2001) was a C4 species. In addition, none of the C4 species belong to the most important weeds of C3 crops in Europe (Schroeder et al. 1993). The results suggest that even though the 3 degree elevation in average temperature decreased the growth of a C3 crop and improved the seed production of a C4 weed, C3 crop species could act as a barrier to invasion by the “world’s worst weeds” into the boreal region. Furthermore, climate warming will advance the sowing times of C3 crops (Kaukoranta and Hakala 2008), thus reinforcing the competitive benefit of C3 crops in spring time. The invasion of C4 weeds cannot be expected to take place before the introduction of C4 crops (e.g. maize), which has been predicted to occur not before the end of this century in Finland (Peltonen-Sainio et al. 2009). 

More evidence --- CO2 provides an extra benefit to C3 plants which blocks C4 weeds from expanding

Idso et. al. 12—Former Professor in the Departments of Geology, Geography, and Botany and Microbiology @ Arizona State and PhD from UMinnesota and former research physicist for the Department of Agriculture—AND Keith Idso, PhD in Botany—AND Craig, PhD in Geography (Sherwood, “C4 Weeds vs. C3 Crops in a Warmer World: A Finnish Perspective,” 28 March 2012, Vol. 15, No. 13, CO2Science, http://www.co2science.org/articles/V15/N13/B3.php, DA: 6/24/2012//JLENART)

Reference Hyvonen, T. 2011. Impact of temperature and germination time on the success of a C4 weed in a C3 crop: Amaranthus retroflexus and spring barley. Agricultural and Food Science 20: 183-190. Background It is a well-known fact, as the author indicates, that C4 plants benefit from elevated temperature; and he thus writes that many people believe that "since the majority of the 'world's worst weeds' are C4 plants and most crops are C3 plants, global warming can be assumed to strengthen the competition from these weeds in the future." But is this seemingly logical conclusion really correct? What was done In a test of the hypothesis that he conducted in Finland, Tyvonen studied the degree of success of Amaranthus retroflexus (a C4 weed) growing both with and without spring barley (a C3 crop) at current and elevated (+3°C) temperatures in a greenhouse experiment, where A. retroflexus was sown at a number of different starting times relative to the time of sowing of the barley in the various competition runs. What was learned The Finnish researcher discovered that although the growth of barley decreased somewhat with the rise in temperature, "the growth and seed production of A. retroflexus in competition with barley was minimal." Furthermore, as he continues, "climate warming will advance the sowing times of C3 crops (Kaukoranta and Hakala, 2008), thus reinforcing the competitive benefit of C3 crops in spring time." What it means From the results of his study, Hyvonen concludes that "A. retroflexus is unlikely to take hold in spring cereals," which he says is confirmed by field observations that reveal that "none of the 188 weed species found in a Finnish weed survey (Salonen et al., 2001) was a C4 species." In addition, he notes that "none of the C4 species belong to the most important weeds of C3 crops in Europe (Schroeder et al., 1993)," concluding that "C3 crop species could act as a barrier to invasion by the 'world's worst weeds' into the boreal region." We would only add to this conclusion that the additional preferential benefit that the ongoing rise in the air's CO2 content provides to C3 as opposed to C4 plants makes his view of the matter all the more likely to be correct. 

CO2 Good – AT: Weeds – Parasites Internal Link
CO2 benefits host plants more than weeds --- that reduces parasitic infections

Idso et. al. 12—Former Professor in the Departments of Geology, Geography, and Botany and Microbiology @ Arizona State and PhD from UMinnesota and former research physicist for the Department of Agriculture—AND Keith Idso, PhD in Botany—AND Craig, PhD in Geography (Sherwood, “Weeds (Parasitic) – Summary,” 20 January 2012, http://www.co2science.org/subject/w/summaries/weedsparasitic.php, DA: 6/24/2012//JLENART)

Parasitic plants obtain energy, water and nutrients from their host plants and cause widespread reductions in harvestable yields around the globe. Hence, it is important to understand how rising atmospheric CO2 levels may impact the growth of parasitic weed plants and the relationships that exist between them and their host plants. Dale and Press (1999) infected white clover (Trifolium repens) plants with Orobanche minor (a parasitic weed that primarily infects leguminous crops in the United Kingdom and the Middle East) and exposed them to atmospheric CO2 concentrations of either 360 or 550 ppm for 75 days in controlled-environment growth cabinets. The elevated CO2 in this study had no effect on the total biomass of parasite per host plant, nor did it impact the number of parasites per host plant or the time to parasitic attachment to host roots. On the other hand, whereas infected host plants growing in ambient air produced 47% less biomass than uninfected plants growing in ambient air, infected plants growing at 550 ppm CO2 exhibited final dry weights that were only 20% less than those displayed by uninfected plants growing in the CO2-enriched air, indicative of a significant CO2-induced partial alleviation of parasite-induced biomass reductions in the white clover host plants. Watling and Press (1997) infected several C4 sorghum plants with Striga hermonthica and Striga asiatica (parasitic C3 weeds of the semi-arid tropics that infest many grain crops) and grew them, along with uninfected control plants, for approximately two months in controlled-environment cabinets maintained at atmospheric CO2 concentrations of 350 and 700 ppm. In the absence of parasite infection, the extra 350 ppm of CO2 increased sorghum biomass by approximately 36%. When infected with S. hermonthica, however, the sorghum plants grown at ambient and elevated CO2 concentrations only produced 32 and 43% of the biomass displayed by their respective uninfected controls. Infection with S. asiatica was somewhat less stressful and led to host biomass production that was about half that of uninfected controls in both ambient and CO2-enriched air. The end result was that the doubling of the air's CO2 content employed in this study increased sorghum biomass by 79% and 35% in the C4 sorghum plants infected with S. hermonthica and S. asiatica, respectively. Watling and Press (2000) grew upland rice (Oryza sativa L.) in pots in controlled-environment chambers maintained at 350 and 700 ppm CO2 in either the presence or absence of the root parasite S. hermonthica for a period of 80 days after sowing, after which time the plants were harvested and weighed. In ambient air, the presence of the parasite reduced the biomass of the rice to only 35% of what it was in the absence of the parasite; whereas in air enriched with CO2 the presence of the parasite reduced the biomass of infected plants to but 73% of what it was in the absence of the parasite. In summary, these few observations suggest that the rising CO2 content of the air generally tends to reduce the negative effects of parasitic weed infection, so that infected host plants continue to exhibit positive growth responses to elevated CO2. Thus, it is likely that whatever the scenario with regard to parasitic infection, host plants will fare better under higher atmospheric CO2 conditions than they do currently. 

***Author Indicts***

Author Indicts Generic Frontline

Warming alarmists are biased – economics, political power, and media distortion 

Ferrara 11 – Heartland Institute senior fellow, senior fellow at the Social Security Institute, graduate of Harvard College and Harvard Law School, general counsel of the American Civil Rights Union, Associate Deputy Attorney General of the United States under the first President Bush, author of The Obamacare Disaster, President Obama's Tax Piracy, and America's Ticking Bankruptcy Bomb: How the Looming Debt Crisis Threatens the American Dream-and How We Can Turn the Tide Before It's Too Late (Peter, “Packing Heat,” The American Spectator, 9/7/11, http://spectator.org/archives/2011/09/07/packing-heat)//PC 
The theory that human activity is causing potentially catastrophic global warming is not science. It is politics, driven by special interests with ideological, political and economic stakes in the theory. For environmentalists, global warming corresponds with the authoritarian goal at the core of their movement: repeal of the industrial revolution (which President Obama's EPA has begun to implement). For governments, it presents an opportunity to vastly expand their power and control through taxes, regulation and bureaucracy. The theory also presents an opportunity for the United Nations to vastly expand its power and control. As an organization of world governments who would also gain enormously from acceptance of the theory, the UN is doubly corrupted as an honest broker on the issue. Yet, perversely, governments across the globe have delegated authoritative inquiry on the issue to the UN through its Intergovernmental Panel on Climate Change (IPCC). Wily environmentalists have also successfully weaved economic stakes in the theory for some in the business community, starting with tens of billions -- growing into hundreds of billions -- of government subsidies for businesses that will pose as potential producers of the "green energy of tomorrow." This enables wily politicians to attempt to snooker voters with promises of "green jobs." Of course, those jobs would only become available if self-supporting producers of abundant low cost energy are replaced with an entire "green" industry that can survive on corporate welfare while producing unreliable high cost energy for the economy (resulting in job loss and a decline in America's standard of living). What is so shocking is the way formerly objective, reliable Western science has been seduced by all these interests into intellectual corruption in service of the global warming fraud (less shocking when you consider the tens of billions in "research" funding provided by the above special interests). But don't forget that scientists live and breathe in the far left environment of the academic world. Thus, many of them have social and ideological interests in advancing the global warming charade. The confluence of all these special interests and their money has now corrupted the broader scientific community. Formerly venerable, objective, respected scientific bodies such as the National Academy of Sciences have been taken over by politicians in scientific drag. Formerly independent scientific journals and publications have gone the same route rather than suffer the social and financial opprobrium that service to the truth will entail. This growing intellectual corruption is greatly magnified by our thoroughly politicized Old Media, which operates today only in service of politically correct causes. Consequently, so much of the public discussion on global warming that we see is actually "play acting," with supposed scientists, journalists, media commentators, politicians and others posing as if objective science actually demonstrates the danger of human caused global warming. One day Al Gore will receive an Oscar for his role in posing as savior of the planet, which actually reflects delusional mental illness in the man who almost became our president. But the politicization of Western science means the decline of Western science as well. That in turn augurs the decline of Western civilization, as objective science was a foundation of the rise of the West for centuries.
Your authors have academic and professional bias and are guilty of groupthink – this taints their results and incentivizes skewing the data

Hoffman, 5/30 Doug L Hoffman, worked professionally as a mathematician, a computer programmer, an engineer, a computer salesman, a scientist, and a college professor. Dr. Hoffman earned his undergraduate degree, a BS in Applied Mathematics, from the Florida Institute of Technology. There he cut his teeth on computer models of heat flow and urban traffic simulations. After graduating, he performed hydro-acoustic work for the U.S. Navy in the Virgin Islands, where he first met Allen Simmons. Later projects included engineering work on the Carrier Automatic Landing System and cockpit field of view simulations, and environmental models for the Saudi Arabian government. He returned to academia in 1990, earning a Masters degree and a PhD in Computer Science at the University of North Carolina at Chapel Hill. While there he did research in Molecular Dynamics Simulations and, as a member of the BioSCAN team, he helped develop and implement high-speed comparison methods for RNA, DNA, and protein sequences, work funded by the Human Genome Project. After joining the research faculty at UNC, he continued to pursue his thesis work, automated comparison of three dimensional protein molecules. Since 2000, he has been working in industry, serving as senior grid architect for a major information processing company, publishing several papers on modeling the performance of large scale grid computers. With a life long passion for education, he has also continued to teach as an adjunct Professor of Computer Science at Hendrix College and the University of Central Arkansas. “New Climate Models Fall Short,” http://thegwpf.org/the-climate-record/5849-new-climate-models-fall-short.html Accessed 6/21/12 BJM

Climate science on the bias Lastly, I would like to mention an interesting piece of commentary that appeared in Nature in the same issue as the Tollefson report. In “Beware the creeping cracks of bias,” Daniel Sarewitz, co-director of the Consortium for Science, Policy and Outcomes at Arizona State University, talks about one of those subjects that is usually taboo in scientific circles: the threat to science by researcher's own bias. Sarewitz issued this blunt warning: “Alarming cracks are starting to penetrate deep into the scientific edifice. They threaten the status of science and its value to society. And they cannot be blamed on the usual suspects — inadequate funding, misconduct, political interference, an illiterate public. Their cause is bias, and the threat they pose goes to the heart of research.” Though Sarewitz is specifically concerned with biomedical research, his warning should be taken as a general one. All areas of scientific endeavor can be affected by peer pressure, by group think, by consensus. When an idea becomes generally accepted, there is a natural tendency for the scientific community to respond positively to new results that reinforce current thinking. Conversely, papers that present a negative result, attacking or diminishing the currently held theory, often find a cold welcome and may not be published at all. Bias is natural and pervasive, and antithetical to good science. Here is how Sarewitz describes it: How can we explain such pervasive bias? Like a magnetic field that pulls iron filings into alignment, a powerful cultural belief is aligning multiple sources of scientific bias in the same direction. The belief is that progress in science means the continual production of positive findings. All involved benefit from positive results, and from the appearance of progress. Scientists are rewarded both intellectually and professionally, science administrators are empowered and the public desire for a better world is answered. The lack of incentives to report negative results, replicate experiments or recognize inconsistencies, ambiguities and uncertainties is widely appreciated — but the necessary cultural change is incredibly difficult to achieve. The presence of bias in the global warming debate should be obvious to the most casual of observers. The paucity of published articles that contradict the existing paradigm, the reliance on “consensus” when arguing for the accepted dogma and the ad hominin attacks on scientists bold enough to decry the AGW party line all highlight the bias of the climate science community. Yet as we have seen above there are still gaping holes in our knowledge of Earth's climate system. The old models have been shown to be inadequate and the new ones are not in agreement—unsurprising given that aerosol effects are only crudely estimated and we still do not understand the carbon cycle in sufficient detail. ll of this confronts climate science with some fundamental questions. “In the end, the climate community must confront a basic question about models,” reports Tollefson. Michael Winton, a modeler at the GFD puts it more succinctly: “If you made a model and it matched the observations perfectly, would you claim success?” What can be said for a model that matches recent climate fluctuation accurately but does so for the wrong reasons? More fundamentally, how do you know what the right answer is? As we have seen in the past, the right answer is decided by “consensus,” which is to say by the bias and expectations of the clique of climate scientists. “A biased scientific result is no different from a useless one,” states Sarewitz, “neither can be turned into a real-world application.” Yet that is precisely what the IPCC modelers are claiming, that we should accept the uncertain output of incomplete models, created to satisfy the bias of the greater climate science community, as a factual representation of the Earth system. Starting in 2013, the IPCC will strive to achieve consensus, basically the same consensus they promoted in the previous report, but all they will be doing is codifying the bias of a group of scientists with no real answers. Be safe, enjoy the interglacial and stay skeptical. 

Climate skeptics use legitimate data and warming activists use the same practices they criticize

Cook, 6/18 – reporter for The American Thinker (Russell, “Global Warming's Killer: Critical Thinking,” The American Thinker, 6/18/12, http://www.americanthinker.com/2012/06/global_warmings_killer_critical_thinking.html, //JPL)
 Is there any issue more dependent on widespread lapses in critical thinking than the idea of man-caused global warming? Nothing wrecks an argument faster than a question revealing a gaping hole in that argument's fundamental premise. Notice the abundantly obvious derailment in this example: "We need to do something about the proliferation of ghosts causing an unprecedented number of people to have nightmares lately. This problem leads to widespread sleeplessness, which in turn leads to a downturn in work productivity and overall economic hardship, and you are a cold-hearted capitalist pig if you deny the need for workers to be healthy." Any critical thinker will yell, "What?! Prove ghosts exist before you start calling me names!" The so-called global warming crisis has gotten away with an equally preposterous premise -- that human activity drives climate change -- for nearly two decades, because that premise at least sounded plausible. After all, humans do damage the environment to some extent in various ways, and the weather does seem a bit weird lately, so maybe it's possible that our greenhouse gas emissions have a detrimental effect. Plus, reporters tell us that scientists are saying this is so. Overlooked by many is the very thing that's kept the issue alive all this time. No different from in a ponzi scheme, the public must never lose confidence in the idea that this issue is a problem in need of a solution. The moment anything approaching a majority of people starts asking tough questions about skeptic scientists expressing legitimate opposition, the entire issue goes into a fatal tailspin, taking down all those who unquestioningly defend the idea. Think about all the assertions we've heard and what happens when anybody starts asking critical questions using information that's easier than ever to find on the internet. Even at the height of winter in the northern hemisphere, we're told the Arctic ice cap is melting and that polar bears drown when swimming through too much open water. Yet polar bear populations are increasing, online Arctic weather station feeds closest to the ice cap routinely show freezing temps in all but the warmest summer months, and this particular winter, Arctic Sea Ice Extent has returned to levels very close to the 1979-2000 average. The media has been implying that extreme weather is more frequent, yet blaring headlines from long ago are easily found on weather appearing to be just as extreme, if not worse. We're told that the dry warm winter in the U.S. this time around indicates global warming, yet horrible cold temperatures in Europe this same winter aren't called a similar indicator. Many express anguish over ocean acidification, yet these same people never mention the irrefutable fact that oceans are alkaline and that it would thus take some kind of herculean phenomenon just to push them into a pure neutral pH balance, long before they ever become even mildly acidic. Prominent NASA personnel who criticized NASA's alarmist narratives on global warming in a recent WSJ letter are said to be politically driven, yet NASA climate scientist James Hansen is routinely seen being arrested at civil disobedience global warming rallies organized by far-left enviro-activists. The chairman of the Intergovernmental Panel on Climate Change said that "everything that we look at and take into account in our assessments has to carry credibility of peer-reviewed publications, we don't settle for anything less." Yet people who meticulously sift through IPCC reports are finding out that in its 2007 report alone, over 5,500 such publications were non-peer-reviewed. And on and on. Critical thinking is eventually deadly to the idea of man-caused global warming. It's a death by a thousand cuts. But there is one more especially egregious lapse in critical thinking here -- not regarding the science, but instead vis-à-vis what the public is led to believe about skeptic scientists. We're told that skeptic scientists lie about all of the "death by a thousand cuts" evidence. We're told that they work for big coal and oil -- much like so-called expert shills were paid by tobacco industries to "manufacture doubt" about the hazards of smoking. Yet no reporter pushing that narrative bothers to show which peer-reviewed science journal-published paper written by a skeptic is an outright fabrication written in exchange for fossil fuel industry money. No reporter bothers to show how myriad examples of critical thinking reveal pre-existing -- not manufactured -- doubt about claims of evidence for global warming. And no reporter ever attempts to first disprove that the paltry funding skeptics did receive from the fossil fuel industry was given simply because those people agreed with what the skeptics were already saying. The accusation that skeptic scientists are corrupt is devoid of critical thinking. Anybody will spot these problems after a thorough examination of all the facts: Al Gore says that book author/reporter Ross Gelbspan discovered leaked evidence from 1991 coal industry memos proving that skeptics are corrupt, yet other book authors and reporters quoted words from those memos prior to Gelbspan, including Gore himself. Uncounted numbers of people quote words from those memos to prove that skeptics are corrupt, yet not one ever shows the memos in their full context. Gelbspan claimed in a late summer 1997 NPR radio interview, using the most commonly quoted fragment sentences from the memos, that "sinister" efforts were being made to confuse the public about global warming, yet when the full-context memos are read at Greenpeace archive scan web pages (where only an astute researcher would know to look for them; they are not found there via ordinary internet searches), it becomes abundantly obvious that the memos were for a very small pilot project PR campaign, and Gelbspan took the fragment sentences entirely out of context. Gelbspan was long praised as a Pulitzer-winner, the designation even appearing on the front of his hardcover 2004 Boiling Point book, yet the Pulitzer organization has never recognized him as a prize-winner. On and on and on, there is a sea of red flags to be found in the accusation itself and all the people surrounding it. Tie the full exposure of the global warming issue's ever-increasing science problems with the revelation of how a literally unsupportable accusation bordering on libel/slander was concocted against its scientist critics, and the world should now see how all the hysteria was and is nothing more than an "information" Ponzi scheme based on constant infusions of misinformation that could have been revealed as such years ago. A death of a thousand cuts becomes a stake through the heart.

Author Indicts – Alarmists Paid Off
Alarmists overstate the impact of CO2 and fabricate “consensus” in order to receive funding

Allegre et. al, 1/27 Claude Allegre, former director of the Institute for the Study of the Earth, University of Paris; J. Scott Armstrong, cofounder of the Journal of Forecasting and the International Journal of Forecasting; Jan Breslow, head of the Laboratory of Biochemical Genetics and Metabolism, Rockefeller University; Roger Cohen, fellow, American Physical Society; Edward David, member, National Academy of Engineering and National Academy of Sciences; William Happer, professor of physics, Princeton; Michael Kelly, professor of technology, University of Cambridge, U.K.; William Kininmonth, former head of climate research at the Australian Bureau of Meteorology; Richard Lindzen, professor of atmospheric sciences, MIT; James McGrath, professor of chemistry, Virginia Technical University; Rodney Nichols, former president and CEO of the New York Academy of Sciences; Burt Rutan, aerospace engineer, designer of Voyager and SpaceShipOne; Harrison H. Schmitt, Apollo 17 astronaut and former U.S. senator; Nir Shaviv, professor of astrophysics, Hebrew University, Jerusalem; Henk Tennekes, former director, Royal Dutch Meteorological Service; Antonio Zichichi, president of the World Federation of Scientists, Geneva. “No Need to Panic about Global Warming” http://online.wsj.com/article/SB10001424052970204301404577171531838421366.html Accessed 6/20/12 BJM

A candidate for public office in any contemporary democracy may have to consider what, if anything, to do about "global warming." Candidates should understand that the oft-repeated claim that nearly all scientists demand that something dramatic be done to stop global warming is not true. In fact, a large and growing number of distinguished scientists and engineers do not agree that drastic actions on global warming are needed. In September, Nobel Prize-winning physicist Ivar Giaever, a supporter of President Obama in the last election, publicly resigned from the American Physical Society (APS) with a letter that begins: "I did not renew [my membership] because I cannot live with the [APS policy] statement: 'The evidence is incontrovertible: Global warming is occurring. If no mitigating actions are taken, significant disruptions in the Earth's physical and ecological systems, social systems, security and human health are likely to occur. We must reduce emissions of greenhouse gases beginning now.' In the APS it is OK to discuss whether the mass of the proton changes over time and how a multi-universe behaves, but the evidence of global warming is incontrovertible?" In spite of a multidecade international campaign to enforce the message that increasing amounts of the "pollutant" carbon dioxide will destroy civilization, large numbers of scientists, many very prominent, share the opinions of Dr. Giaever. And the number of scientific "heretics" is growing with each passing year. The reason is a collection of stubborn scientific facts. Perhaps the most inconvenient fact is the lack of global warming for well over 10 years now. This is known to the warming establishment, as one can see from the 2009 "Climategate" email of climate scientist Kevin Trenberth: "The fact is that we can't account for the lack of warming at the moment and it is a travesty that we can't." But the warming is only missing if one believes computer models where so-called feedbacks involving water vapor and clouds greatly amplify the small effect of CO2. The lack of warming for more than a decade—indeed, the smaller-than-predicted warming over the 22 years since the U.N.'s Intergovernmental Panel on Climate Change (IPCC) began issuing projections—suggests that computer models have greatly exaggerated how much warming additional CO2 can cause. Faced with this embarrassment, those promoting alarm have shifted their drumbeat from warming to weather extremes, to enable anything unusual that happens in our chaotic climate to be ascribed to CO2. The fact is that CO2 is not a pollutant. CO2 is a colorless and odorless gas, exhaled at high concentrations by each of us, and a key component of the biosphere's life cycle. Plants do so much better with more CO2 that greenhouse operators often increase the CO2 concentrations by factors of three or four to get better growth. This is no surprise since plants and animals evolved when CO2 concentrations were about 10 times larger than they are today. Better plant varieties, chemical fertilizers and agricultural management contributed to the great increase in agricultural yields of the past century, but part of the increase almost certainly came from additional CO2 in the atmosphere. Although the number of publicly dissenting scientists is growing, many young scientists furtively say that while they also have serious doubts about the global-warming message, they are afraid to speak up for fear of not being promoted—or worse. They have good reason to worry. In 2003, Dr. Chris de Freitas, the editor of the journal Climate Research, dared to publish a peer-reviewed article with the politically incorrect (but factually correct) conclusion that the recent warming is not unusual in the context of climate changes over the past thousand years. The international warming establishment quickly mounted a determined campaign to have Dr. de Freitas removed from his editorial job and fired from his university position. Fortunately, Dr. de Freitas was able to keep his university job. This is not the way science is supposed to work, but we have seen it before—for example, in the frightening period when Trofim Lysenko hijacked biology in the Soviet Union. Soviet biologists who revealed that they believed in genes, which Lysenko maintained were a bourgeois fiction, were fired from their jobs. Many were sent to the gulag and some were condemned to death. Why is there so much passion about global warming, and why has the issue become so vexing that the American Physical Society, from which Dr. Giaever resigned a few months ago, refused the seemingly reasonable request by many of its members to remove the word "incontrovertible" from its description of a scientific issue? There are several reasons, but a good place to start is the old question "cui bono?" Or the modern update, "Follow the money." Alarmism over climate is of great benefit to many, providing government funding for academic research and a reason for government bureaucracies to grow. Alarmism also offers an excuse for governments to raise taxes, taxpayer-funded subsidies for businesses that understand how to work the political system, and a lure for big donations to charitable foundations promising to save the planet. Lysenko and his team lived very well, and they fiercely defended their dogma and the privileges it brought them. Speaking for many scientists and engineers who have looked carefully and independently at the science of climate, we have a message to any candidate for public office: There is no compelling scientific argument for drastic action to "decarbonize" the world's economy. Even if one accepts the inflated climate forecasts of the IPCC, aggressive greenhouse-gas control policies are not justified economically. A recent study of a wide variety of policy options by Yale economist William Nordhaus showed that nearly the highest benefit-to-cost ratio is achieved for a policy that allows 50 more years of economic growth unimpeded by greenhouse gas controls. This would be especially beneficial to the less-developed parts of the world that would like to share some of the same advantages of material well-being, health and life expectancy that the fully developed parts of the world enjoy now. Many other policy responses would have a negative return on investment. And it is likely that more CO2 and the modest warming that may come with it will be an overall benefit to the planet. If elected officials feel compelled to "do something" about climate, we recommend supporting the excellent scientists who are increasing our understanding of climate with well-designed instruments on satellites, in the oceans and on land, and in the analysis of observational data. The better we understand climate, the better we can cope with its ever-changing nature, which has complicated human life throughout history. However, much of the huge private and government investment in climate is badly in need of critical review.

Author Indicts – AT: Skeptics = Crazy

Turn – Our Authors are Smarter

Taylor, 2k12 (James Taylor, senior fellow for environment policy at The Heartland Institute and managing editor of Environment & Climate News, “Climate Change Weekly: Global Warming Skeptics More Knowledgable than Alarmists” June 1 2012, Online @ http://news.heartland.org/newspaper-article/2012/06/01/climate-change-weekly-global-warming-skeptics-more-knowledgeable-alarmi ht)

Global warming alarmists often accuse skeptics of being “anti-science,” but a newly published peer-reviewed study finds skeptics are more scientifically knowledgeable than the alarmist name-callers. The study, published Sunday in Nature Climate Change, documented that global warming skeptics scored better on a test of 22 scientific and statistical questions than people who are worried about global warming. A team of researchers, led by a professor at Yale University, tested more than 1,500 U.S. adults on their scientific literacy and technical reasoning capacity, and then asked them to assign a numerical value to how concerned they are about climate change. According to the study, “Members of the public with the highest degrees of scientific literacy and technical reasoning capacity were not the most concerned about climate change.” “As respondents’ science literacy scores increased, their concern with climate change decreased,” observed the study, which was funded by the National Science Foundation. It seems the media needs to reverse who it deems “anti-science” and “science deniers.”

Author Indicts – AT: Skeptics Funded By Corporations
Corporate influence doesn’t negate the truth value of our evidence 

Kueter 2012– expert on national security and energy/environmental policy (Jeff “No Need to Panic About Global Warming”: Context for Considering the Ongoing Debate Over Climate Change”, February 2012, http://www.marshall.org/pdf/materials/1058.pdf, PZ)

The techniques employed are not new. Al Gore in the early 1990s tried to get Ted Koppel to use Nightline to discredit climate skeptics. At the end of the program, Koppel made a very insightful observation: “The issues of global warming and ozone depletion are undeniably important. The future of mankind may depend on how this generation deals with them. But the issues have to be debated and settled on scientific grounds, not politics. There is nothing new about major institutions seeking to influence science to their own ends. The church did it, ruling families have done it, the communists did it, and so have others, in the name of anti-communism. But it has always been a corrupting influence, and it always will be. The measure of good science is neither the politics of the scientist nor the people with whom the scientist associates. It is the immersion of hypotheses into the acid of truth. That's the hard way to do it, but it's the only way that works.” Judge the opinions expressed by Happer and his colleagues on their own merits. That should be the only standard that is relevant.

Author Indicts – AT: Peer-Review Good
Doesn’t mean anything in terms of science

Meyer 6/18/12 – engineering degree from Princeton and an MBA from Harvard Business School (Warren, “A Response to Popular Ad Hominen, err Science, Magazine on Global Warming Skeptics” Forbes, http://www.forbes.com/sites/warrenmeyer/2012/06/18/a-response-to-popular-ad-hominem-err-science-magazine-on-global-warming-skeptics/, PZ)

The climate community has become incredibly insular and resistant to criticism and replication of their work.  Peer review tends to be by a small group of friends and close associates, and attempts by third parties to replicate their work are impossible, since climate scientists seldom release their key data to outsiders, even when, which is often the case, their work is publicly funded. In particular, climates scientists often get very “creative” with statistical methods, and often create results which don’t stand up to review by qualified statisticians outside the field.

Author Indicts – AT: Hansen/GISS

GISS’s/Hansen’s data is incomplete and ignores empirics

Bell 12 – a Forbes writer for climate, energy, environmental and space policy issues (Larry,”Global Warming Alarmism: When Science IS Fiction”, ICECAP, http://www.forbes.com/sites/larrybell/2012/05/29/global-warming-alarmism-when-science-is-fiction/, May 29th, 2012, KTOP)

Many would attribute the beginning of rampant U.S. global warming alarmism with star witness testimony delivered by James Hansen of NASA, director of the Goddard Institute for Space Studies (GISS), at then-Senator Al Gore’s Committee on Science, Technology and Space during the particularly hot summer of 1988. Then and now, Hansen’s catastrophic predictions (based upon highly theoretical and unproven general circulation climate models and subjective tweaking of incomplete and unreliable surface temperature data) continue to be a huge embarrassment to NASA. In a January 29, 2006 New York Times interview, he charged that NASA public relations people had pressured him to allow them to review future public lectures, papers and postings on the GISS website. Yet in January 15, 2009 testimony before the U.S. Senate Committee on Environment and Public Works-Minority Committee, his former boss John S. Theon, retired chief of NASA’s Climate Processes Research Program, took issue with the interference charge, stating:”Hansen was never muzzled, even though he violated official agency position on climate forecasting (i.e., we did not know enough to forecast climate change or mankind’s effect on it). Hansen has embarrassed NASA by coming out with his claim of global warming in 1988 in his testimony before Congress.”  Theon also testified that:”My own belief concerning anthropogenic [man-made] climate change is that models do not realistically simulate the climate system because there are many very important sub-grid scale processes that the models either replicate poorly or completely omit”. He observed:”Furthermore, some scientists have manipulated the observed data to justify their model results. In doing so, they neither explain what they have modeled in the observations, nor explain how they did it…this is contrary to the way science should be done.” He then went on to say”Thus, there is no rational justification for using climate model forecasts to determine public policy”. On April 10, forty-nine former NASA scientists and astronauts sent a letter to NASA Administrator Charles Bolden, admonishing the agency in general, and GISS under Hansen’s leadership in particular, for its role in advocating a high degree of certainty that man-made CO2 is a major cause of climate change...while neglecting basic empirical evidence that calls that theory into question.
Author Indicts – AT: CCSP
CCSP consistently leaves data that disagrees with their beliefs out of their work

Singer, 11 -  distinguished research professor at George Mason and Avery, director of the Center for Global Food Issues at the Hudson Institute (S. Fred, “Environment & Energy,” SEPP, 2011, http://www.sepp.org/science_papers/Santer_critique_EnE_June2011_FINAL.pdf //JPL)

 As part of ongoing climate studies, the US Climate Change Science Program prepared a series of 21 Synthesis and Assessment Products. The key report, CCSP-SAP 1.1 [Karl et al 2006], was entitled “Temperature Trends in the Lower Atmosphere: Steps for Understanding and Reconciling Differences.” The crucial chapter is Chapter 5, with BD Santer as lead author, entitled “How well can the observed vertical temperature changes be reconciled with our understanding of the causes of these changes?” CCSP-SAP-1.1 found that while models predicted increasing trends with altitude in the tropical zone, observations actually showed a slight decrease (See Fig 1 and 2, which duplicate figures 1.3F and 5.7E of the CCSP report and figures 7 and 8 of the NIPCC report [NIPCC 2008].) However, the Executive Summary of CCSP 1.1 [Wigley et al 2006] managed to gloss over this discrepancy; it concluded that there was no discrepancy between global temperature trends, calculated and observed. But this misleading statement distorts the impact of the CCSP report and has been widely misunderstood as having confirmed the validity of GH models. 
Author Indicts – AT: CRU

The CRU has produced falsified data to support ideas of warming

Bell 12 – a Forbes writer for climate, energy, environmental and space policy issues (Larry,”Global Warming Alarmism: When Science IS Fiction”, ICECAP, http://www.forbes.com/sites/larrybell/2012/05/29/global-warming-alarmism-when-science-is-fiction/, May 29th, 2012, KTOP)

The group, which includes seven Apollo astronauts and two former directors of NASA’s Johnson Space Center in Houston, is dismayed over the failure to make an objective assessment of all available scientific data on climate change, charging that NASA is relying too heavily upon complex models that have proven to be scientifically inadequate for climate predictions. Their criticism is well founded, supported by scandalous exchanges among prominent researchers exposed in e-mail files retrieved from the Climate Research Unit (CRU) at Britain’s University of East Anglia. The communications reveal conspiracies to falsify and withhold information, to suppress contrary findings in scholarly publications, and to exaggerate the existence and threats of man-made global warming. Many of these individuals have had major influence over highly publicized summary report findings issued by the IPCC. A GISS researcher confessed in one e-mail that”[the United States Historical Climate Network] data are not routinely kept up-to-date”, and in another that NASA had inflated its temperature data since 2000 on a questionable basis. "NASA’s assumption that the adjustments made the older data consistent with future data...may not have been correct.” Another scientist warned,”It is inconceivable that policymakers will be willing to make billion-and trillion-dollar decisions for adaptation to the projected regional climate change based on models that do not even describe and simulate the processes that are the building blocks of climate variability.” Still another admits:”...clearly, some tuning or very good luck [is] involved. I doubt the modeling world will be able to get away with this much longer.” Still another modeler complained:”Mike, the Figure you sent is very deceptive - there have been a number of dishonest presentations of model results by individual authors and by IPCC...” All climate models, regardless how sophisticated, are hopelessly compromised when based upon poor global temperature records. Yet an e-mail posted by database programmer Ian”Harry” Harris reports:”[The] hopeless state of their [CRU] database. No uniform data integrity. It’s just a catalogue of issues that continues to grow as they’re found...There are hundreds if not thousands of pairs of dummy [surface temperature recording] stations...and duplicates...Aarrggghh! There truly is no end in sight. This project is such a MESS. No wonder I needed therapy!!”

Author Indicts – AT: NOAA
The NOAA fabricates evidence for their monetary benefit

Taylor, 6/15James M. Taylor, managing editor of Environment & Climate News, a national monthly publication devoted to sound science and free-market environmentalism with a circulation of approximately 75,000 readers. He is also senior fellow for The Heartland Institute focusing on environmental issues. 6/15/12 “Doctored Data, Not U.S. Temperatures, Set a Record This Year” http://blog.heartland.org/2012/06/doctored-data-not-u-s-temperatures-set-a-record-this-year/ Accessed 6/20/12 BJM 

Americans just lived through the hottest 12 months ever recorded, the National Oceanic and Atmospheric Administration reported Tuesday,” according to the May 15 Los Angeles Times. Which begs the question, what does “recorded” mean? To most people, the hottest temperatures ever “recorded” would imply that quality controlled thermometers registered higher readings during the past year than had ever occurred before. If you believe that this is what the National Oceanic and Atmospheric Administration (NOAA) means by hottest temperatures ever “recorded,” then you are wrong. Raw temperature data show that U.S. temperatures were significantly warmer during the 1930s than they are today. In fact, raw temperature data show an 80-year cooling trend. NOAA is only able to claim that we are experiencing the hottest temperatures on record by doctoring the raw temperature data. Doctoring real-world temperature data is as much a part of the alarmist playbook as is calling skeptical scientists at Harvard, Princeton,Columbia, MIT, NASA, NOAA, etc., “anti-science.” Faced with the embarrassing fact that real-world temperature readings don’t show any U.S. warming during the past 80 years, the alarmists who oversee the collection and reporting of the data simply erase the actual readings and substitute their own desired readings in their place. If this shocks you, you are not alone. The bureaucracy at NOAA and NASA who report the U.S. temperature data undertake what they term “correcting” the raw data. These corrections are not just one-time affairs, either. As time goes by, older temperature readings are systematically and repeatedly made cooler, and then cooler still, and then cooler still, while more recent temperature readings are made warmer, and then warmer still, and then warmer still. Science blogger Steven Goddard at Real Science has posted temperature comparison charts (available here, and here) showing just how dramatically the NOAA and NASA bureaucrats have doctored the U.S. temperature data during the past several decades. As the before-and-after temperature charts show, government bureaucrats with power and funding at stake have turned a striking long-term temperature decline (as revealed by the real-world data), into a striking long-term temperature increase. It is, of course, possible that certain factors can influence the real-world temperature readings such that a correction in real-world temperature data may be justified. The most important such influence is the growth of towns and cities around temperature stations. Forty years ago, for example, Chicago’s O’Hare airport was located in a largely rural area with surrounding agriculture and relatively sparse population. Forty years later, the city has expanded and consumed the entirety of the O’Hare region. This begs the question, what is the localized temperature impact of our growing cities? As cities sprout up and grow, the expanding human population with its industrial machinery and urban land patterns create what is known as the urban heat island effect. Temperature readings in large cities, and even in modest-sized towns, are consistently and significantly warmer than the surrounding region. So as towns or cities grow in the vicinity of temperature stations, the more recent temperature readings show a warming trend that is entirely local and directly tied to local land-use decisions. It makes sense, therefore, to adjust more recent temperature readings downward to compensate for the artificial heat signal provided by the localized urban heat island effect. Ironically, the government overseers of raw temperature data are doing just the opposite. As Goddard shows here, they are doctoring older temperature readings (when urban heat island effects were minimal) in a manner that makes the older temperature readings seem colder than was reported in the real-world data. At the same time, they are doctoring more recent temperature readings (when urban heat islands are more pronounced) in a manner that makes the more recent temperature readings seem warmer than the real-world data report. 

Author Indicts – AT: IPCC
IPCC data flawed

Vahrenholt 6/18/12- PhD in Chemistry, is one of the fathers of Germany's environmental movement and the director of RWE Innogy, one of Europe's largest renewable energy companies. (Fritz, “Global warming: second thoughts of an environmentalist” The Telegraph, http://www.telegraph.co.uk/comment/9338939/Global-warming-second-thoughts-of-an-environmentalist.html, PZ)

Scientists of the Intergovernmental Panel on Climate Change (IPCC) are quite certain: by using fossil fuels man is currently destroying the climate and our future. We have one last chance, we are told: quickly renounce modern industrial society – painfully but for a good cause. For many years, I was an active supporter of the IPCC and its CO2 theory. Recent experience with the UN's climate panel, however, forced me to reassess my position. In February 2010, I was invited as a reviewer for the IPCC report on renewable energy. I realised that the drafting of the report was done in anything but a scientific manner. The report was littered with errors and a member of Greenpeace edited the final version. These developments shocked me. I thought, if such things can happen in this report, then they might happen in other IPCC reports too.

IPCC studies are not grounded in fact, prefer our evidence

Bell 12 – a Forbes writer for climate, energy, environmental and space policy issues (Larry,”Global Warming Alarmism: When Science IS Fiction”, ICECAP, http://www.forbes.com/sites/larrybell/2012/05/29/global-warming-alarmism-when-science-is-fiction/, May 29th, 2012, KTOP)

After serving as an IPCC reviewer for their report on renewable energy, he was stunned by the large number of errors and wondered if the other IPCC reports on climate change”were similarly sloppy.” This concern prompted Vahrenholt to dig into the IPCC’s 2007 climate report, and he was again horrified by what he found. He concluded in an interview which appeared in the German news publication Bild that:”...IPCC decision-makers are fighting tooth and nail against accepting the roles of the oceans, sun, and soot.” Accordingly, IPCC models are completely out of whack.”The facts need to be discussed sensibly and scientifically, without first deciding on the results.” 

The IPCC has produced dishonest evidence and has been influenced by false data

Bell 12 – a Forbes writer for climate, energy, environmental and space policy issues (Larry,”Global Warming Alarmism: When Science IS Fiction”, ICECAP, http://www.forbes.com/sites/larrybell/2012/05/29/global-warming-alarmism-when-science-is-fiction/, May 29th, 2012, KTOP)

The group, which includes seven Apollo astronauts and two former directors of NASA’s Johnson Space Center in Houston, is dismayed over the failure to make an objective assessment of all available scientific data on climate change, charging that NASA is relying too heavily upon complex models that have proven to be scientifically inadequate for climate predictions. Their criticism is well founded, supported by scandalous exchanges among prominent researchers exposed in e-mail files retrieved from the Climate Research Unit (CRU) at Britain’s University of East Anglia. The communications reveal conspiracies to falsify and withhold information, to suppress contrary findings in scholarly publications, and to exaggerate the existence and threats of man-made global warming. Many of these individuals have had major influence over highly publicized summary report findings issued by the IPCC. A GISS researcher confessed in one e-mail that”[the United States Historical Climate Network] data are not routinely kept up-to-date”, and in another that NASA had inflated its temperature data since 2000 on a questionable basis. "NASA’s assumption that the adjustments made the older data consistent with future data...may not have been correct.” Another scientist warned,”It is inconceivable that policymakers will be willing to make billion-and trillion-dollar decisions for adaptation to the projected regional climate change based on models that do not even describe and simulate the processes that are the building blocks of climate variability.” Still another admits:”...clearly, some tuning or very good luck [is] involved. I doubt the modeling world will be able to get away with this much longer.” Still another modeler complained:”Mike, the Figure you sent is very deceptive - there have been a number of dishonest presentations of model results by individual authors and by IPCC...” All climate models, regardless how sophisticated, are hopelessly compromised when based upon poor global temperature records. Yet an e-mail posted by database programmer Ian”Harry” Harris reports:”[The] hopeless state of their [CRU] database. No uniform data integrity. It’s just a catalogue of issues that continues to grow as they’re found...There are hundreds if not thousands of pairs of dummy [surface temperature recording] stations...and duplicates...Aarrggghh! There truly is no end in sight. This project is such a MESS. No wonder I needed therapy!!”

IPCC consistently publishes incorrect and unqualified data; also, peer-review is a lie

Gray and Leach, 10 – reporters for The Telegraph (Richard Gray and  Ben Leach,  “New errors in IPCC climate change report,” The Telegraph, http://www.telegraph.co.uk/earth/environment/climatechange/7177230/New-errors-in-IPCC-climate-change-report.html //JPL)

 The Intergovernmental Panel on Climate Change’s (IPCC) report is supposed to be the world’s most authoritative scientific account of the scale of global warming. But this paper has discovered a series of new flaws in it including: The publication of inaccurate data on the potential of wave power to produce electricity around the world, which was wrongly attributed to the website of a commercial wave-energy company. Claims based on information in press releases and newsletters. New examples of statements based on student dissertations, two of which were unpublished. More claims which were based on reports produced by environmental pressure groups. They are the latest in a series of damaging revelations about the IPCC’s most recent report, published in 2007. Last month, the panel was forced to issue a humiliating retraction after it emerged statements about the melting of Himalayan glaciers were inaccurate. Last weekend, this paper revealed that the panel had based claims about disappearing mountain ice on anecdotal evidence in a student’s dissertation and an article in a mountaineering magazine. And on Friday, it emerged that the IPCC’s panel had wrongly reported that more than half of the Netherlands was below sea level because it had failed to check information supplied by a Dutch government agency. Researchers insist the errors are minor and do not impact on the overall conclusions about climate change. However, senior scientists are now expressing concern at the way the IPCC compiles its reports and have hit out at the panel’s use of so-called “grey literature” — evidence from sources that have not been subjected to scientific ­scrutiny. A new poll has revealed that public belief in climate change is weakening. The panel’s controversial chair, Rajendra Pachauri, pictured right, is facing pressure to resign over the affair. The IPCC attempted to counter growing criticism by releasing a statement insisting that authors who contribute to its 3,000-page report are required to “critically assess and review the quality and validity of each source” when they use material from unpublished or non-peer-reviewed sources. Drafts of the reports are checked by scientific reviewers before they are subjected to line-by-line approval by the 130 member countries of the IPCC. Despite these checks, a diagram used to demonstrate the potential for generating electricity from wave power has been found to contain numerous errors. The source of information for the diagram was cited as the website of UK-based wave-energy company Wavegen. Yet the diagram on Wavegen’s website contains dramatically different figures for energy potential off Britain and Alaska and in the Bering Sea. When contacted by The Sunday Telegraph, Wavegen insisted that the diagram on its website had not been changed. It added that it was not the original source of the data and had simply reproduced it on its website. The diagram is widely cited in other literature as having come from a paper on wave energy produced by the Institute of Mechanical Engineering in 1991 along with data from the European Directory of Renewable Energy. Experts claim that, had the IPCC checked the citation properly, it would have spotted the discrepancies. It can also be revealed that claims made by the IPCC about the effects of global warming, and suggestions about ways it could be avoided, were partly based on information from ten dissertations by Masters students. One unpublished dissertation was used to support the claim that sea-level rise could impact on people living in the Nile delta and other African coastal areas, although the main focus of the thesis, by a student at the Al-Azhar University in Cairo, appears to have been the impact of computer software on environmental development. The IPCC also made use of a report by US conservation group Defenders of Wildlife to state that salmon in US streams have been affected by rising temperatures. The panel has already come under fire for using information in reports by conservation charity the WWF. Estimates of carbon-dioxide emissions from nuclear power stations and claims that suggested they were cheaper than coal or gas power stations were also taken from the website of the World Nuclear Association, rather than using independent scientific calculations. Such revelations are creating growing public confusion over climate change. A poll by Ipsos on behalf of environmental consultancy firm Euro RSCG revealed that the proportion of the public who believe in the reality of climate change has dropped from 44 per cent to 31per cent in the past year. The proportion of people who believe that climate change is a bit over-exaggerated rose from 22 per cent to 31per cent. Climate scientists have expressed frustration with the IPCC’s use of unreliable evidence. Alan Thorpe, chief executive of the Natural Environment Research Council, the biggest funder of climate science in the UK, said: “We should only be dealing with peer-reviewed literature. We open ourselves up to trouble if we start getting into hearsay and grey literature. We have enough research that has been peer-reviewed to provide evidence for climate change, so it is concerning that the IPCC has strayed from that.” Professor Bob Watson, who chaired the IPCC before Dr Pachauri and is now chief scientist at the Department for Environment, Food and Rural Affairs, insisted that despite the errors there was little doubt that human-induced climate change was a reality. But he called for changes in the way the IPCC compiles future reports. “It is concerning that these mistakes have appeared in the IPCC report, but there is no doubt the earth’s climate is changing and the only way we can explain those changes is primarily human activity,” he said. Mr Watson said that Dr Pachauri “cannot be personally blamed for one or two incorrect sentences in the IPCC report”, but stressed that the chairman must take responsibility for correcting errors. Another row over the IPCC report emerged last night after Professor Roger Pielke Jnr, from Colorado University’s Centre for Science and Technology Policy Research, claimed its authors deliberately ignored a paper he wrote that contradicted the panel’s claims about the cost of climate-related natural disasters. A document included a statement from an anonymous IPCC author saying that they believed Dr Pielke had changed his mind on the matter, when he had not. 

IPCC’s fingerprint method uses bad practice and shady data

Singer, 11 -  distinguished research professor at George Mason and Avery, director of the Center for Global Food Issues at the Hudson Institute (S. Fred, “Environment & Energy,” SEPP, 2011, http://www.sepp.org/science_papers/Santer_critique_EnE_June2011_FINAL.pdf //JPL)

 The fingerprint method consists of comparing the patterns of observed temperature trends and those derived from greenhouse models [Hasselmann 1993]. Such a comparison was first applied in a consistent way in Chapter 8 (“Detection and Attribution”) of the Second Assessment Report (SAR) of the IPCC [1996], with B.D. Santer as lead author. This chapter claimed that the patterns of temperature trends of observations and models were “consistent.” However, Michaels and Knappenberger [1996] discovered that it was the choice of a particular observational period that accounted for the claimed positive temperature trend in the troposphere. When the complete data set is used, the consistency with models disappeared. [NOTE #9] Chapter 8 also attempted to show that a geographic “correlation coefficient” of surface data and models increased with time over a 50-year period, thereby suggesting a major human contribution to global warming. However, Singer [1999] discovered that the Chapter’s figure 8-10b had removed from the original graph all of the trend lines that did not show the desired increase with time. It should be noted also that this original graph was in a paper [Santer et al 1996] that had not yet been published when the IPCC report was printed. A note in Eos [Singer 1999a] discusses some of these details. [See also NOTE #9] Chapter 8 of the IPCC-SAR is also notorious because, after its approval by the chapter authors, B.D. Santer, its lead author, removed several sentences and paragraphs and altered others that threw doubt on the human cause of observed warming [Singer 1996]. It was later discovered that these changes were made between the time the chapter was approved in December 1995 and its printing in 1996 [Seitz 1996a,b, Singer 2000]. [NOTE #9] 

All of the IPCC’s claims are based on climate change models that are empirically wrong

Ferrara, 12  - M.A. in law from Harvard University, former professor at George Mason University School of Law, published work in  National Review, The Washington Times, The American Spectator (Peter,  “Fakegate: The Obnoxious Fabrication of Global Warming,” Forbes, 3/1/12, http://www.forbes.com/sites/peterferrara/2012/03/01/fakegate-the-obnoxious-fabrication-of-global-warming/ //JPL) ***Gender modified.

 In addition, the work of the UN’s IPCC is based on numerous climate models that attempt to project temperatures decades into the future. Those models are all based on the circular assumption that the theory of human caused global warming is true. As 16 world leading climate scientists recently reported in a letter to the Wall Street Journal, “[A]n important gauge of scientific expertise is the ability to make successful predictions. When predictions fail, we say that the theory is ‘falsified’ and we should look for the reasons for the failure. Shown in the nearby graph is the measured annual temperature of the earth since 1989, just before the first report of the Intergovernmental Panel on Climate Change (IPCC). Also shown are the projections of the likely increase of temperature, as published in the Summaries of each of the four IPCC reports, the first in the year 1990 and the last in the year 2007. “From the graph it appears that the projections [of the models] exaggerate, substantially, the response of the earth’s temperature to CO2 which increased by about 11% from 1989 through 2011. Furthermore, when one examines the historical temperature record throughout the 20th century and into the 21st, the data strongly suggest a much lower CO2 effect than almost all models calculate.” Seems like the models have been falsified. 

Author Indicts – Climategate
Uncovered emails prove that the IPCC manipulates data

Taylor, 11 James Taylor,senior fellow for environment policy at The Heartland Institute and managing editor of Environment & Climate News. 11/23/11 “ Climategate 2.0: New E-Mails Rock The Global Warming Debate” http://www.forbes.com/sites/jamestaylor/2011/11/23/climategate-2-0-new-e-mails-rock-the-global-warming-debate/2/ Accessed 6/19/12 BJM 

A new batch of 5,000 emails among scientists central to the assertion that humans are causing a global warming crisis were anonymously released to the public yesterday, igniting a new firestorm of controversy nearly two years to the day after similar emails ignited the Climategate scandal. Three themes are emerging from the newly released emails: (1) prominent scientists central to the global warming debate are taking measures to conceal rather than disseminate underlying data and discussions; (2) these scientists view global warming as a political “cause” rather than a balanced scientific inquiry and (3) many of these scientists frankly admit to each other that much of the science is weak and dependent on deliberate manipulation of facts and data. Regarding scientific transparency, a defining characteristic of science is the open sharing of scientific data, theories and procedures so that independent parties, and especially skeptics of a particular theory or hypothesis, can replicate and validate asserted experiments or observations. Emails between Climategate scientists, however, show a concerted effort to hide rather than disseminate underlying evidence and procedures. “I’ve been told that IPCC is above national FOI [Freedom of Information] Acts. One way to cover yourself and all those working in AR5 would be to delete all emails at the end of the process,”writes Phil Jones, a scientist working with the United Nations Intergovernmental Panel on Climate Change (IPCC), in a newly released email. “Any work we have done in the past is done on the back of the research grants we get – and has to be well hidden,” Jones writes in another newly released email. “I’ve discussed this with the main funder (U.S. Dept of Energy) in the past and they are happy about not releasing the original station data.” The original Climategate emails contained similar evidence of destroying information and data that the public would naturally assume would be available according to freedom of information principles. “Mike, can you delete any emails you may have had with Keith [Briffa] re AR4 [UN Intergovernmental Panel on Climate Change 4th Assessment]?” Jones wrote to Penn State University scientist Michael Mann in an email released in Climategate 1.0. “Keith will do likewise. … We will be getting Caspar [Ammann] to do likewise. I see that CA [the Climate Audit Web site] claim they discovered the 1945 problem in the Nature paper!!” The new emails also reveal the scientists’ attempts to politicize the debate and advance predetermined outcomes. “The trick may be to decide on the main message and use that to guid[e] what’s included and what is left out” of IPCC reports, writes Jonathan Overpeck, coordinating lead author for the IPCC’s most recent climate assessment. “I gave up on [Georgia Institute of Technology climate professor] Judith Curry a while ago. I don’t know what she thinks she’s doing, but its not helping the cause,” wrote Mann in another newly released email. “I have been talking w/ folks in the states about finding an investigative journalist to investigate and expose” skeptical scientist Steve McIntyre, Mann writes in another newly released email. These new emails add weight to Climategate 1.0 emails revealing efforts to politicize the scientific debate. For example, Tom Wigley, a scientist at the University Corporation for Atmospheric Research, authored a Climategate 1.0 email asserting that his fellow Climategate scientists “must get rid of” the editor for a peer-reviewed science journal because he published some papers contradicting assertions of a global warming crisis. More than revealing misconduct and improper motives, the newly released emails additionally reveal frank admissions of the scientific shortcomings of global warming assertions. “Observations do not show rising temperatures throughout the tropical troposphere unless you accept one single study and approach and discount a wealth of others. This is just downright dangerous. We need to communicate the uncertainty and be honest. Phil, hopefully we can find time to discuss these further if necessary,” writes Peter Thorne of the UK Met Office. “I also think the science is being manipulated to put a political spin on it which for all our sakes might not be too clever in the long run,” Thorne adds. “Mike, The Figure you sent is very deceptive … there have been a number of dishonest presentations of model results by individual authors and by IPCC`,” Wigley acknowledges. More damaging emails will likely be uncovered during the next few days as observers pour through the 5,000 emails. What is already clear, however, is the need for more objective research and ethical conduct by the scientists at the heart of the IPCC and the global warming discussion. 

Author Indicts – AT: Mann Hockeystick
Mann’s hockeystick hypothesis uses inconsistent data

Singer, 11 -  distinguished research professor at George Mason and Avery, director of the Center for Global Food Issues at the Hudson Institute (S. Fred, “ NIPCC vs. IPCC,” SEPP, August, 2011, http://www.sepp.org/science_papers/ICCC_Booklet_2011_FINAL.pdf //JPL) 

 One word about the relationship between Climategate and the “Hockeystick” temperature graph of Mann, Bradley, and Hughes. When the graph was published [Nature 1998, GRL 1999], public attention immediately focused on their claim that the 20 th century was the warmest in the last 1000 years [Fig. 20]. It was then shown by McIntyre and McKitrick that some of the data had been fudged and that the statistical methodology used was faulty. They also demonstrated that feeding random data into the Michael Mann’s algorithms would invariably yield a hockey stick curve. (Mann [PNAS 2008] has now quietly changed the hockey stick into a graph that shows both the Medieval Warm Period (MWP) and Little Ice Age [Fig. 21].) In any case, we know that the MWP, around 1000 to 1200 AD, was warmer than today, based on many independent investigations [Fig. 22]. But that fact (a warmer MWP) has little relevance to the question of the cause of current warming (if indeed such warming exists). Therefore, when the hockey stick was first published, my attention focused on the fact that Michael Mann’s proxy record seemed to stop in 1979 and that the continuing temperature data came entirely from the Jones analysis of surface thermometers. [I think this is the real explanation of “Mike’s Nature trick,” referred to in the Climategate e-mails that speak of “hiding the decline.”] I immediately sent e-mails to Mann and questioned him about this point, asking him why his proxy temperature record suddenly stopped in 1979. I received back a rather brusque reply that no suitable data were available. But I already knew that such data are indeed available [Figs 23, 24] and therefore surmised that his proxy data did not show the increase in temperature demanded by the surface thermometers. So he simply terminated his analysis in 1979 to hide this fact (his “Nature trick”) – in order to be “politically correct” and support the IPCC story of a temperature increase. The Climategate e-mails make it clear why Mann terminated the Hockeystick in 1979. There is a huge irony here that should be readily apparent. As maintained above, there was in fact no increase in surface temperatures after 1979, and therefore Mann’s (never-published) proxy temperatures are correct. He simply did not have the courage to believe in his own results. To emphasize this point, we show some of the several proxy data in the published literature [Fig. 25]. 

Author Indicts – AT: National Academy Study
National Academy study is inconclusive and used bad data

Singer, 11 -  distinguished research professor at George Mason and Avery, director of the Center for Global Food Issues at the Hudson Institute (S. Fred, “Environment & Energy,” SEPP, 2011, http://www.sepp.org/science_papers/Santer_critique_EnE_June2011_FINAL.pdf //JPL)

 An NAS-NRC committee under the chairmanship of John M. Wallace tried to reconcile the difference between observed (global) temperature trends of surface and troposphere [NRC 2000]. Their report did not delve into the implied disagreement with climate models. It confirmed the existence of observed temperature trend disparities but reached no final conclusion as to their cause – although it suggested possible problems with the troposphere observations. Similarly, Hegerl and Wallace [2002] and Santer et al [2005] blamed data problems for the existence of disparities – the absence of amplification between long-term (multi-decadal) trends of surface and troposphere temperatures – although tropospheric trends did show the amplification (as expected from atmospheric theory) on shorter (monthly) time scales. 
Author Indicts – AT: Scientific Consensus – Biased
Reject Appeals to Consensus—Most Un-scientific Argument Possible
Kueter 2012– expert on national security and energy/environmental policy (Jeff “No Need to Panic About Global Warming”: Context for Considering the Ongoing Debate Over Climate Change”, February 2012, http://www.marshall.org/pdf/materials/1058.pdf, PZ)

A final critique advanced is the appeal to consensus thinking. Ninety-seven percent of scientists active in the field agree, the letter proclaims, almost as if it were a commercial for toothpaste or vitamins. Why should that matter? What is the appropriate threshold for approvable skepticism? What if the 3% are right? For all we know, these appeals to consensus authority reflect the views of those whose self interest is advanced through the promotion of the consensus position. Global warming is big business, politically, economically, and scientifically. But, science is not about poll results. Fundamentally, science is the antithesis of consensus thinking, as the scientific method is built on the notion of falsification. A hypothesis lacks validity if it can be falsified. A theory does not hold unless the hypotheses proving it are true. And, if anything, the history of science reveals many occasions when the prevailing wisdom was overturned. If it lacks a role in science, the appeal to consensus thinking carries important political and policy overtones. Just like a survey showing large support for a policy action can provide the impetus or cover for politicians to act, so too is this polling number of scientists an effort to offer support to greenhouse gas controls. Seen as such, the number should be treated with the skepticism that follows any other survey. It certainly should not be endowed with meaning beyond the expression of opinion that it is.

The scientific consensus is on issues of warming not typically debated by skeptics

Meyer, 12  - Contributor to Forbes (Warren, “ Understanding the Global Warming Debate,” Forbes, 2/9/12, http://www.forbes.com/sites/warrenmeyer/2012/02/09/understanding-the-global-warming-debate/4/, //JPL) ***Gender modified.

 So let’s come back to our original question — what is it exactly that skeptics “deny.” As we have seen, most don’t deny the greenhouse gas theory, or that the Earth has warmed some amount over the last several year. They don’t even deny that some of that warming has likely been via man-made CO2. What they deny is the catastrophe — they argue that the theory of strong climate positive feedback is flawed, and is greatly exaggerating the amount of warming we will see from human-made CO2. And, they are simultaneously denying that most or all of past warming is human-made, and arguing instead that the amount that is natural and cyclic is being under-estimated. So how about the “97% of scientists” who purportedly support global warming? What proposition do they support? Let’s forget for a minute a variety of concerns about cherry-picking respondents in studies like this (I am always reminded by such studies of the quote attributed, perhaps apocryphally, to Pauline Kael that she couldn’t understand how Nixon had won because no one she knew voted for him). Let’s look at the actual propositions the 97% agreed to in one such study conducted at the University of Illinois. Here they are: 1. When compared with pre-1800s levels, do you think that mean global temperatures have generally risen, fallen, or remained relatively constant? 2. Do you think human activity is a significant contributing factor in changing mean global temperatures? The 97% answered “risen” and “yes” to these two questions. But depending on how one defines “significant” (is 20% a significant factor?) I could get 97% of a group of science-based skeptics to agree to the same answers. So this is the real problem at the heart of the climate debate — the two sides are debating different propositions! In our chart, proponents of global warming action are vigorously defending the propositions on the left side, propositions with which serious skeptics generally already agree. When skeptics raise issues about climate models, natural sources of warming, and climate feedbacks, advocates of global warming action run back to the left side of the chart and respond that the world is warming and greenhouse gas theory is correct. At best, this is a function of the laziness and scientific illiteracy of the media that allows folks to talk past one another; at worst, it is a purposeful bait-and-switch to avoid debate on the tough issues. 

Author Indicts – AT: Scientific Consensus – No 98%

And, you don’t have a consensus anyway

Bast, 5/1 Joseph L. Bast, President and CEO of The Heartland Institute, founder and publisher of Intellectual Ammunition, a bimonthly magazine on public policy issues produced by The Heartland Institute and delivered to state legislators, journalists, and think tank executives. “The Myth of the 98%” http://heartland.org/sites/default/files/05-02-12_bast_myth_of_the_98.pdf Accessed 6/19/12 BJM

Do 98 percent of climate scientists really believe in man‐made global warming? A little research reveals that the often‐cited figure is a confused and erroneous reference to two different studies that both fail to prove what those who cite them believe or allege. Doran and Zimmerman The first study, by Doran and Zimmerman, appeared in EOS, the journal of the American Geophysical Union (AGU) in 2009. You can retrieve it at http://tigger.uic.edu/~pdoran/012009_Doran_final.pdf. This article reports the results of a survey, but it was a meaningless one. The researchers – a professor at the University of Illinois and a graduate student – sent a two‐ minute online survey to 10,257 Earth scientists working for universities and government research agencies, generating responses from 3,146 people. Only 5 percent of respondents self‐ identified as climate scientists. The survey asked two questions: “Q1. “When compared with pre‐1800s levels, do you think that mean global temperatures have generally risen, fallen, or remained relatively constant?” Q2. “Do you think human activity is a significant contributing factor in changing mean global temperatures?” Overall, 90 percent of respondents answered “risen” to question 1 and 82 percent answered “yes” to question 2. The authors get their fraudulent “98 percent of climate scientists believe” sound bite by focusing on only 79 (not a typo) scientists who responded and “listed climate science as their area of expertise and who also have published more than 50 percent of their recent peer‐reviewed papers on the subject of climate change.” Given that there are tens of thousands or even hundreds of thousands of scientists with real expertise in basic sciences related to climate, a survey that looks at the views of only 79 climate scientists is ridiculous. Its tiny sample size makes it meaningless. Even worse than the sample size, though, is the complete irrelevance of the questions asked in the survey to the real debate taking place about climate change. Most skeptics would answer those two questions the same way as alarmists would. At issue is not whether the climate warmed since the Little Ice Age or whether there is a human impact on climate, but whether the warming is unusual in rate or magnitude; whether that part of it attributable to human causes is likely to be beneficial or harmful on net, and by how much; and whether the benefits of reducing the human contribution will outweigh the costs, so as to justify public policies aimed at reducing it. The survey is silent on these questions. The survey by Doran and Zimmerman fails to produce evidence that would back up claims that there is a “scientific consensus” about the causes or consequences of climate change. They simply asked the wrong question. And the “98 percent” figure so often attributed to their survey refers to the opinions of only 79 climate scientists, which is not a representative sample of scientific opinion. Anderegg et al. The Doran and Zimmerman survey is often confused or conflated with a second study, Anderegg et al., “Expert credibility in climate change,” in the Proceedings of the National Academies of Sciences: http://www.pnas.org/content/early/2010/06/04/1003187107 From the abstract: Here, we use an extensive dataset of 1,372 climate researchers and their publication and citation data to show that (i) 97–98% of the climate researchers most actively publishing in the field support the tenets of ACC outlined by the Intergovernmental Panel on Climate Change, and (ii) the relative climate expertise and scientific prominence of the researchers unconvinced of ACC are substantially below that of the convinced researchers. Note that this is not a survey of scientists, whether “all scientists” or specifically climate scientists. Instead, Anderegg et al. counted the number of articles published in academic journals by 908 “climate researchers,” defined as people who had signed petitions opposing or supporting the IPCC’s positions or had coauthored IPCC reports and had published a minimum of 20 climate publications. They found that 97 to 98 percent of the most prolific 200 climate researchers, so defined, appeared to believe that “anthropogenic greenhouse gases have been responsible for ‘most’ of the ‘unequivocal’ warming of the Earth’s average global temperature over the second half of the 20th century.” Observe that this counting exercise did not determine how many of these authors believe global warming is a crisis, or that the science is sufficiently established to be the basis for public policy, or even that future global warming would be bad (or good). Anyone who cites this study in defense of these views is mistaken. nderegg et al. also didn’t count as “skeptics” the scientists whose work exposes gaps in the man‐made global warming theory or contradicts claims that climate change will be catastrophic. Dennis Avery identified several hundred scientists who fall into this category, even though some profess to still “believe” in global warming. Looking past the flashy “97‐98%” claim by Anderegg et al., you will see the study found the average skeptic has been published about half as frequently as the average alarmist – 60 versus 119 articles. Most of this difference was driven by the hyper‐productivity of a handful of alarmist climate scientists –the 50 most prolific alarmists were published an average of 408 times, versus only 89 times for the skeptics. So what, exactly, did Anderegg et al. discover? That a small clique of climate alarmists got their writing published hundreds of times in academic journals, something that probably would have been impossible just a decade or two ago. Anderegg et al. simply assert that those “top 50” are more credible than scientists who publish less, but they make no effort to prove this. 

Author Indicts – AT: Scientific Consensus – Small Agreement
A multitude of better surveys prove there is very little consensus on warming

Bast, 11 Joseph L. Bast, President and CEO of The Heartland Institute, founder and publisher of Intellectual Ammunition, a bimonthly magazine on public policy issues produced by The Heartland Institute and delivered to state legislators, journalists, and think tank executives. “You Call this Consensus?” http://heartland.org/policy-documents/you-call-consensus Accessed 6/19/12 BJM

Contrary to what you read repeatedly in daily newspapers or hear on television, most scientists do not believe there is a “scientific consensus” that man-made climate change (often labeled anthropogenic global warming, or AGW) is or will be a catastrophe. Unfortunately, the old/mainstream/dead media will be the last folks to acknowledge this, so people who dispute the “consensus” will continue to be slandered and abused for years to come. It is important to distinguish between the statement, which is true, that there is no scientific consensus that AGW is or will be a catastrophe, and the also-true claims that the climate is changing (of course it is, it is always changing) and that most scientists believe there may be a human impact on climate (our emissions and alterations of the landscape are surely having an impact, though they are often local or regional (like heat islands) and small relative to natural variation). The three different statements are not contradictory or mutually exclusive. Yet it is difficult to find a reporter for a major daily newspaper who understands this elementary distinction. Since reporters aren’t all stupid, we can only guess as to their motives for blurring this important distinction. What evidence is there to support my claim? I believe it follows from a reasonable interpretation of the following evidence. (1) The latest international survey of climate scientists by German scientists Dennis Bray and Hans von Storch found (quoting my own interpretation of their results) that “for two-thirds of the questions asked, scientific opinion is DEEPLY DIVIDED, and in half of those cases, most scientists DISAGREE with positions that are at the foundation of the alarmist case.” If you don’t believe that climate models are good enough to predict future climate conditions, for example, how can you “believe” man-made global warming will be a threat? Unfortunately, the survey shows that disagreement and outright skepticism about the underlying science of AGW doesn’t prevent most scientists from expressing their belief that man-made global warming is a serious problem. This is the nature of a popular delusion, whereby bright people believe dumb things simply because other people believe it. Bray and Storch are very coy in reporting and admitting the amount of disagreement their surveys find on the basic science of global warming. In an early essay in 1999, reporting on the results of their first survey, they remark on how a willingness to make predictions and recommendations about public policy that aren’t supported by actual science is a sign of “post normal science,” or the willingness to rely on “consensus” rather than actual scientific knowledge when the risks are perceived as being great. This is little different from what I have been calling the “global warming delusion.” (2) I found pretty much the same thing in an analysis I did of Bray and von Storch’s 2003 survey. That survey found that only 9.4 percent “strongly agreed” and 25.3 percent “agreed” with the statement “climate change is mostly the result of anthropogenic causes.” Some 10.2 percent “strongly disagreed.” Fewer than half the scientists surveyed agreed that “natural scientists have established enough physical evidence to turn the issue of global climate change over to social scientists for matters of policy discussion.” Only 18.6 percent said they believed global warming skeptics receive “too much coverage.” (3) A 2010 survey of meteorologists found that 63 percent believe global warming is caused mostly by natural causes, and only 31 percent believe humans are primarily responsible. (4) Another 2010 survey of meteorologists, this one published in the Bulletin of the American Meteorological Society, found only one in four American Meteorological Society broadcast meteorologists agrees with United Nations’ claims that humans are primarily responsible for recent global warming. (5) The often-mocked but never refuted “Petition Project” has, since 2007, been signed by more than 31,072 American scientists, including 9,021 with Ph.D.s. The petition says, in part, “There is no convincing scientific evidence that human release of carbon dioxide, methane, or other greenhouse gases is causing or will, in the foreseeable future, cause catastrophic heating of the Earth’s atmosphere and disruption of the Earth’s climate.” There is no comparable survey attesting to a widespread embrace of the alarmist position. (6) A 2006 survey of scientists in the U.S. by the National Registry of Environmental Professionals found 41 percent disagreed that the planet’s recent warmth “can be, in large part, attributed to human activity,” and 71 percent disagreed that recent hurricane activity is significantly attributable to human activity. This is, admittedly, less than “most,” but it preceded the disclosures of Climategate, IPCC-gate, and five years of global cooling. (7) The results of a less scientific survey were announced on the Web site of Scientific American, itself a publication with a highly biased coverage of environmental issues. Only 26 percent of readers of Scientific American responded to the magazine’s online poll saying they believe human emissions are causing global warming. (8) Even Phil Jones, a prominent alarmist and central figure in the Climategate scandal, doesn’t believe there is a scientific consensus or that recent temperature trends are unusual. In an interview published by BBC News, Phil Jones was asked, “When scientists say ‘the debate on climate change is over’, what exactly do they mean -- and what don’t they mean?” Jones responded, “I don’t believe the vast majority of climate scientists think this. This is not my view.” Jones also acknowledged that recent warming (beginning in 1975 after three decades of cooling global temperatures) is not unprecedented, and is similar to warming periods that occurred from 1860 – 1880 and from 1910 – 1940. Asked about the global temperature trend since 1995, Jones asserted there is no statistically significant warming since 1995. Asked about the global temperature trend since 2002, Jones acknowledged global cooling, but said it is not statistically significant. (9) One searches in vain for contrary data in support of a “scientific consensus” or the catastrophic forecasts. It certainly can’t be found in Naomi Oreskes imaginative counting of journal articles that appeared, in the non-peer reviewed letters section of Nature in 2004. A no-less rigorous study by Benny Peiser that attempted to replicate her results searched the abstracts of 1,117 scientific journal articles on “global climate change” found only 13 (1 percent) explicitly endorse the “consensus view” while 34 reject or cast doubt on the view that human activity has been the main driver of warming over the past 50 years. According to Peiser: “My analysis also shows that there are almost three times as many abstracts that are sceptical of the notion of anthropogenic climate change than those that explicitly endorse it.”

Author Indicts – AT: Scientific Consensus – Surveys 
No consensus – recent surveys prove and a consensus isn’t needed to disprove warming 

Bast and Taylor 11 – *CEO of the Heartland Institute, author of Rebuilding America’s Schools (1990), Why We Spend Too Much on Health Care (1992) Eco-Sanity: A Common-Sense Guide to Environmentalism (1994) Education & Capitalism (2003), Climate Change Reconsidered (2009), and The Patriot’s Toolbox (2010, rev. ed. 2011), ** managing editor of Environment & Climate News, Senior Fellow for The Heartland Institute, bachelors degree from Dartmouth College and law degree from the Syracuse University College of Law, (Joseph and James, “Global Warming: Not a Crisis,” The Heartland Institute, 8/2/11, http://heartland.org/ideas/global-warming-not-crisis) //PC 

Isn’t There a Consensus? Science doesn’t advance by “consensus.” A single scientist or study can disprove a theory that is embraced by the vast majority of scientists. The search for a consensus is actually part of what philosophers call “post-normal science,” which isn’t really science at all. Still, many people ask: What do scientists believe? Most surveys cited by those who claim there is a consensus ask questions that are too vague to settle the matter. It is important to distinguish between the statement that global warming is a crisis and the similar-sounding but very different statements that the climate is changing and that there is a human impact on climate. Climate is always changing, and every scientist knows this. Our emissions and alterations of the landscape are surely having impacts on climate, though they are often local or regional (like heat islands) and small relative to natural variation. It is easy to find evidence that scientists disagree about climate change. Climate Change Reconsidered cites thousands of articles appearing in peer-reviewed journals that challenge the basic underlying assumptions of AGW (Idso and Singer, 2009). More than 30,000 scientists have signed a petition saying there is no threat that man-made global warming will pose a threat to humanity or nature (Petition Project). Alarmists often cite an essay by Naomi Oreskes claiming to show that virtually all articles about global warming in peer-reviewed journals support the so-called consensus. But a no-less-rigorous study by Benny Peiser that attempted to replicate her results searched the abstracts of 1,117 scientific journal articles on “global climate change” and found only 13 (1 percent) explicitly endorse the “consensus view” while 34 reject or cast doubt on the view that human activity has been the main driver of warming over the past 50 years. A more recent search by Klaus-Martin Schulte of 928 scientific papers published from 2004 to February 2007 found fewer than half explicitly or implicitly endorse the so-called consensus and only 7 percent do so explicitly (Schulte, 2008). A survey that is frequently cited as showing consensus actually proves just the opposite. German scientists Dennis Bray and Hans von Storch have surveyed climate scientists three times, in 1996, 2003, and 2007 (Bray and von Storch, 2010). Their latest survey found most of these scientists say they believe global warming is man-made and is a serious problem, but most of these same scientists do not believe climate science is sufficiently advanced to predict future climate conditions. For two-thirds of the science questions asked, scientific opinion is deeply divided, and in half of those cases, most scientists disagree with positions that are at the foundation of the alarmist case (Bast, 2011). On August 2, 2011, von Storch posted the following comment on a blog: “From our own observations of discussions among climate scientists we also find hardly consensus [sic] on many other issues, ranging from changing hurricane statistics to the speed of melting Greenland and Antarctica, spreading of diseases and causing mass migration and wars” (von Storch, 2011). These are not minor issues. Extreme weather events, melting ice, and the spread of disease are all major talking points for Al Gore and other alarmists in the climate debate. If there is no consensus on these matters, then “skeptics” are right to ask why we should believe global warming is a crisis.
Author Indicts – AT: Scientific Consensus – Ignores Feedback
Claims of scientific consensus ignore the most contentious parts of the climate debate – feedbacks are the most important

Meyer, 12  - Contributor to Forbes (Warren, “ Understanding the Global Warming Debate,” Forbes, 2/9/12, http://www.forbes.com/sites/warrenmeyer/2012/02/09/understanding-the-global-warming-debate/4/, //JPL) ***Gender modified.

 So what’s the problem?  Why the debate?  Isn’t this admission a “game over” for the skeptics?  Actually, no.  To understand this, let us do a bit of extrapolation.  Current CO2 concentrations in the atmosphere today are around 390ppm, or about 0.039%.    But even if we were to hit a relatively pessimistic level of 800ppm by the end of the century, this would, by the numbers above, imply a warming of about one degree. While potentially undesirable, a degree of warming is hardly catastrophic. The catastrophe comes from the second chained theory. As the Earth warms, we expect there to be changes that may further accelerate or decelerate the warming. These are called feedbacks. Take one example — as the Earth warms, there will likely be less snow and ice coverage of the Earth. Snow and ice tend to reflect heat back into space more than does bare land or water, so that this loss could add additional warming above and beyond the initial warming from CO2. On the opposite end of the scale, many plants grow faster with warmer air and more airborne CO2, and such growth could in turn reduce atmospheric carbon and slow expected warming. It turns out the critical feedback involves water vapor. While CO2 is indeed a greenhouse gas, it is a weak one when compared to water vapor. Rising temperatures may increase evaporation and therefore the amount of water vapor in the air, thus adding powerful greenhouse gasses to the atmosphere and accelerating warming. On the other hand, water evaporated by rising temperatures may form more clouds that shade the Earth and help to reduce temperatures. Whether future man-made global warming is catastrophic depends a lot on the balance of these effects. The IPCC assumed that strong positive feedbacks dominated, and thus arrived at numbers that implied that feedbacks added an additional 2-4 degrees to the 1 degree from CO2 directly. So in the IPCC numbers, at least two thirds of the future warming comes not from the basic greenhouse gas effect but a second independent theory that the Earth’s climate is dominated by strong positive feedbacks. Other more alarmist scientists have come up with feedback numbers even higher. When Al Gore says that we will see a tipping point where temperatures will run away, he is positing that feedbacks will be nearly infinite (a phenomenon we can hear with loud feedback screeches from a microphone). But the science of this positive climate feedback theory is far from settled. Just as skeptics are probably wrong to question the basic greenhouse gas effect of CO2, catastrophic global warming advocates are wrong to over-estimate our understanding of these feedbacks. Not only may the feedback number not be high, but it might be negative, as implied by some recent research, which would actually reduce the warming we would see from a doubling of CO2 to less than one degree Celsius. After all, most long-term stable natural systems (and that would certainly describe climate) are dominated by negative rather than positive feedbacks. At some point, theorizing becomes stale unless the theories are supported by observations. And the most important single observation relative to catastrophic man-made global warming theory is that the world has indeed warmed over the last century, by perhaps 0.7C, coincident with the period mankind has burned a lot of fossil fuels. Some skeptics have tried, relatively futilely I think, to deny that the world is warming at all. Certainly skeptics have a lot of evidence that this measured warming may be exaggerated — there are some serious flaws in our surface temperature measurement system today and almost certainly much worse flaws in the numbers from, say, 1900 to which we are comparing current readings. But radically new technologies, such as satellites, that are not susceptible to these same flaws and coverage gaps have still measured an upward drift in temperatures over the last 30 years. When looking at the historic temperature record, skeptics today tend to focus more on the fact that temperatures have leveled off over the last 10-15 years. Both sides of the debate play annoying games with cherry-picked end-points and graph scales to try to support their arguments, but most reasonable people look at the graph above of the last 15 years and will agree temperatures have been relatively flat. Even more important for scientists (since the oceans are a much larger heat reservoir than the atmosphere) is the fact that the new ARGO floating temperature stations have measured little or no increase in ocean heat content since they were put in service in 2003. These facts actually lead to one of my favorite examples of the two sides in the debate talking past each other (this example actually played out in the editorial pages of the Wall Street Journal over the past several weeks). Skeptics will say, “temperatures have been flat for 10-15 years.” Global warming advocates will respond, “the last decade has seen some of the hottest temperatures in the last 100 years.” Both statements are actually correct. Imagine spending all day climbing to the top of a tall plateau. Walking around on the plateau, with every step, it is correct to say that you are at the highest point you have been all day, but it is also correct to say you are no longer climbing. Whichever the case, the flat surface temperatures and ocean heat content create a real problem for the man-made catastrophic global warming theory. There is no reason why warming should take a break, and we are starting to hear more frequently, even among catastrophic global warming supporters, discussion of “the missing heat.” 

Author Defenses – Heartland Institute Good
Heartland Institute receives substantially less funding than warming alarmists and the reverse Climategate issue was fabricated by warming alarmists

Ferrara, 12  - M.A. in law from Harvard University, former professor at George Mason University School of Law, published work in  National Review, The Washington Times, The American Spectator (Peter,  “Fakegate: The Obnoxious Fabrication of Global Warming,” Forbes, 3/1/12, http://www.forbes.com/sites/peterferrara/2012/03/01/fakegate-the-obnoxious-fabrication-of-global-warming/ //JPL)

 About every four years, the United Nation’s Intergovernmental Panel on Climate Change (IPCC) produces a voluminous Assessment Report (AR) on the state of global warming science, such as it is. Two years after each AR, the IPCC produces an updating Interim Report. In 2008, The Heartland Institute, headquartered in Chicago, began organizing international conferences of scientists from across the globe who want to raise and discuss intellectually troubling questions and doubts regarding the theory that human activity is causing ultimately catastrophic global warming. Six conferences have taken place to date, attracting more than 3,000 scientists, journalists, and interested citizens from all over the world. (Full disclosure: As indicated by my nearby bio, I am a Heartland Senior Fellow, one of several affiliations I have with free-market think tanks and advocacy groups.) In 2009, Heartland published Climate Change Reconsidered: The Report of the Nongovernmental International Panel on Climate Change (NIPCC). That 860-page careful, dispassionate, thoroughly scientific volume, produced in conjunction with the Science and Environmental Policy Project (SEPP) and the Center for the Study of Carbon Dioxide and Global Change, explored the full range of alternative views to the UN’s IPCC. Two years later, Heartland published the 418 page Climate Change Reconsidered: The 2011 Interim Report of the NIPCC, which updated the research regarding global warming and “climate change” since the 2009 volume. Through these activities and more like them, Heartland has become the international headquarters of the scientific alternative to the UN’s IPCC, now providing full scale rebuttals to the UN’s own massive reports. Any speaker, any authority, any journalist or bureaucrat asserting the catastrophic danger of supposed man-caused global warming needs to be asked for their response to Climate Change Reconsidered. If they have none, then they are not qualified to address the subject. This is the essential background to understanding “Fakegate,” the strange and still being written story of the decline and fall of political activist Peter Gleick, who had successfully engineered a long career posing as an objective climate scientist. Gleick, who has announced he is taking a “temporary, short-term leave of absence” as president of the Pacific Institute, also served until recently as chairman of the science integrity task force of the American Geophysical Union. Gleick has publicly confessed that he contacted The Heartland Institute fraudulently pretending to be a member of the Board of Directors. Emails released by The Heartland Institute show that he created an email address similar to that of a board member and used it to convince a staff member to send him confidential board materials. Gleick then forwarded the documents to 15 global warming alarmist advocacy organizations and sympathetic journalists, who immediately posted them online and blogged and wrote about them. Their expectation apparently was that the documents would be as embarrassing and damaging to the global warming skeptics as were the emails revealed in the “Climategate” scandal to the alarmist side. The Climategate revelations showed scientific leaders of the UN’s IPCC and global warming alarmist movement plotting to falsify climate data and exclude those raising doubts about their theories from scientific publications, while coordinating their message with supposedly objective mainstream journalists. But the stolen Heartland documents exonerated, rather than embarrassed, the skeptic movement. They demonstrate only an interest at Heartland in getting the truth out on the actual objective science. They revealed little funding from oil companies and other self interested commercial enterprises, who actually contribute heavily to global warming alarmists as protection money instead. The documents also show how poorly funded the global warming skeptics at Heartland are, managing on a shoestring to raise a shockingly successful global challenge to the heavily overfunded UN and politicized government science. As the Wall Street Journal observed on Feb. 21, while Heartland’s budget for the NIPCC this year totals $388,000, that compares to $6.5 million for the UN’s IPCC, and $2.5 billion that President Obama’s budget commits for research into “the global changes that have resulted primarily from global over-dependence on fossil fuels.” That demonstrates how an ounce of truth can overcome a tidal wave of falsehood. Maybe that is why Gleick or one of his coconspirators felt compelled to go farther and composed a fake memo titled “Confidential Memo: 2012 Heartland Climate Strategy.” Whoever did it understood that a document composed on his computer and distributed online would contain markings demonstrating its source and confirming the forgery, so they printed it out and scanned it to hide its digital trail. The scanned document itself, however, contained evidence that allowed even amateur sleuths to trace it back to the Pacific Institute’s offices, as explained in an article by Megan McCardle, a senior editor for The Atlantic. (McCardle, incidentally, is highly sympathetic to global warming alarmism.) The forged cover memo, not the actual stolen document, contains language mirroring Climategate. It discussed fabricated projects that are not activities of Heartland, and references a $200,000 Koch Foundation contribution for climate change activities that doesn’t exist. The Koch Foundation confirms that it gave Heartland only $25,000 in 2011, earmarked for health care policy projects and not climate change, an amount equal to only 0.5% of Heartland’s 2011 budget. By contrast, as the Journal also observed, the budget last year for the Natural Resources Defense Council was $95.4 million, and for the World Wildlife Fund $238.5 million. 

Author Defenses – Marshall Institute Good
These 16 individuals are qualified 

Kueter 2012– expert on national security and energy/environmental policy (Jeff “No Need to Panic About Global Warming”: Context for Considering the Ongoing Debate Over Climate Change”, February 2012, http://www.marshall.org/pdf/materials/1058.pdf, PZ)

The letter deigns with faint praise that the 16 authors of the original piece are “accomplished in their own fields,” but they are not sufficiently educated enough to have a grasp of the complexity that is – climate science. In other words, 16 individuals educated in the sciences and accomplished in their own fields of science are incapable of (1) reading and (2) comprehending what they have read. It goes without saying that (3) anyone with an opinion contrary to the 97% is wrong, but more on that to come. The assertion that the 16 authors are incapable of educating themselves about climate science is preposterous. The debate over global warming has dragged on for decades and been central to debates over energy and environmental policy for just as long. Decisions made to curtail energy use or impose emissions controls will impact each and every American. That these individuals decided to learn more about the issue and the underlying proofs behind the drive to cap greenhouse gas emissions should come as no surprise. Indeed, it is commendable. Furthermore, these individuals had the scientific and technical training needed to understand and interpret the scientific case for greenhouse gas controls. Joe and Jane Public are not going to pick up an issue of Science or Nature at the local pharmacy or bookstore. But, these individuals, and others like them, are in professions where reading such journals is part of the job. Physical scientists are trained to unravel complicated problems by designing experiments, producing and analyzing data, and testing hypotheses to reveal relationships and causality. Their academic careers and training provide the skill set required to understand the methods and mathematics used in this literature. Some of the authors have held professional appointments where they were responsible for the management of diverse research portfolios and activities. Such responsibility, by necessity, requires the manager to grasp scientific and technical details outside their academic field in order to do the job effectively and to make judgments about those activities to support and which to terminate. Finally, several authors, in fact, are practicing in the field, a fact largely overlooked by the critics. When Dr. Trenberth and his colleagues use the “why would you visit a dentist for a heart problem” line of argument, their intention is to undermine the qualifications of critics and encourage readers to ignore what they say. The analogy is flawed in this respect. In this case, some of the so-called dentists are cardiologists and the remainder are educated on the subject sufficiently to converse about it. The tactic is tried and true – denigrate the messenger rather than focus on the message.
The Marshall institute isn’t biased 

Kueter 2012– expert on national security and energy/environmental policy (Jeff “No Need to Panic About Global Warming”: Context for Considering the Ongoing Debate Over Climate Change”, February 2012, http://www.marshall.org/pdf/materials/1058.pdf, PZ)

Other critics attack Happer et al. because of their association with organizations like the Marshall Institute. The argument goes something like this – the Institute accepted support from a petroleum company and therefore anyone associated with the Institute has a financial motive to carry the company’s water. This line of thinking fails at every level. First, the Institute’s “skepticism” of global warming science and argumentation against radical policy change predated any support from any corporate entity and has continued even as that support has declined. The proffered causal linkage is backwards. The Institute staked out positions on this issue based on study and principle. Those agreeing with that view sought association with us. The second flaw in the association argument is the presumption that those individuals associated with us gain financially. Service on our board of directors is voluntary without compensation. Even more absurd is the notion that those who spoken at our public events somehow financially prosper from that modest association. Travel expenses are covered, if necessary, but rarely is there additional compensation. Our website labels every speaker at every one of our public events “an expert,” which leads many critics to conclude that the nature of the affiliation is more than it is. 

Author Defenses – AT: Carter Unqualified

Carter is plenty qualified – private funding doesn’t mean he should be rejected

Sydney Morning Herald, 12 (“Letters; Climate Change”, Sydney Morning Herald (Australia), 2/17/12, http://www.lexisnexis.com.ezp1.lib.umn.edu/lnacui2api/results/docview/docview.do?docLinkInd=true&risb=21_T14997476999&format=GNBFI&sort=BOOLEAN&startDocNo=1&resultsUrlKey=29_T14997478603&cisb=22_T14997478602&treeMax=true&treeWidth=

0&csi=314237&docNo=2, //JPL)
 Private funding of research need not equal bias So Professor Bob Carter receives some private funding from people who like his work and this is supposed to completely compromise his scientific objectivity ("Scientist denies he is mouthpiece of US climate-sceptic think tank", February 16)? This argument seems to imply that we should only listen to academics that are 100 per cent government funded. It also implies that government funding never has any ideological strings attached. It is a very convenient argument for mediocre academics that struggle to attract private funding of any kind. I call it Source Watch disease, it is a particularly modern ailment. Professor Bob Carter's analogy that his monthly retainer from a wealthy US-based climate sceptic think-tank is akin to the fees paid to architects for their services is a good one. Architects usually receive a brief from their client and produce something the client wants. Guy Thomson West Ryde As to whether Professor Bob Carter is indeed influenced in his views on global warming by the money he receives from the Heartland Institute, I will not comment. I will leave that up to the many fearless crusaders for truth to pursue this matter with all the vigour they did the climategate emails in 2009. I will say, however, that if I were Professor Carter, a trained geologist, I would be rather miffed that Anthony Watts, a former TV weatherman and blogger, was paid more by a mutual patron than I was, and would demand a raise forthwith. Hugh Sturgess Balmain I was shocked to learn that the climate change contrarian Professor Bob Carter was not being paid by the taxpayer. Most scientists working on climate-change-related matters in this country are employed by universities, the CSIRO or the Bureau of Meteorology. Most contrarian scientists have to provide their own funding. One scientist stated that to get funding for projects which did not appear to support the "conventional" position on global warming was like trying to get funding from the Chinese government to defend oneself against charges brought by the government. Evan Professor Carter is described as a geologist and marine researcher. This does not make him a climatologist any more than Lord Whatsisname who took a short class in climate while doing a Bertie Wooster-type classics degree. Can we ignore these tinklers and remember that all qualified climatologists agree that climate change is a major problem? 

Author Defenses – AT: Idso Unqualified

Idso is definitely qualified and peer-reviewed

Hackney, 9 -  Law Clerk to United States District Judge Sim Lake for the Southern District of Texas. J.D., University of Texas School of Law, 2009; A.B. and A.M., Harvard University, 1997 (Ryan, “ Flipping Daubert: Putting Climate Change Defendants in the Hot Seat,” Lewis & Clark Law School’s Environmental Law Online, 2009, http://www.elawreview.org/elaw/401/flipping_daubert_putting_clima.html, //JPL)
 Sherwood Idso would make a good test case of such an expert. Idso, who has served as a research physicist with the U.S. Department of Agriculture and as an adjunct professor in Geology and Botany at Arizona State University, is the president of the Center for the Study of Carbon Dioxide and Global Change, an organization that promotes the view that heightened CO2 levels are a good thing because of their beneficial effects on plant growth.[143] Idso has energy industry connections: The Center for the Study of Carbon Dioxide and Global Change has been reported to have received funding from ExxonMobil,[144] and in 1991 Idso produced a video extolling the agricultural benefits of heightened CO2 for the Western Fuels Association, a coal industry association.[145] While Idso’s connections to energy interests have led some to question his work as biased,[146] his research on the effects of CO2 on plant growth has been published several times in peer-reviewed journals. His research on the effects of heightened CO2 in boosting growth in eldarica pine trees (Pinus eldarica), for example, was published in the Journal of Experimental Botany, an Oxford University Press publication.[147] He published peer-reviewed papers in 2001 and 2004 on the long-term effects of CO2 on growth of sour orange trees.[148] Since Idso is a published scientist who has publicly promoted the benefits of CO2 and has shown a willingness to accept money from energy companies, it is not unthinkable that climate change defendants could turn to him for expert testimony about his research. But would he be allowed to testify? It is likely that Idso would pass a Daubert reliability challenge. First, there is little question that Idso would qualify as an expert in some aspects of climate change: He is a published scientist who has worked specifically with the biological effects of heightened CO2.[149] Idso’s acceptance of energy company money is irrelevant to this question, as no part of Rule 702 or Daubert suggests that corporate funding diminishes an expert’s qualifications or the reliability of his or her work.[150] While some might argue that this is a blind spot in Daubert,[151] it would probably be unreasonable to institute a rule that prohibits scientists from testifying on behalf of their employees or sponsors. The Committee Notes to the Rule 702 amendments do allow judges to consider whether an expert is “proposing to testify about matters growing naturally and directly out of research they have conducted independent of the litigation, or whether they have developed their opinions expressly for purposes of testifying.”[152] This analysis would likely weigh in favor of admitting Idso’s testimony, since he began researching the effects of CO2 on plants years prior to any climate change litigation. And even if Idso is a paid shill of the energy industry in some aspects of his career, he has also published several papers in independent, peer-reviewed journals. To the extent that Idso’s testimony is based on the results of his peer-reviewed studies and other similar publications, it would be difficult to challenge his testimony on the Daubert five-factor reliability test. Testability can be established because the publications describe the tests that Idso conducted to advance his theories.[153] The fact that the papers were accepted for publication in respected journals suggests that the methodologies of the tests involved—including error rate and control standards—were sufficiently rigorous that other scientists would accept them as reliable for publication. While all of Idso’s conclusions may not be widespread in the scientific community, it is generally accepted among ecologists that heightened CO2 can promote plant growth.[154] If Idso’s testimony sticks to the information contained in his peer-reviewed publications, a Daubert challenge to his reliability would probably fail. 

Author Defenses – AT: Singer Unqualified

Singer is Qualified
Milloy, 8 -  Master of Health Sciences in Biostatistics from the Johns Hopkins University School of Hygiene and Public Health, a Juris Doctor from the University of Baltimore, and a Master of Laws from the Georgetown University Law Center (Stephen, “ Junk Science: Global Smearing,” Fox News, 3/27/8, http://www.foxnews.com/story/0,2933,342276,00.html, //JPL)
 By any standard, atmospheric physicist Dr. S. Fred Singer is a remarkably accomplished scientist. But his outspoken questioning of global warming alarmism has just earned him one of the most outrageous mainstream media smear pieces I’ve ever seen. ABC News reporter Dan Harris interviewed Singer for more than an hour at the recent International Climate Conference. From that interview, Harris produced a three-minute TV broadcast and Web site article that was about as fair and objective toward Singer as I might expect Greenpeace to be. In fact, considering the activist group’s dominant role in Harris’ "report," it seems that ABC News was merely the production company for a Greenpeace propaganda hit. Harris’ piece starts out, "His fellow scientists call him a fraud, a charlatan and a showman, but Fred Singer calls himself ‘a realist.’" And just who are these "fellow scientists"? Harris didn’t identify them. But I doubt anyone who knows anything about Singer could slander him like that in good conscience. Armed with a doctorate from Princeton University, Singer played a key role in the U.S. Navy’s development of countermeasures for mine warfare during World War II. From there, Singer achieved fame in space science. Some of his major accomplishments include using rockets to make the first measurements of cosmic radiation in space along with James A. Van Allen (1947-50); designing the first instrument for measuring stratospheric ozone (1956); developing the capture theory for the origin of the Moon and Martian satellites (1966); calculating the increase in methane emissions due to population growth that is not key to global warming and ozone depletion theories (1971); and discovering orbital debris clouds with satellite instruments (1990). Singer is exceedingly modest about his career. Although I have known him for more than a decade, I only inadvertently learned of his earlier achievements last year while reading "Sputnik: The Shock of the Century" (Walker & Company, 2007), which chronicles the development of the U.S. Space Program. The book described Singer, along with Van Allen, as a "pioneer of space science." The author also wrote, "America’s journey into space can arguably be traced to a gathering at James Van Allen’s house in Silver Spring, Maryland on April 5, 1950. The guest of honor was the eminent British geophysicist Sydney Chapman… The other guests were S. Fred Singer…" Among his many prominent positions, Singer was the first director of the National Weather Satellite Center and the first dean of the University of Miami’s School of Environmental and Planetary Sciences. He’s also held many senior administrative positions at federal agencies, including the Environmental Protection Agency, Department of Transportation and Department of Interior. Despite this illustrious bio, ABC News’ Harris apparently was too busy swallowing the Greenpeace caricature of Singer to do any research on the actual man. In a letter to ABC News, Singer complained that "Dan Harris also referred to unnamed scientists from NASA, Princeton and Stanford, who pronounced what I do as ‘fraudulent nonsense’… They are easily identified as the well-known global warming zealots Jim Hansen, Michael Oppenheimer and Steve Schneider. They should be asked by ABC to put their money where their mouth is and have a scientific debate with me. I suspect they’ll chicken out. They surely know that the facts support my position — so they resort to anonymous slurs." Perhaps the most comical part of Harris’ hit piece is the Greenpeace contribution. In the eco-activist tradition of willful ignorance and ad hominem attack, Greenpeace’s Kert Davies said of Singer, "He’s kind of a career skeptic. He believes that environmental problems are all overblown and he’s made a career on being that voice." Right, Kert. Singer is just now making his career. And just who is Kert Davies, described by Harris as a "global warming specialist," and what exactly qualifies him to pass any sort of judgment on Singer? I e-mailed Kert a request for his resume in order to learn precisely what a "global warming specialist" is. I received no response as of the writing of this column. Singer’s eminent qualifications and lifetime of accomplishment are readily available on the Internet for all to see. What about Davies’ qualifications and accomplishments? I couldn’t find them on the Greenpeace Web site; I couldn’t find them through a Nexis search. Is it possible that their Internet absence is indicative of their general nature? All that I could find out about Davies is that the media often has used quotes from him in the role of a spokesman for various eco-activist groups since the mid-1990s. Worse than Davies is ABC News’ Harris. Although he didn’t need any particular qualifications or expertise to fairly report the interview with Singer other than perhaps some basic journalistic objectivity, he couldn’t even manage that as he allowed the distinguished Singer to be smeared by a rather undistinguished blowhard. This column recently reported on another recent mainstream media effort to marginalize those who question global warming alarmism. It’s a fascinating phenomenon given that available scientific evidence on the all-important relationship between atmospheric carbon dioxide and global climate indisputably supports Singer’s point of view rather than the alarmists. Apparently the activists have decided that since they can’t destroy the facts, they’ll instead try to destroy anyone who dares mention them.

