Accounting Information Systems Cases

INSTRUCTOR'S GUIDE
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INTRODUCTION

Thank you for adopting this casebook.  We have composed this instructor manual to supplement the textbook and to facilitate your teaching.  Each case contains the basic pedagogy, teaching tips, and answers to selected assignments.  The provided answers are not the only possible answers.  With the rapidly changing landscape for IT, there can be new ideas, methodologies, and techniques to solve problems.

We hope you will enjoy using this manual.  Please forward your feedback and comments to us at (lamsm@csus.edu or martinmp@csus.edu).  Our best wishes for your teaching endeavors!

COURSE PLANNING

This section describes how this casebook can be used in different Accounting Information Systems (AIS) courses using different AIS textbooks.

Instructional Elements: Assignments in the 15 cases focus on 22 AIS instructional elements as shown in Table 1.

Table 1 AIS Instructional Elements

	INSTRUCTIONAL ELEMENT
	ACRONYM

	Alternative Selection
	ALT

	Cost-Benefit Analysis
	COST

	Cost Centers (Charge-back)
	CHARGE

	Databases
	DBASE

	Data Modeling
	DMODEL

	Documentation
	DOC

	E-commerce
	E-COM

	Enterprise Models
	ENTRP

	Forms Design
	FORM

	Fraud
	FRAUD

	Internal Controls
	CTRLS

	Intellectual Property
	IPROP

	IT Valuation
	VALUE

	Payroll
	PAYR

	Production
	PROD

	Project Management
	PROJ

	Receivables
	REC

	Systems Analysis
	ANAL

	Systems Design
	DESIGN

	Systems Implementation
	IMPL

	Systems Planning
	PLAN

	Technology
	TECH


How to Use Cases: There are two orientations by which these cases can be assigned. These orientations are not mutually exclusive.

· Project Orientation: The two Cougar Collections and the five State Parks cases can be used sequentially to demonstrate project progression from inception to completion. The Intel case includes that project’s entire life.

· Skills Orientation: You can focus on a particular AIS skill (instructional element) and repeat assignments through several different cases. For example, teaching how to use Data Flow Diagrams (DFDs) can be enhanced by assignments in Cougar (A), McKracklin (A) and (B), and State Parks (B) and (C). This orientation is shown in Table 2.

Table 2 Cases by Instructional Elements
	ELEMENT
	CASES INCLUDING ELEMENT

	Alternative Selection
	3,7.9,13

	Cost-Benefit Analysis
	6,7

	Cost Centers (Charge-back)
	12

	Databases
	2,3

	Data Modeling
	1,10,11

	Documentation
	1-3,5,8

	E-commerce
	3,7,8,10,15

	Enterprise Models
	11,15

	Forms Design
	1-3

	Fraud
	1,11

	Internal Controls
	1-3,5,8,10,11

	Intellectual Property
	11

	IT Valuation
	6,9,13

	Payroll
	3

	Production
	2,6

	Project Management
	4,6

	Receivables
	1,4,5,7-10,14

	Systems Analysis
	3,5,9,13

	Systems Design
	1-3,5,10

	Systems Implementation
	10,14

	Systems Planning
	3,15

	Technology
	2,5,8,9


Textbook Usage: The following four textbooks are used in Table 3 to show how instructional elements compare to textbook chapters.  

Romney, M. and P. Steinbart; Accounting Information Systems; 9th Ed.; Prentice Hall, 2003.

Bodnar, G. and W. Hopwood; Accounting Information Systems; 8th Ed.; Prentice Hall, 2001.

Hall, J.; Accounting Information Systems; 3rd Ed.; Southwestern, 2001.

Gelinas, U. and S. Sutton; Accounting Information Systems; 5th Ed.; Southwestern, 2002.

Table 3 Instructional Elements to Textbook Chapter

	INSTRUCTIONAL

ELEMENT


	CASES 
	Romney

Steinbart
	Bodnar

Hopwood
	Hall
	Gelinas

Sutton

	ALT
	3,7.9,13
	17
	11
	14
	17

	COST
	6,7
	16
	12
	13
	16

	CHARGE
	12
	
	
	8
	14

	DBASE
	2,3
	4
	15
	9
	4

	DMODEL
	1,10,11
	5
	15
	10
	5

	DOC
	1-3,5,8
	6
	2
	2
	3

	E-COM
	3,7,8,10,15
	3
	3
	12
	6

	ENTRP
	11,15
	2
	
	11
	

	FORM
	1-3
	2
	4
	2
	18

	FRAUD
	1,11
	9
	6
	3
	7

	CTRLS
	1-3,5,8,10,11
	7
	6
	15,16
	7-9

	IPROP
	11
	9
	
	3
	

	VALUE
	6,9,13
	
	
	
	

	PAYR
	3
	14
	8
	6
	12

	PROD
	2,6
	13
	9
	7
	13

	PROJ
	4,6
	16
	11
	13
	15

	REC
	1,4,5,7-10,14
	11
	7
	4
	10

	ANAL
	3,5,9,13
	16
	11,12
	14
	16

	DESIGN
	1-3,5,10
	18
	13
	14
	17

	IMPL
	10,14
	18
	13
	14
	18

	PLAN
	3,15
	16
	12
	13
	15

	TECH
	2,5,8,9
	2
	4
	2
	2


Organization Descriptions: The appendix includes expanded descriptions of the six organizations that are the subjects for the 15 cases. These descriptions can be used by the (a) instructor creating assignments in addition to those included in the cases, and (b) student (particularly at the graduate level) who needs additional organizational “flavor” to fashion answers to qualitative assignments that deal with politics, culture, and personalities.

CASE PEDAGOGY

General: These cases have been designed for optimal classroom and instructor flexibility. Cases can be used:

· individually covering different instructional elements (e.g., Cougar (A))

· in groups to repeat the same instructional element (e.g., Cougar (A) and McKracklin (A))

· in project sequence (e.g., State Parks (A) through (E))

· at both the undergraduate (e.g., REA diagrams) and the graduate level (e.g., IT Valuation, Charge-back) 

· before the topic is discussed (e.g., impressions of fraud), as a means for discussing the topic (e.g., DFDs), the topic revisited (e.g., change traditional to e-commerce design)


You can contact me at (martinmp@csus.edu) for specific case pedagogy consultation.

Course Segments: For purposes of this guide, we assume that the typical AIS course is divided into the following segments in Table 4:

Table 4 AIS Course Segments

	#
	Description
	Short Title

	1
	AIS Overview (including ERP and E-comm.)
	OVERVIEW

	2
	AIS Description and Documentation
	DESCRIPTION

	3
	Internal Controls and Auditing
	CONTROLS

	4
	AIS Applications (Cycles)
	APPLICATIONS

	5
	AIS System Development
	DEVELOPMENT


Templates: Following is an outline of the standard pedagogy templates that are found in the individual descriptions for each of the 15 cases.

A. Basic Pedagogy

1. Course

2. Level: Graduate/Undergraduate

3. Where in Course: Course Segments (see Table 4 Course Segments)

4. Time Needed

5. Prerequisite Knowledge

6. Student "Takeaways"

B. Teaching Tips

1. Time/class length best suited for teaching the case:

· Before topic discussed

· After topic discussed

2.
Board Layout

3.
Other Techniques:

· Small Groups

· Role Playing

· Group Presentation of Results

· Warm/Cold/Lukewarm Calls

4.
Distributed Learning Uses

C. Answers to Selected Assignments

CASE 1 – COUGAR (A) 

A. Basic Pedagogy

1.  
Course:  AIS, Systems Analysis

2.
Level:  The case can be used at both the graduate and undergraduate level. We have found it to be an excellent “warm-up” case to demonstrate how case study discussions will be conducted in the course. Students read and discuss the case “cold.”
3.
Where in Course:  

· DESCRIPTION: Assignments 1, 2 and 7

· CONTROLS: Assignments 3 and 4

· DEVELOPMENT: Assignments 5 and 6  

4.
Time Needed: 30 minutes to one hour depending on assignments 
5.
Prerequisite Knowledge: Students should have read the textbook chapters dealing with assignment topics. This case can be used as an introduction to a topic (show how to draw DFDs) or following topic discussion.
6.
Student "Takeaways": This primarily is a “skills” (e.g., DFD) case allowing students to “start small.” 

B. Teaching Tips

1.  Time/class length best suited for teaching the case:

· Before topic discussed: 30 minutes

· After topic discussed: 45 minutes

2.
Board Layout:

· Case issues/problems as solicited from students (What are the primary issues or problems addressed in this case?)

· Points learned from case

3. Other Techniques:

· Small Groups: We (1) let students read case individually, (2) break into small groups to discuss the case, (3) writeup the case (if appropriate), (4) present group results in class, then (5) discuss as a class qualitative issues such as the lack of internal controls.

· Role Playing:  Assignment #3 is ideal.

· Group Presentation of Results: Have groups prepare overhead or PowerPoint slides for graphic assignments (e.g., DFDs)

· Warm/Cold/Lukewarm Calls: Use lukewarm or warm calls for students who have not been contributing to class discussions.  Use cold calls on highly energized students if the discussion pace slows down and needs a “jump start.”.”

4.
Distributed Learning Uses: This case can be used in both a televised or Web course environment. We recommend that selected students from the distance audience be notified before the class discussion date that they will be called upon for discussion (warm calls). We also recommend that a portion of student grades (e.g., 10%) be based upon class participation.
C.
Answers to Selected Assignments

1.
Data Flow Diagrams







2. 2.
Data Modeling


Table Client has the following fields:

· Client # - key

· Client name
· Client address
· Client phone #
· Contact
· Contract % to Cougar
Table Debtor has the following fields:

· Last name

· First name

· SSN - key

· Address

· Phone #

Table Collection Contract has the following fields:

· Contract # - key

· Debtor SSN

· Client #

· Date assigned

· Amount owed

· Collection history

· Amount paid

3. Internal Control

Preventive Controls:

· The new file designs as described in question 2 should be used to maintain data integrity.

· There should be dual control for data entry to avoid mistakes.

· Any update to the files should be authorized.

· There should be separation of duties for recording the payment, authorization of the payment, and writing the checks.

· There should be separation of duties for payment collection action as performed by credit collector and the auditing of the debtor's case to determine whether to press charge.

Detective Controls:

· If the same individual must perform the duties of payment collection and of case audit, perform periodic audit by a third individual to identify problematic cases.

· Reconcile the total of check amounts and the posting of payments to the file.

Corrective Controls:

· Have backup files.

4. Fraud

The current system allows the credit collector to perform the entire collection transaction from contacting the debtor to recording the payment.  The lack of separation of duties can lead to fraud in this situation.  Because of a variety of reasons, such as the credit collector does not want to contact the debtor any more, the credit collector can modify the debtor's record for his or own convenience.  The duty of collection action should be separated from the transaction recording.

5. A new collection system using a personal computer environment:

· Data entry from paper forms to tables in database management system.

· Data operations and maintenance are carried out in the database management system.

· The database management system will do backup procedure automatically and periodically.

· Database triggers and procedures will do reminders for collection actions and payments to clients.

6. A new collection system using a local area network:

· All the procedures in question 5 above.

· The LAN allows authorized personnel to access files from their own computers.

· The LAN allows the clients to submit their assignment contracts via the Web or email system, check their debtors' current status, and payments to them from Cougar.

· The LAN allows the credit collectors to check debtors' up-to-the-minute records via the Web or mobile phone system when they are on the road.

CASE 2 – MCKRACLIN (A)

A. 
Basic Pedagogy

1.  
Course:  AIS, Systems Analysis

2.
Level:  The case can be used at both the graduate and undergraduate level.
3.
Where in Course:
· DESCRIPTION:  Assignments 1 through 6 and 10
· CONTROLS: Assignment 7
· DEVELOPMENT: Assignments 8 and 9
4. Time Needed: 45 minutes per segment 

5.
Prerequisite Knowledge: Students should have read the textbook chapters dealing with specific case assignments. This case can be used sequentially as you move through different textbook chapters.
6.
Student "Takeaways": The student is allowed to practice various AIS descriptive skills and to compare his or her work against that of other students. 

B.
Teaching Tips:

1.  
Time/class length best suited for teaching the case:

· Before topic discussed: 30 minutes

· After topic discussed: 45 minutes

· Revisited:  (Systems Design) 45 minutes

2.
Board Layout:

· Issues/problems as solicited from students

· Comparative solutions from each study team (Internal controls/technology)

· Points learned from case

3.
Other Techniques:

· Small Groups: Ideal for case write ups and presentation of group solutions.

· Role Playing:  Meeting between Dave Costner and Mark Segford. Possibly include systems analyst responsible for raw materials control system.

· Group Presentation of Results: Suitable for presenting different student solutions for:

· DFDS

· Designed form

· Warm/Cold/Lukewarm Calls: Use lukewarm or warm calls for students who have not been contributing to class discussions.  Use cold calls on highly energized students if the discussion pace slows down and needs a “jump start.”

4.
Distributed Learning Uses: Assignments 7 through 10 of this case can be used in both a televised or Web course environment. We recommend that selected distance students be notified before the class discussion date that they will be called upon for discussion (warm calls). We also recommend that a portion of student grades (e.g., 10%) be based upon class participation.
C.
Answers to Selected Assignments

1.
Data Flow Diagram







2. 2.
Fields in Raw Material Item Record:
· Stock # - key

· Description

· Classification Code

· Vendor Code

· Unit Price

· Warehouse Location

· Comments

· Lead Time for Delivery

3. Normalized Tables:



Inventory Table:

· Stock # - key

· Description

· Classification Code

· Vendor Code

· Unit Price

· Warehouse Location

· Comments

· Lead Time for Delivery

Purchase Order Table:

· Purchase Order #

· Purchase Order Date

· Vendor #

· Shipment Mode

· Total Billing Amount

Production Control Requisition Table:

· Production Control Requisition #

· Requisition Date

· Production Job Number

· Authorizing Personnel

Picking Slip Table:

· Stock #

· Production Control Requisition #

· Warehouse Location

· Quantity to be Picked

· Quantity Actually Picked

· Send To

· Delivery Date

· Comments

Receiving_Line_Item Table:

· Purchase Order #

· Stock #

· Quantity Ordered

· Quantity Shipped

· Extended Amount

· Units Short or Defective

· Vendor Delivery Date

IPCR_Line_Item Table:

· Production Control Requisition #

· Stock #

· Quantity

7. Internal Controls:

Preventive internal controls: 

· Dual control for stock inspection in the receiving department.

· Perform input control for night-shift data entry operations, for example, read back for checking input, echo input before recording, data validity checks, and password control for workstations.

· Separate the custody of inventory from the duty of picking inventory for production requisition, and from the recording of picking slips.

· Separate the stock inspection from the recording of received stock quantities.

· Restricted access to inventory.

· Rotation of duties for personnel in warehouse.

· Provide training to receiving personnel to identify defective items accurately and efficiently.

· Install security camera in warehouse to prevent thefts.

Detective internal controls:

· Perform batch total reconciliation between picking slips and batch totals, receiving slips and batch totals.

· Perform redundant processing during file updates.

· Perform periodic audit checks for file data.

Corrective internal controls:

· Backup files.

· Perform transaction trails to inventory items with high values

Required internal controls for intranet application:

· Separate the people who have access to the Intranet system from people who know how the system works.

· Different levels of passwords to different personnel in different workstation to access different files.

· Firewalls to prevent external virus and hackers.

· Restrict personnel to the appropriate file access and operation rights.

8. System features to solve current problems:

· Use scanners to obtain inventory data to automate the data capture procedure.

· Concurrent processing control for file access and manipulation.

· Real-time file updates during receiving, shelving, and picking procedures.

· Audit trail systems for high-valued inventory items from receiving to warehouse to production floor.

· Have system totals, matching, and clearing accounts procedures for each movement of stock.

· Redesign the system to ensure separation of duties in different department.

9. Steps for Dave Costner to take for his department to improve the material inventory control system:

· Have Joint Application Development sessions for personnel in the receiving, warehouse, and production departments to identify system requirements.

· Develop prototype based on the most important features from JAD.

· Implement the prototype and collect feedback, iterate, and improve.

· The key is to deliver a simple yet effective system as soon as possible to relieve dissatisfaction.

10. Emergent technologies that could be used in an upgraded system:

Please refer to the AIS section of the literature review.

CASE 3 – MCKRACLIN (B)

A.
Basic Pedagogy

1.  
Course:  AIS, Systems Analysis

2.
Level:  The case can be used at both the graduate and undergraduate level.
3.
Where in Course:  

· DESCRIPTION: Assignments 1 through 6 
· CONTROLS: Assignments 7 through 9
· DEVELOPMENT: Assignments 10 through 12
4.
Time Needed: 45 minutes 
5.
Prerequisite Knowledge:  Students should have read the textbook chapters dealing with specific case assignments. This case can be used sequentially as you move through different textbook chapters.
6.
Student "Takeaways":  For assignments 1 through 6, the student is allowed to practice various AIS descriptive skills and to compare his or her work against that of other students.  For the remainder of the assignments, the student learns how to design an AIS replete with internal controls.

B.
Teaching Tips

1. Time/class length best suited for teaching the case:

· Before topic discussed: 30 minutes

· After topic discussed: 45 minutes

· Revisited: (System development) 60 minutes

2. Board Layout:

· Issues/problems as solicited from students

· Comparative solutions from each study team (Internal Controls, Alternatives)

· Points learned from case

3.
Other Techniques:

· Small Groups: Ideal for case write ups and presentation of group solutions.

· Role Playing:  Assignment 10: meeting between Dave Costner, Mark Segford, and the consultant.

· Group Presentation of Results: Suitable for presenting different suggestions of designed forms, DFDs, decision tables, and REA diagrams.

· Warm/Cold/Lukewarm Calls: Use lukewarm or warm calls for students who have not been contributing to class discussions.  Use cold calls on highly energized students if the discussion pace slows down and needs a “jump start.”

4.
Distributed Learning Uses:  Assignments 7 through 11 and 15 of this case can be used in both a televised or Web course environment. We recommend that selected students be notified before the class discussion date that they will be called upon for discussion (warm calls). We also recommend that a portion of student grades (e.g., 10%) be based upon class participation.
NOTE: This case need not be used in conjunction with McKraclin (A) unless you wish students to grasp the full cultural and political environment of this company.

C.
Answers to Selected Assignments

2.
Data Flow Diagram







3.
A Decision Table for Overtime Logic

	Criteria
	1
	2
	3
	4
	5
	6
	7
	8

	More than 8 hrs in a day?
	Y
	Y
	Y
	Y
	N
	N
	N
	N

	More than 12 hrs in a day?
	Y
	Y
	N
	N
	Y
	Y
	N
	N

	More than 55 hrs in a week?
	Y
	N
	Y
	N
	Y
	N
	Y
	N

	Overtime Pay
	X
	X
	X
	X
	X
	X
	X
	

	No Overtime Pay
	
	
	
	
	
	
	
	X


4.
REA Diagram



5.
Table Structure for the REA diagram: 

Employee Table:

· Employee ID # - key

· Social Security Number

· Status (Active, Inactive)

· Last Name

· First Name

· Middle Initial

· Job Code

· E-mail Address

· Work Phone

· Home Phone

· Street Address

· City

· Sate

· Zip Code

· Date Hired

· Payment Code (Wage, Salary, Commission)

· Payment Rate

· Tax Status (Single, Married)

· Number of Exemptions

· Overtime Code (Y/N)

· Direct Deposit Code (Y/N)

· Direct Deposit Bank Code

· Vacation Accrual Rate

· Sick Leave Accrual Rate

· Vacation Days Accumulated

· Sick Leave Days Accumulated

· Department ID #

Time Sheet Table:

· Time Sheet Number - key

· Department ID #

· Employee ID #

· Date

Payment Deduction Table:

· Payment Deduction Code (IRA, 401K, Union Dues, Insurance, Other) - key

· Payment description

· Deduction Rate

Payroll Transaction Table:

· Check # - key

· Check Date

· Employee ID #

· Hours Worked

· Regular Pay

· Overtime Pay

· Total Gross pay

· Amount Federal Tax Withheld

· Amount State Tax Withheld

· FICA/Social Security Tax Withheld

· Check Amount

Time Sheet Detail Line Table:

· Time Sheet Number - key

· Employee ID # - key

· Work Day – key

· Hours Worked

· Vacation Hours

· Sick Leave Hours

Payment Deduction Item Table:

· Employee ID # - key

· Payment Deduction Code – key

· Deduction Period - key

· Deduction Amount

Cumulative Deduction Item Table: 

· Employee ID # - key

· Payment Deduction Code – key

· Deduction Cumulative Period – key

· Deduction Cumulative Amount

Check Payment Deduction Table:

· Employee ID # - key

· Check # - key

· Payment Deduction Code – key

· Deduction Amount

7. Existing Internal Controls in the Current Payroll System

Preventive Controls:

· Prenumbered, weekly time sheets as a control document.

· Review and inspection of time sheets by payroll supervisor.

· Review of time sheets by department supervisors.

· Sort the time sheets by payroll clerks to identify missing time sheets.

· Separation of duties between authorization of transactions for payroll processing (by payroll supervisor) and the actual processing (by IS Department).

Detective Controls:

· Reconciliation of time sheets with inaccurate vacation entries or other errors by payroll supervisor.

· Double-checking of data entries on the time sheets by a second payroll clerk.

· Inspection of documents before distribution by payroll supervisor.

Corrective Controls:

· Backup and recovery for programs and files.

8. Describe two additional internal controls:

Preventive Controls:

· Adopt the new file system to avoid data anomaly problems.

· Implement input masks and editing constraints for data entry operations.

· Batch control forms must accompany each physical movement of documents.

Detective Controls:

· Have automatic routines to reconcile the totals and the sum of items in processing.

· Have a control register at each department that receives documents.

Corrective Controls:

· Transaction trail for each payment deduction.

· Discrepancy report for each reconciliation.

9. Describe two additional detective and corrective internal controls for a Web-based payroll system:

Detective:

· Use database triggers to automatically push discrepancy report to payroll supervisor over the Web for investigation.

· Have the Web system to keep an audit trail of each payroll transaction.

Corrective:

· Use the Web to do upstream resubmission to correct errors.

· Use the Web to push error source statistics to payroll supervisor for review.

10. A memo to Dave Costner to evaluate the organization's methodology in developing the IS strategic development plan.

Please refer to the literature review of System Planning for more information.  The failure factors for this case may include:

· The organization level of the participants in the planning committee may be too low for the planning document to be dealt with seriously.

· The planning committee overlooked the qualitative factors in benefit estimation and goal setting.

· The committee does not have a contingency plan to deal with uncertainty and unexpected demand. 

11. Pros and cons of each of the strategic and tactical alternatives Dave Costner faces:

	Strategic Options
	Pros
	Cons

	Inform Paul Cronkey that his request is in conflict with the IS plan
	· Follow the IS plan's guidance.

· Straightforward and least time consuming.
	· Arouse hostility between the IS department and payroll department.

· Ignore the real need of the payroll department.

	Request the committee to revise the IS plan
	· Adapt the IS plan to meet changing needs.

· Satisfy the real need of the payroll department.
	· People may perceive the IS plan as not well constructed.

· Arouse hostility between the committee and the IS department.

	Work on a new payroll system project
	· Ignore other more important projects.

· Will cause other departments to request projects not on the IS plan.
	· Satisfy the payroll department.

· Avoid commitment escalation to the IS plan if the plan does not meet reality.


	Tactical Alternatives for the New Payroll System
	Pros
	Cons

	Use an existing packaged program
	· Fast.

· IS personnel can work on other projects
	· May not exactly meet the payroll needs.

· May have compatibility problems with other systems.

	Reengineer the current system
	· Can retain existing internal controls and usable components.

· Can meet the payroll needs better.
	· Time consuming.

· No completed and updated documents as guidance.

	Redesign the current system as a paper or Web-based system
	· Web-based system provides easy access.

· Web-based system provides a single version of document and data to everyone.
	· Time consuming.

· May not be fast enough to quench the dissatisfaction from the payroll department.

	Outsourcing the system redesign
	· Will not tie up IS personnel.

· Will have an independent agent as a buffer to eliminate hostility feeling.
	· Expensive.

· Outsourcing agency needs time to get familiar with the system.

	Outsourcing the payroll function
	· Will not tie up IS personnel.

· Will have an independent agent as a buffer to eliminate hostility feeling.
	· Depends on others to satisfy an important function.

· Can be expensive.

	Point-of-Sale payroll system
	· Avoid data entry errors.

· Real-time system performance.
	· Expensive.

· Require new equipment and training sessions.


12. Redesign the current payroll system flow for the reengineering alternative:

· The payroll department generates, reviews, and transmits the time sheets to different departments with batch control documents.

· Employees in different departments fill in time sheets; department supervisors inspect, correct, and sign off time sheets.

· Time sheets are transmitted to payroll departments with batch control documents.

· Use the new table structures as suggested in questions 4 and 5 to avoid data anomaly problems.

· Apply dual controls, data edit, passwords, and automatic error correction routines during data entry by payroll clerks in the payroll department. 

· Any system-rejected time sheets will be reviewed and reconciled by payroll supervisor, and resubmitted to the data entry process.

· File updates will be carried out by the IS department to enforce the separation of duties principle.

· Output from the payroll system in the IS department will be transmitted to the payroll department with batch control documents.

· Payroll supervisor will inspect and distribute the checks, direct deposit notice, and pay stubs to the appropriate personnel.  

· A copy of direct deposit slip and pay stubs will be distributed to the accounting department with batch control documents.  The direct deposit slip will be transmitted to the bank for transaction processing.  The accounting department will reconcile the batch control documents with the checks and direct deposit slips.

15. A memo to Dave Costner explaining a Web-based payroll system:

The key points of the memo should include:

· Employees will fill in working hours using Web-based form.

· Employees can keep track of their payment status and accumulated hours, vacation leave, sick leave using the Web.

· Supervisors can post changes to the vacation and sick leaves to employee records using the Web.

· The payroll system will capture the data from the Web server and process the data to generate checks, direct deposit slips, pay stubs, and direct deposit notice.

· The Web-based system has the benefits of easy access and update.

· Security will be addressed using multilevel passwords.  Only authorized personnel can access certain fields, records, and files.  The system will enforce periodic changes of passwords.

CASE 4 – STATE PARKS (A)

A.
Basic Pedagogy

1. Course:  AIS, Systems Analysis

2. Level:  The case can be used at both the graduate and undergraduate level.

3. Where in Course:  DEVELOPMENT

4. Time Needed: 30minutes 

5. Prerequisite Knowledge: Students should have read the textbook chapters dealing with AIS project planning

6. Student "Takeaways": How to organize an AIS project

B.
Teaching Tips

1. Time/class length best suited for teaching the case:

· Before topic discussed: (as means of instruction) 30 minutes

· After topic discussed: 30 minutes

· Revisited: N/A

2. Board Layout:

· Issues/problems as solicited from students

· Comparative solutions from each study team (hour allocations)

· Points learned from case

3. Other Techniques:

· Small Groups: Ideal for case write ups and presentation of group solutions for all three assignments.

· Role Playing:  N/A

· Group Presentation of Results: Suitable for presenting different suggestions for all assignments

· Warm/Cold/Lukewarm Calls: Use lukewarm or warm calls for students who have not been contributing to class discussions.  Use cold calls on highly energized students if the discussion pace slows down and needs a “jump start.”

4. Distributed Learning Uses: This case is difficult to use in this environment because the assignments are not opinion oriented. An in-class group could present its solutions and distance students could then comment.

NOTE: This is the first of five state parks cases. This case can be used alone. Alternatively, the case can be used as the first of a sequence that shows project flow.

C.
Answers to Selected Assignments

1.
Gantt chart:


2.
Project hour’s allocation to each project task:

	PROJECT PHASE
	PHASE TASK
	PROJECT

HOURS

	Current System Description
	Current System Problems
	30

	
	Current System Description
	30

	
	Technology Assessment
	10

	
	Categorization of Parks by Revenue
	5

	
	System Improvement Goals
	10

	Requirements Analysis
	Proposed System Objectives
	5

	
	Management Information Needs
	5

	
	Auditing Requirements
	10

	
	Proposed System Description
	30

	
	Technology Requirements
	10

	
	Database Requirements
	10

	Vendor Analysis
	Vendor Screening Criteria
	15

	
	Vendor Criteria Weighting
	3

	
	Search for Suitable Vendors
	20

	
	Develop Prototype Model
	30

	
	Develop and Send RFI
	10

	
	Evaluate Vendor Responses
	20

	
	Interview 3 Best Vendors
	10

	Cost/benefit Analysis
	Determine Benefits / Cost Savings
	10

	
	Determine System Alternatives
	10

	
	Develop Spreadsheet Models
	7

	
	Perform Cost-Benefit Analyses
	10

	
	Prepare Final Report
	10


3.
Differences between the project organization and traditional SDLC:

· This project is the logical analysis of the current system and identification of future system requirements.

· There is no construction and implementation phase.

· There are no different kinds of testing of the system.

· There is no user training session.

· The focus is on identifying system requirements, which will be used to evaluate vendors for implementation.

CASE 5 – STATE PARKS (B)

A.
Basic Pedagogy

1. Course:  AIS, Systems Analysis

2. Level:  The case can be used at both the graduate and undergraduate level.

3. Where in Course:  

· ORIENTATION: Assignments 5 and 6

· DESCRIPTION: Assignment 1

· DEVELOPMENT: Assignments 4 and 7

4. Time Needed: 45 minutes per segment

5. Prerequisite Knowledge: Students should have read the textbook chapters dealing with the AIS segments to be discussed.

6. Student "Takeaways": The student is introduced to conceptual design decisions for a Receivables Point-of-sale (POS) system.

B.
Teaching Tips

1. Time/class length best suited for teaching the case:

· Before topic discussed: 30 minutes

· After topic discussed: 45 minutes

2. Board Layout:

· Issues/problems as solicited from students

· Comparative solutions from each study team (flow charts)

· Points learned from case

3. Other Techniques:

· Small Groups: Ideal for case write ups and presentation of group solutions.

· Role Playing:  N/A

· Group Presentation of Results: Suitable for presenting different team solutions for 1, 2, 5, and 6.

· Warm/Cold/Lukewarm Calls: Use lukewarm or warm calls for students who have not been contributing to class discussions.  Use cold calls on highly energized students if the discussion pace slows down and needs a “jump start.”

4. Distributed Learning Uses: This case can be used in both a televised or Web course environment, particularly for assignments 2 through 6. We recommend that selected distance students be notified before the class discussion date that they will be called upon for discussion (warm calls). We also recommend that a portion of student grades (e.g., 10%) be based upon class participation.

C.
Answers to Selected Assignments

1.
System Flowchart:













2.
Existing Internal Controls:

Preventive Controls:

· Preprinted forms of DPR156, 156CR, report of collection, etc

· Checking sequence numbers on forms.

· Sorting batches of report of collection in alphabetical order before preparing for tapes.

· Approval procedure for DPR156.

Detective Controls:

· Batch total reconciliation, e.g., between report of deposit and deposit log, between deposit slips and report of collection in accounting office, between shortage on DPR156 and report of collection, between monthly report from treasurer office and report of collections in accounting office.

· Edit checks for data on report of collection.

Corrective Controls:

· Backup and recovery procedures provided by a parallel paper and computing system.

3.
Additional Internal Controls for Point-of-Sales Kiosks and End-of-Night Telecommunications to Headquarters:

· There should be a manual backup system in case the point-of-sales computing system is not working or there is a power outage.

· Nightly data transfer from kiosks to headquarters needs to have rollback procedure in case the transfer is interrupted by whatever reasons.

· There should be automatic file backup procedure for files before data transfer.

· Multilevel password system to protect data integrity and system security.

4.
Data Collection Procedures:

· Questionnaires can be sent to relevant personnel in the audit office, accounting office, treasurer office, parks, and regional office to collect information for cross reference purposes.

· Interviews can be conducted with lowest level personnel who handle the day-to-day operations of filling the DPR156, report of collection, data entry to the STATESTAR system, and revenue collection in remote sites to identify their requirements for the new systems.

· Sampling can be carried out for checking the accuracy of reconciliation, data entry, edit check, and form filling.

· Additional observation can be carried out for park ranger activities.

5. Emerging Technologies for POS Solution:

The design team recommended the following technologies:

· Telecommunications via fast modem (e.g., 56K baud) using a technology compatible (e.g., V90) to that of the Sacramento Headquarters and banks (or other dialup facilities for credit/debit card and drivers license lookup transmission).

· Magnetic strip reader for credit and debit cards, and driver’s licenses.

· Programmable keypad for each ticket and pass type (similar to Taco Bell or MacDonald’s).

· LCD or similar display device.

· Ability to print tickets and passes.

· Storage capacity to retain all daily transactions and summary totals.

· Hardware durability to the outdoors environment and different weather and climate conditions including salt air (corrosion), freezing temperatures, heat, sand, extreme temperature changes, aridity and/or humidity.

7.
A Memo to DPR for Two Alternative Approaches other Than POS:

Alternative One: Web-Based System.  The key features of a Web-based solution:

· Real-time data collection and processing.

· A common data architecture supported by the same Web database server.

· Easy and centralized communication with the regional office and headquarters processing.

· Centralized controls can be imposed easily by the headquarters for ticket prices, seasonal rules, and discounts.

· Standardized computing equipment and system interface will facilitate training and learning.

Alternative Two: Intranet Solution for the Revenue Systems.  Key features include:

· Kiosk operators will have no access to other Web resources except for the Intranet Web system.  This feature may appeal to management, as employees will not surf the Web for personal reasons.

· An intranet solution can provide higher level of security.

· Real-time data collection and processing.

· A common data architecture supported by the same database network server.

· Easy and centralized communication with the regional office and headquarters processing.

· Centralized controls can be imposed easily by the headquarters for ticket prices, seasonal rules, and discounts.

· Communication speed can be improved compared with Web-based solution.

CASE 6 – CAREY MANUFACTURING (A)

A.
Basic Pedagogy

1. Course:  AIS, Systems Analysis

2. Level:  The case can be used at both the graduate and undergraduate level. Assignment 11 is particularly suitable for graduate students.

3. Where in Course:  DEVELOPMENT

4. Time Needed: 45 minutes to 1 ½ hours depending on breadth of assignments

5. Prerequisite Knowledge: Students should have read the textbook chapters dealing with AIS Systems Development and additional readings on IT valuation if assignment 11 is discussed.

6. Student "Takeaways": The student is introduced to or can practice Cost-Benefit analysis decisions.

B.
Teaching Tips

1. Time/class length best suited for teaching the case:

· Before topic discussed: 60 minutes (demonstrate Cost-Benefit techniques by using this case

· After topic discussed: 45 minutes

2. Board Layout:

· Issues/problems as solicited from students

· Comparative solutions from each study team (Cost-Benefit analyses, Benefits Grid)

· Comparative team Cost-Benefit analysis results

· Points learned from case

3. Other Techniques:

· Small Groups: Ideal for case write ups and presentation of group solutions.

· Role Playing:  Tina Morales and her supervisor discussing assignments 2 and 3.

· Group Presentation of Results: Suitable for presenting different team solutions for Cost-Benefit analyses and assumptions.

· Warm/Cold/Lukewarm Calls: Use lukewarm or warm calls for students who have not been contributing to class discussions.  Use cold calls on highly energized students if the discussion pace slows down and needs a “jump start.”

4. Distributed Learning Uses: This case can be used in both a televised or Web course environment, particularly for assignments 2, 4, and 6 through 10. We recommend that selected distance students be notified before the class discussion date that they will be called upon for discussion (warm calls). We also recommend that a portion of student grades (e.g., 10%) be based upon class participation.
C.
Answers to Selected Assignments

1. Cost/Benefit Analysis:

	Projected Annual Costs for the Current System in the Coming 5 Years
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	Projected
	
	
	
	
	
	

	Computer
	Cost
	Cost
	
	
	

	Cost
	Pattern
	Model/Assumption
	Year 1
	Year 2
	Year 3
	Year 4
	Year 5

	Personnel
	increase
	linear, 206+1.04n
	268
	279
	289
	300
	310

	Hardware
	stable
	constant
	35
	35
	35
	35
	35

	Software
	stable
	constant
	15
	15
	15
	15
	15

	Supplies
	increase
	exponential, 86(1.025)^n
	99
	102
	104
	107
	110

	Utilities
	stable
	step, add 2 every 2 yrs
	55
	55
	57
	57
	59

	Others
	stable
	step, add 1 every yr
	28
	29
	30
	31
	32

	Total:
	
	Current System Cost
	500
	515
	530
	545
	561

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	One-Time New System Development Cost
	
	
	
	
	

	Assuming purchase option and use vendor 1
	
	
	
	
	

	
	
	
	
	
	
	
	

	Cost Category
	
	
	
	
	
	
	

	HW Purchase
	120
	
	
	
	
	
	

	SW Cost
	8
	
	
	
	
	
	

	Programming
	321
	
	
	
	
	
	

	Computer Site
	22
	
	
	
	
	
	

	Training (1)
	40
	
	
	
	
	
	

	Documentation (2)
	17
	
	
	
	
	
	

	File Conversion (3)
	13
	
	
	
	
	
	

	Changover (4)
	6
	
	
	
	
	
	

	Total:
	547
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	Notes:
	
	
	
	
	
	
	

	(1) $5.15 * total programming hours 7595 = 40k
	
	
	
	
	

	(2) $2.23 * total programming hours 7595 = 17k
	
	
	
	
	

	(3) $1.64 * total programming hours 7595 = 13k
	
	
	
	
	

	(4) $0.75 * total programming hours 7595 = 6k
	
	
	
	
	


	
	
	
	
	
	
	
	

	Projected Total Cost for New System
	
	
	
	
	

	
	
	Assumption/Model
	Year 1
	Year 2
	Year 3
	Year 4
	Year 5

	Development Cost
	
	
	547
	
	
	
	

	Personnel
	
	reduced by 15%
	228
	237
	246
	255
	264

	Hardware
	
	no increase
	
	
	
	
	

	Software
	
	annual update
	
	0.3
	0.3
	0.3
	0.3

	Supplies
	
	reduced by 60%
	40
	41
	42
	43
	44

	Utilities
	
	reduced by 5%
	52
	52
	54
	54
	56

	Other
	
	remain the same
	28
	29
	30
	31
	32

	Insurance Reduction
	
	constant
	-57
	-57
	-57
	-57
	-57

	Stockout Reduction
	
	constant
	-31
	-31
	-31
	-31
	-31

	Total
	
	New System Cost
	807
	272
	284
	296
	309

	
	
	
	
	
	
	
	

	Discount Factor:
	
	
	
	
	
	
	

	Assuming 13% ROI for the coming five years.
	Year 1
	Year 2
	Year 3
	Year 4
	Year 5

	=1 / (1+ROI)^n
	
	
	0.884956
	0.783147
	0.69305
	0.61332
	0.5428

	
	
	
	
	
	
	
	

	The Difference between the New and Current System
	
	
	
	
	

	
	
	
	Year 1
	Year 2
	Year 3
	Year 4
	Year 5

	Current Total Cost
	
	
	500
	515
	530
	545
	561

	New Total Cost
	
	
	807
	272
	284
	296
	309

	Difference
	
	
	-307
	243
	246
	249
	252

	Cumulative Difference
	
	
	-307
	-64
	181
	430
	683

	Discount Factor
	
	
	0.884956
	0.783147
	0.69305
	0.61332
	0.5428

	Discount Difference
	
	
	-272
	190
	170
	153
	137

	Cumulative Discount Difference
	
	-241
	-51
	120
	272
	409

	
	
	
	
	
	
	
	

	Breakeven years =
	1 + (307 / (307+243)) = 1.56 years
	
	
	

	Payback period = 
	1 + (64 / (64 + 181)) = 1.26 years
	
	
	

	Discounted payback period = 
	1 + (51 / (51 + 120)) = 1.3 years
	
	
	


2.
Assumptions Tina has made:

· There is no internal software maintenance cost for the new system.  Maintenance cost of application is a major component of recurring cost.  There should be cost allocation for software maintenance that is different from software update.

· There is no documentation update recurring cost for the new system.  The documentation update recurring cost should be tied to the maintenance cost.

3.
New answers to question 1 when we consider the recurring cost of maintenance and documentation update to the new system:

	Projected Total Cost for New System
	
	
	
	
	

	
	
	Model/Model
	Year 1
	Year 2
	Year 3
	Year 4
	Year 5

	Development Cost
	
	
	547
	
	
	
	

	Personnel
	
	reduced by 15%
	228
	237
	246
	255
	264

	Hardware
	
	no increase
	
	
	
	
	

	Software
	
	annual update
	
	0.3
	0.3
	0.3
	0.3

	Supplies
	
	reduced by 60%
	40
	41
	42
	43
	44

	Utilities
	
	reduced by 5%
	52
	52
	54
	54
	56

	Other
	
	remain the same
	28
	29
	30
	31
	32

	SW Maintenance (1)
	
	
	64
	70
	77
	85
	94

	Documentation (2)
	
	
	6
	7
	8
	9
	9

	Insurance Reduction
	
	constant
	-57
	-57
	-57
	-57
	-57

	Stockout Reduction
	
	constant
	-31
	-31
	-31
	-31
	-31

	Total
	
	New System Cost
	878
	350
	370
	390
	412

	
	
	
	
	
	
	
	

	Notes:
	
	
	
	
	
	
	

	(1) Initial maintenance cost is 20% of initial programming time (321), and increases by 10% each year.

	(2) Documentation cost is 10% of maintenance cost.
	
	
	
	
	

	
	
	
	
	
	
	
	

	Discount Factor:
	
	
	
	
	
	
	

	Assuming 13% ROI for the coming five years.
	Year 1
	Year 2
	Year 3
	Year 4
	Year 5

	
	
	
	0.884956
	0.783147
	0.69305
	0.613319
	0.54276

	
	
	
	
	
	
	
	

	The Difference between the New and Current System
	
	
	
	
	

	
	
	
	Year 1
	Year 2
	Year 3
	Year 4
	Year 5

	Current Total Cost
	
	
	500
	515
	530
	545
	561

	New Total Cost
	
	
	878
	350
	370
	390
	412

	Difference
	
	
	-378
	165
	160
	155
	149

	Cumulative Difference
	
	
	-378
	-213
	-52
	103
	253

	Discount Factor
	
	
	0.884956
	0.783147
	0.69305
	0.613319
	0.54276

	Discount Difference
	
	
	-334
	130
	111
	95
	81

	Cumulative Discount Difference
	
	-296
	-166
	-55
	40
	121

	
	
	
	
	
	
	
	

	Breakeven years =
	1 + (378 / (378+165)) = 1.69 years
	
	
	

	Payback period = 
	3 + (52 / (52 + 103)) = 3.33 years
	
	
	

	Discounted payback period = 
	3 + (55 / (55 + 40)) = 3.58 years
	
	
	

	
	
	
	
	
	
	
	


4.
Factors that could not be incorporated into the quantitative Cost-Benefit analysis:

· System security, data validity, transaction accuracy.

· Inventory manager's 10 hours less a week for inventory problems.

· Improved internal and external customer relationship.

Qualitative improvement can be reflected in overall productivity and profit level of the company.

5.
A Benefit Grid:

	
	Tangible
	Intangible

	Increase Profit
	· Fewer stockouts increase company profit.

· Increase productivity due to increased database accuracy.
	· Customer satisfaction

· System security

· Database security

· Employee morale

	Decrease Costs
	· Personnel cost

· Supplies cost

· Utility cost

· Inventory holding cost

· Stockout cost
	· Inventory manager spends less time on the inventory system.

· More efficient workflow between the inventory system and suppliers' system, and other internal departments.


6.
Bypassing the Problem Definition and Requirements Analysis:

Pros:

· Less time-consuming, which allows the delivery of improvement faster

· Avoid complication from different end users' less critical and less relevant requests

Cons:

· No documentation for requirement specification as a user contractual agreement

· No documentation for requirement specification as a evaluation tool

· No specification documentation to guide the design and implementation

7. Cutover Approach:

Pros:

· No complication from interfacing the new and old system

· Less resource consumption from running two systems concurrently

· Easier for recording and calculating the tax-related items from the system.

Cons:

· No old system to fall back if the new system does not perform as expected

· Risky for a significant system supporting an important operating function of the organization

· No warm up period for end users to adapt to the new system

8. Executives' Evaluation Criteria:

Please refer to the "alternative selection" section of the recent literature review for instructional elements.

9. Accuracy of Cost-Benefit analysis:

Please refer to the "cost/benefit analysis" section of the recent literature review for instructional elements.

10. Development Time:

Please refer to the "project management" section of the recent literature review for instructional elements.

11. System Costs:

Please refer to the "IT Values" section of the recent literature review for instructional elements.

CASE 7 – FIDELITY HEALTH (A)

A.
Basic Pedagogy

1. Course:  AIS, Systems Analysis

2. Level:  The case can be used at both the graduate and undergraduate level.

3. Where in Course:  

· ORIENTATION: Assignments 10
· DEVELOPMENT: Assignments 1 through 9
4. Time Needed: 45 minutes to one hour per segment

5. Prerequisite Knowledge: Students should have read the textbook chapters dealing with AIS system development strategies.

6. Student "Takeaways": The student is introduced to conceptual design decisions for a Receivables Point-of-sale (POS) system.

B.
Teaching Tips

1. Time/class length best suited for teaching the case:

· Before topic discussed: 30 minutes (as means of teaching alternative selection techniques)

· After topic discussed: 45 minutes

2. Board Layout:

· Issues/problems as solicited from students

· Comparative solutions from each study team (benefits grid)

· Points learned from case

3. Other Techniques:

· Small Groups: Ideal for case write ups and presentation of group solutions.

· Role Playing:  N/A

· Group Presentation of Results: Suitable for presenting different team solutions for 2, 3, 7, and 8.

· Warm/Cold/Lukewarm Calls: Use lukewarm or warm calls for students who have not been contributing to class discussions.  Use cold calls on highly energized students if the discussion pace slows down and needs a “jump start.”

4. Distributed Learning Uses: This case can be used in both a televised or Web course environment, particularly for assignments 1,4, 5 and 8. We recommend that selected distance students be notified before the class discussion date that they will be called upon for discussion (warm calls). We also recommend that a portion of student grades (e.g., 10%) be based upon class participation.
C.
Answers to Selected Assignments

1.
70% minimum functionality:

The 70% minimum functionality may be a reasonable criterion if the IT staff rank functions according to their importance and assign weights to each function in order to perform the alternative comparison.  Then, the total score of each alternative can give a rough idea how close the alternatives are to the desired system.  The minimum criterion can be 70%, 80%, or 90% depending on how much modification the IT staff wants to do and how much the company is willing to spend.  Although the 70% can be a criterion for choosing alternatives, it has some hidden dangers.  For example, the company may select alternatives that meet the established functionality criterion, but the unmatched functionality areas could be the most critical to the company's system.

2.
The Functionality Scores of Each Alternative:

	% weights for each module:
	
	

	
	Module
	Ranking (1)
	% Weight

	1
	Rating Engine
	1
	15.00%

	2
	Quote Interface
	1
	15.00%

	3
	Workflow Control
	3
	3.75%

	4
	Prospecting
	2
	5.00%

	5
	Document Generator
	3
	3.75%

	6
	Membership Statistics
	2
	5.00%

	7
	Web Ordering
	2
	5.00%

	8
	Renewal Trigger
	3
	3.75%

	9
	Renewal Processing
	1
	15.00%

	10
	Report Generator
	2
	5.00%

	11
	Word Interface
	2
	5.00%

	12
	Member Add/Update
	1
	15.00%

	13
	Member Trend Analysis
	3
	3.75%

	
	
	
	100%

	Note:
	
	
	

	(1) Assuming that all the most critically important modules carry 60%, all moderately important 25%, all nice to have 15% 


	Functionality Score for Each Alternative:
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	

	
	
	Reengineering
	In-House
	OTS1
	
	OTS2
	
	OTS3
	

	Module
	
	Rating
	Score
	Rating
	Score
	Rating
	Score
	Rating
	Score
	Rating
	Score

	1
	15.00%
	3
	0.45
	4
	0.6
	3
	0.45
	2
	0.3
	2
	0.3

	2
	15.00%
	4
	0.6
	4
	0.6
	2
	0.3
	2
	0.3
	2
	0.3

	3
	3.75%
	1
	0.0375
	4
	0.15
	2
	0.075
	1
	0.0375
	2
	0.075

	4
	5.00%
	2
	0.1
	4
	0.2
	1
	0.05
	1
	0.05
	3
	0.15

	5
	3.75%
	2
	0.075
	4
	0.15
	1
	0.0375
	4
	0.15
	1
	0.0375

	6
	5.00%
	4
	0.2
	4
	0.2
	3
	0.15
	3
	0.15
	2
	0.1

	7
	5.00%
	1
	0.05
	4
	0.2
	1
	0.05
	1
	0.05
	3
	0.15

	8
	3.75%
	4
	0.15
	4
	0.15
	4
	0.15
	4
	0.15
	4
	0.15

	9
	15.00%
	3
	0.45
	4
	0.6
	3
	0.45
	2
	0.3
	4
	0.6

	10
	5.00%
	3
	0.15
	4
	0.2
	2
	0.1
	1
	0.05
	1
	0.05

	11
	5.00%
	3
	0.15
	4
	0.2
	1
	0.05
	1
	0.05
	1
	0.05

	12
	15.00%
	3
	0.45
	4
	0.6
	3
	0.45
	4
	0.6
	3
	0.45

	13
	3.75%
	1
	0.0375
	4
	0.15
	1
	0.0375
	1
	0.0375
	1
	0.0375

	Total 
	
	
	2.9
	
	4
	
	2.35
	
	2.225
	
	2.45

	%
	
	
	72.5%
	
	100%
	
	58.75%
	
	55.63%
	
	61.25%


Alternatives 3, 4, and 5, i.e., OTS1, OTS2, and OTS3 fell below Jim Cravits's 70% minimum figure.

3.
Comparing Alternatives Based on Functionality Scores, Costs, and Benefits:

	Cost-Benefit Analysis for Alternatives:
	
	
	
	

	Assuming a 5 years planning horizon, discounted rate 12%
	
	

	
	
	
	
	
	PV of
	
	

	
	Develop-

ment
	Annual 
	Reduced

Annual
	Total Annual
	Total Benefit
	PV of Net 
	Functionality

	Alternative
	Cost
	Benefit
	Cost
	Benefit
	in 5 Years
	Benefit
	Score

	Reengineering
	1012
	723
	322
	1045
	3766.99
	2754.99
	2.9

	In-House
	2901
	1454
	647
	2101
	7573.63
	4672.63
	4

	OTS1
	237
	317
	193
	510
	1838.44
	1601.44
	2.35

	OTS2
	325
	345
	221
	566
	2040.30
	1715.30
	2.225

	OTS3
	96
	123
	97
	220
	793.05
	697.05
	2.45

	
	
	
	
	
	
	
	


The above analysis table shows that the in-house development alternative has the highest present value of net benefit and the highest functionality score, which is the best alternative.

4.
Outsourced Development as an Alternative:

Pros:

· Free the internal development resources for other projects

· Have an independent agent to resolve potential political issues

· Have an independent agent to provide an unbiased viewpoint for project orientation

· Have the vendor's expertise and experience


Cons:

· Expensive

· Require effort and time to coordinate with the vendor

· Vendor may not fully understand the requirement

5. Jim Cravitz's Selection Tactics:

Jim Cravitz's selection tactics may not be saleable to top management because:

· It does not consider the possibility of outsourcing.

· There are no clear and specific criteria to screen the potential vendors.

· The cost and benefit estimations are given without justification and historical data support.

· There is no time frame for the cost and benefit of the new system.

· There is no clear justification for the 70% minimum functionality rule.

6. The reasons for the all "4" evaluation for the in-house development alternative:

The development of the modules and the relative importance weights for the modules are probably "colored" by the IT staff in the company.  In other words, the IT staff may tailor the importance of modules toward the strengths of the IT department.  If the IT department can produce a certain module effectively, that module is considered as important.  That can be a subconscious behavior to consider one's own strength as the most important aspect of the new system.  To resolve this problem, the end users of the system have to be involved in the design, selection, and evaluation of modules.

7. The Benefit Grid:

	
	Tangible
	Intangible

	More Revenue
	· Increase in membership revenues by at least 10% through better and faster member service.
	· Decrease in customer turnaround time from order to delivery.

· More complete auditing documentation.

· More accurate ratings of prospective member profitability since there would be one rather than several rating machines.

· Higher system availability and reliability.

· Increased opportunities for prospecting and cross selling.

	Less Costs
	· Eliminate duplicate data entry.

· Decrease paperwork and administration of the rate relief process through use of many reusable functions.

· Eliminate proposed re-keying of Microsoft Word by including a proposal formatter in the quoting module.
	· Decrease workload in sales, underwriting, and insurance premium accounting.


8. Combing intangible costs and benefits with the tangible:

According to Parker (1988) and Chircu (2000), quasi-tangible and intangible cost/benefit items can be measured by the output of social subsystems, including the improvements of productivity, quality, decision making ability, labor savings, training, and change management, which can be quantified by the realized value flows in terms of process level value flows and market level value flows.  Please refer to the "cost/benefit" section in the recent literature review for instructional elements. 

9. Steps for Estimating Future Costs and Benefits:

· Cost categories include system size, complexity, personnel capabilities, experience, hardware constraints, use of modern software tools and practices, users' understanding of software, volatility of requirements, and use of reusable software components.

· Benefit categories include productivity, product quality, decision making, training, change management, customer relationship, and work flow.

· Derive a cost pattern and model for each cost and benefit tangible (i.e., quantifiable) category.

· For quasi-tangible and intangible items, estimate the impact of items on social subsystems.  Quantify the potential improvements for the output of social subsystems.

For more details, please refer to Lederer (2000), Gardiner (2000), Lee (2000), and Moser (1999) in the "cost/benefit analysis" section of the recent literature review for instructional elements.  

10. E-commerce:

Please refer to Parente (2000) in the literature section for e-health business model.

CASE 8 – STATE PARKS (C)

A.
Basic Pedagogy

1. Course: This case can be used in any accounting information system or management information system course dealing with internal control, computerized control, and POS systems.

2. Level:  The case can be used at both the graduate and undergraduate level.

3. Where in Course:  

· OVERVIEW: Assignments 2 and 4 through 6

· DESCRIPTION: Assignment 1

· CONTROLS: Assignment 3

4. Time Needed: 45 minutes to 1-½ hours depending on assignments. There can be separate class discussions relating to internal controls, selected technologies, and Web-based solutions.

5. Prerequisite Knowledge: Students should have read the textbook chapters dealing with AIS internal controls and systems analysis techniques.

6. Student "Takeaways": The student is introduced to the POS concept and how different components of a POS are fitted together to collect data for record keeping and decision support.  Internal control, as an indispensable component for accounting system, must be designed into the system during the logical design phase.  A retrofitting control component can be very expensive and less effective.

B.
Teaching Tips

1. Time/class length best suited for teaching the case:

· Before topic discussed: 30 minutes

· After topic discussed: 90 minutes

· Revisited: 60 minutes

2. Board Layout:

· Issues/problems as solicited from students

· Comparative solutions from each study team

· Points learned from case

3. Other Techniques:

· Small Groups: Ideal for case write ups and presentation of group solutions.

· Role Playing: Auditors and system designers discussing the components of the POS system and how they are protected (e.g., functionality and risk avoidance versus cost).

· Group Presentation of Results: Suitable for presenting different suggestions of additional control practices needed for the system.

· Warm/Cold/Lukewarm Calls: Use lukewarm or warm calls for students who have not been contributing to class discussions.  Use cold calls on highly energized students if the discussion pace slows down and needs a “jump start.”

4. Distributed Learning Uses: This case can be used in both a televised or Web course environment. We recommend that selected students be notified before the class discussion date that they will be called upon for discussion (warm calls). We also recommend that a portion of student grades (e.g., 10%) be based upon class participation.

NOTE: This case may be used independently or in conjunction with the other State Parks cases.

C.
Answers to Selected Assignments

1. Data Flow Diagrams





2. List of technologies  

The design team recommended the following technologies:

· Telecommunications via fast modem (e.g., 56K baud) using a technology compatible (e.g., V90) to that of the Sacramento Headquarters and banks (or other dialup facilities for credit/debit card and drivers license lookup transmission).

· Magnetic strip reader for credit and debit cards, and driver’s licenses.

· Programmable keypad for each ticket and pass type (similar to Taco Bell or MacDonald’s).

· LCD or similar display device.

· Ability to print tickets and passes.

· Storage capacity to retain all daily transactions and summary totals.

· Hardware durability to the outdoors environment and different weather and climate conditions including salt air (corrosion), freezing temperatures, heat, sand, extreme temperature changes, aridity and/ or humidity.

3. Internal controls  

The suggested controls in the case focus on the preventive, detective, and corrective aspects of the system.  A set of detailed control activities can be designed under the framework of input, processing, and output control.  When it is time to do the detailed designs of the input screen, processing, and output formats, we need to consider different techniques and control practices.  For input control, we will need to have input validation procedures to verify the input integrity, use echo and feedback screens to double check the user input, use input preformatting to reduce input strokes and errors, etc  For processing control, we will need to employ redundant processing, parallel processing, default options, and other controls to ensure the processing accuracy and completeness.  For output control, we will need to have a network verification procedure to ensure that the files are sent correctly to the District Offices and Sacramento headquarters.  In addition, an electronic audit trail is necessary to verify the integrity of data being transmitted to the CALSTARS system.  The electronic audit trail can trace electronic data to its original transactions and document numbers.

4. Asset protection measures

In the proposed PARCS system, the most important assets we need to protect are the electronic files generated by the system.  Electronic files are difficult to safeguard because they can be shared and copied without much physical evidence.  In order to make sure that the system has backup copies of the transaction files, the park may consider keeping the transaction files for about one accounting cycle after the uploading of the data to the Headquarters and the District Offices.  The objective is to delete the files only after the auditing process has been done and the data has been compiled into accounting reports.  This practice satisfies the AU section 150.02 of Generally Accepted Auditing Standards, which states that backup copies must be available for auditing.

Another asset we need to protect is the printing paper for passes and receipts, and the preprinted forms for output documents.  We want to make sure that they will not be stolen and misused for personal purposes.  The control practices for safeguarding the output papers include the following.  First, only authorized personnel can access the inventory of the papers.  Second, the papers are designed in a way that only the PARCS system can use.  Third, all park rangers and other personnel should be directed to accept only computer generated printing on the papers (except when the system is down).  Fourth, all unused inventory should be brought back to the inventory room at the end of a day.

The design team specifically recommended the following asset protection measures:

Data encryption technology for data and credit/debit card transmissions.

Software and hardware security features.

Ability to print a nonreproducible ticket or pass within a predetermined time period on watermarked paper.

Nonproprietary (i.e., vendor-specific) internal components to facilitate quick maintenance and repair.

Hardcopy tape backup system that will capture all transactions.

Backup power supply (auxiliary power unit) to keep workstations operational for a minimal period in the event of power failure.

5. Web-based Solution

For a Web-based, e-commerce solution to the PARCS system, we need to pay special attention to the electronic evidence the system captures using the Web.  According to SAS No. 80, Evidential Matter, an amendment to SAS No. 31 on audit evidence, when a system consists predominantly of electronic evidence, it might not be practical to reduce detection risk to an acceptable level by performing only substantive tests for one or more financial statement assertions (Helms and Lilly, 2000).  Under that situation, we need to employ “audit through the computer” technique rather than the “audit around the computer” technique.  For example, we can use generalized audit software (GAS) to verify the numerical sequence of documents, the batch totals of original documents and the control totals of summary documents, and copy exception transactions to an exception file for inspection. 

Another important control is to ensure the separation of duties in the electronic environment, which is to separate people who know how the system works from people who have access to the system.  There should be firewall software to protect the system, allowing only validated data to enter the system.  If an Internet service provider (ISP) is used, the guidance from SAS No. 70, Reports on the Processing of Transactions by service Organizations, should be followed.  The controls provided by the ISP should be evaluated in terms of their impact on the system security.  For sensitive and financial data passing through the Web, the system may consider using the WebTrust facility, which secures the data to a certain level (Helms and Lilly, 2000).  

In summary, e-commerce has generated a new type of auditing activities.  Auditors for e-commerce can organize their control information along multiple dimensions as suggested by Curtis and Viator (2000).  The three major dimensions are control objectives, transaction flow, and the transaction cycle.  Each dimension has its unique techniques and tools.
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CASE 9 – STATE PARKS (D)

A.
Basic Pedagogy

1. Course:  AIS, Systems Analysis

2. Level:  The case can be used at both the graduate and undergraduate level. IT valuation (Assignment 5) is best done at the graduate level.

3. Where in Course:  DEVELOPMENT 
4. Time Needed: 45 minutes to one hour

5. Prerequisite Knowledge: Students should have read the textbook chapters dealing with AIS system development.

6. Student "Takeaways": The student is introduced to AIS development strategies

B.
Teaching Tips

1. Time/class length best suited for teaching the case:

· After topic discussed: 45 minutes 

· Revisited: 45 minutes

2. Board Layout:

· Issues/problems as solicited from students

· Comparative solutions from each study team (report to legislature)

· Points learned from case

3. Other Techniques:

· Small Groups: Ideal for case write ups and presentation of group solutions.

· Role Playing:  Superintendent of State Parks appearing before state legislature (Assignments 3 and 4).

· Group Presentation of Results: Suitable for presenting different team solutions for assignment 2.

· Warm/Cold/Lukewarm Calls: Use lukewarm or warm calls for students who have not been contributing to class discussions.  Use cold calls on highly energized students if the discussion pace slows down and needs a “jump start.”

4. Distributed Learning Uses: This case can be used in both a televised or Web course environment. We recommend that selected distance students be notified before the class discussion date that they will be called upon for discussion (warm calls). We also recommend that a portion of student grades (e.g., 10%) be based upon class participation.

C.
Answers to Selected Assignments

1. Cost-Benefit Analysis:

There will be twelve Cost-Benefit analyses including Top 5 Revenue – Low End System, Top 5 Revenue – Median System, Top 5 Revenue – High End System, Top 10 Revenue – Low End System, Top 10 Revenue – Median System, Top 10 Revenue – High End System, Top 15 Revenue – Low End System, Top 15 Revenue – Median System, Top 15 Revenue – High End System, Top 20 Revenue – Low End System, Top 20 Revenue – Median System, and Top 20 Revenue – High End System.

2.
Simplifying Cost-Benefit Analyses:

The Cost-Benefit analysis can be simplified.  Instead of performing twelve separate analyses for all combinations of parks and systems, we can choose the most likely combinations, such as Top 5 Revenue – High End System, Top 10 Revenue – Median System, Top 20 Revenue – Low End System.

3.
Assumptions for Cost Analyses:

· Estimated 75% reduction in reconciliation time.  The new system may incur new operation time and data entry time.  The reduction in manual calculation may be offset by other new computing requirements.

· Estimated park aide ticket handling savings.  Similar to the reconciliation time, new system requirements may offset the gain in ticket handling savings.

· Vendor discounts.  Since the new system will print tickets automatically, there will be no vendor discounts in the future.

· Misappropriation.  State legislature may downplay the savings from this item, as it is politically embarrassing to report a high level of misappropriation.

4.
Selling the Intangible Benefits of New System to the State Legislature:

· Accurate attendance can support decision making for future development of state parks.

· Ranger diversion can improve customer relationship, which will further increase park attendance.

· Executive information allows top management to have multidimensional views of data for strategic planning and tactical maneuvers.

· Headquarters administrative can have more free time to deal with other pressing administrative issues.

5.
Capitalizing Project Costs:

· One-time development cost can be depreciated over a period of years as the estimated usable life of the new system.

· Recurring annual cost can be classified as expenses to be written off against revenues.

CASE 10 – COUGAR (B)

A.
Basic Pedagogy

1. Course:  AIS, Systems Design

2. Level:  The case can be used at both the graduate and undergraduate level. 

3. Where in Course:  

· ORIENTATION: Assignment 6

· CONTROLS: Assignment 2

· DEVELOPMENT: Assignments 1 and 3 to 5

4. Time Needed: 45 minutes per segment. Assignment 10 (E-commerce) can be revisited later in the course if desired.

5. Prerequisite Knowledge: Students should have read the textbook chapters dealing with AIS system design/implementation.

6. Student "Takeaways": The student is introduced to the practical and political problems associated with AIS system implementation.

B.
Teaching Tips

1. Time/class length best suited for teaching the case:

· After topic discussed: 45 minutes per segment

· Revisited: 30 minutes (E-commerce)

2. Board Layout:

· Issues/problems as solicited from students

· Comparative solutions from each study team (E-commerce solution))

· Points learned from case

3. Other Techniques:

· Small Groups: Ideal for case write ups and presentation of group solutions.

· Role Playing:  Melvin Cooley and Jim Lake on assignment 5

· Group Presentation of Results: Suitable for presenting different team solutions for assignment 2

· Warm/Cold/Lukewarm Calls: Use lukewarm or warm calls for students who have not been contributing to class discussions.  Use cold calls on highly energized students if the discussion pace slows down and needs a “jump start.”

4. Distributed Learning Uses: This case can be used in both a televised or Web course environment. We recommend that selected distance students be notified before the class discussion date that they will be called upon for discussion (warm calls). We also recommend that a portion of student grades (e.g., 10%) be based upon class participation.

NOTE: This case should be preceded by discussion of Cougar (A). Both cases can be combined to a single case at the instructor’s discretion.

C.
Answers to Selected Assignments

1.
Other System Characteristics:

· Data may be scanned into the computer rather than being typed into the system.

· Predefined data query forms will be available for users to retrieve answers to the common questions.

· Ad-hoc reports can be generated to address time-sensitive and emergency issues.

2.
Internal Controls:

· Password control to access workstations.

· Data entry procedure should have data validation controls such as entry echo, retyping, field masking, default values, type check, range check, consistency check, etc

· Monthly batch reports should be generated for reconciliation purposes.

· Data files will be backed up automatically.  Backup data files will be stored off-site.

· Data processing may have repetition, upstream resubmission, and automatic distribution as control procedures.

3.
Melvin Coley's Mistakes:

· No prototyping to test out end users' assumptions and initial requirements.

· No user contractual agreement on system requirements.

· No training or briefing sessions to the owner and users about development requirements and schedule.

4.
Melvin Coley's Next Action:

· Have a joint session with the owner and users to deal with unrealistic expectation.

· Develop a new delivery schedule for the remaining modules.

· Demonstrate the benefits of working modules to increase user confidence.

· Adopt the prototyping approach for remaining function.

5. Jim Lake's Next Step:

· If he still has confidence with Melvin Coley, he should have a joint session with him and other users to discuss the delivery schedule and describe the duties and responsibilities for the remaining tasks.

· If he has no confidence with Melvin Coley, he may collect the system documentation he has and find another consultant to continue with the project.

6.
E-commerce:

· Customers can use the Web to assign contracts to Cougar.

· Collectors can access debtors' files using the Web, which can provide debtors' most recent status to the collectors when they are on the run to contact the debtors.

· Customers can check the collection progress on their debtors.  Payment information will be uploaded to the Web database servers as soon as the payment are cleared for deposits.

· The accounting and payment procedures will be processed locally but linked to the Web database for automatic updates.

CASE 11 – CAREY MANUFACTURING (B)

A. Basic Pedagogy

1. Course:  AIS

2. Level:  The case can be used at both the graduate and undergraduate level. 

3. Where in Course:  

· ORIENTATION: Assignment 8

· CONTROLS: Assignments 1 through 7

4. Time Needed: 45 minutes 

5. Prerequisite Knowledge: Students should have read the textbook chapters dealing with AIS internal controls and fraud.

6. Student "Takeaways": The student is introduced to the ambiguities and characteristics of AIS fraud and the concept of intellectual property.

B.
Teaching Tips

1. Time/class length best suited for teaching the case:

· After topic discussed: 45 minutes 

· Revisited:  (Enterprise Models) – 45 minutes

2. Board Layout:

· Issues/problems as solicited from students

· Comparative solutions from each study team (internal controls)

· Points learned from case

3. Other Techniques:

· Small Groups: Ideal for case write ups and presentation of group solutions.

· Role Playing:  Tina Morales and Sam Price meet inadvertently at a conference.

· Group Presentation of Results: Suitable for presenting different team solutions for assignment 7

· Warm/Cold/Lukewarm Calls: Use lukewarm or warm calls for students who have not been contributing to class discussions.  Use cold calls on highly energized students if the discussion pace slows down and needs a “jump start.”

4. Distributed Learning Uses: This case can be used in both a televised or Web course environment. We recommend that selected distance students be notified before the class discussion date that they will be called upon for discussion (warm calls). We also recommend that a portion of student grades (e.g., 10%) be based upon class participation.

NOTE: This case is largely independent of Carey (A), although that case does provide a background for both Carey Manufacturing and Tina Morales.

C.
Answers to Selected Assignments

1.
Tina Morales’s Behavior:

· It is difficult to judge without information about the final application Tina will build for Fuerst.

· If Tina uses coding directly from Carey’s inventory application, then it will be fraud.

· If Tina uses the ideas used at Carey’s inventory application, it will not be classified as fraud because ideas cannot be copyrighted.

2.
Tina Morales’s Fraud:

· The loss of Carey can be classified into the categories of direct and indirect.  Direct loss will be the resources (software, hardware, labor, etc) devoted to the development of the application.  Indirect loss will be the potential customers Fuerst lures from Carey because of the new inventory system Fuerst steals from Carey.

· If Carey can prove that Fuerst is using the exact coding from Carey’s inventory systems, including the “feel and look” of the system, then it is viable criminal prosecution.

3.
Tina Morales’s Rationalizations:

Please refer to Jarvenpaa (2001) and Ellis (2001) for this question.

· There are no commonly accepted ethics standards in the MIS profession.

· MIS professionals tend to believe that only physical properties such as the actual applications are the properties of the companies who develop the applications.

· The US copyright laws do not apply to ideas, but to coding, i.e., the actual implementation of an idea.

· Professional staff tends to believe that ideas developed by them are their intellectual properties, whereas administrative staff does not.

· Tina is walking a fine line in this case.  Her rationalization may hold up in court if she can prove that she can develop the ideas for Fuerst’s inventory system even without Carey’s resource support.

4.
The Ethics/Professionalism of Bill Tucker at Fuerst Products:

· Carey could sue Fuerst Products if Carey can prove that Tina cannot develop the ideas for Fuerst’s inventory system if Tina were not an employee of the company utilizing the company’s resources.

· Even though there are no commonly accepted ethics standards in the MIS profession, I will not classified Bill Tucker’s behavior as ethical.

5.
Tina Morales’s Rights on the Inventory Control Systems at Carey:

· If Tina can prove that she can develop all the ideas for the inventory system without Carey’s resources, she can claim them as her intellectual properties.

6.
Required Changes in a Software Application for It to be Considered as Essentially Different:

· The implementation methods of technical functions have to be substantially different.

· The “look and feel” has to be substantially different.

· Being Web-enabled can change the interface but not the actual functions.  Whether Fuerst’s system will be considered as substantially different depends on how the final system works and is implemented.

7.
Actions to be Taken by Carey:

Please refer to Jarvenpaa (2001) and Ellis (2001) for this question.

· Employees who have strong identification with a company tend to attribute the intellectual rights associated with applications to the company.  In order to avoid employees’ deflection to other companies, carrying with them the knowledge of the essential applications in the company, a company should cultivate the sense of belongingness, consensus with the company’s philosophy, and reward systems.

· Internal controls can be implemented to detect employees’ infringements of copyrightable properties.  For example, have audit trails for accesses to files and databases.  Keep track of the behaviors of employees who might leave the companies.  Employees’ rights to access files, databases, and physical assets will be immediately terminated when they are no longer associated with the company.  Keep track of employees’ working progress on projects to establish linkage between resource consumption and ideas development.  Have employees agree on the intellectual property rights issue before they start to work on projects.

8.
Alternatives to Fuerst Products:

· Don’t use Tina in any inventory projects to avoid any potential problems.

· Have Tina as the developer of the inventory system.  Tina has to document clearly all the inventoryideas she developed at Carey.  The use of any of those ideas must be modified substantially before it will be used at Fuerst.

· Use an independent software development company or ERP software to develop the Web-enabled inventory system.  Tina’s role can be a consultant to the project rather than a developer.

CASE 12 – CAREY MANUFACTURING (C)

A.
Basic Pedagogy

1. Course:  AIS

2. Level:  The case is more applicable to the graduate level 

3. Where in Course:  CONTROLS

4. Time Needed: 45 minutes 

5. Prerequisite Knowledge: Students should have read additionally assigned readings on IT charge-back and cost centers.

6. Student "Takeaways": The student is introduced to the concept of IT charge-back.

B.
Teaching Tips

1.  Time/class length best suited for teaching the case:

· Before topic discussed: (as a means of teaching charge-back) - 45 minutes 

· After topic discussed: 45 minutes

2.
Board Layout:

·      Issues/problems as solicited from students

·      Comparative solutions from each study team (Assignments 1 and 2)

·      Points learned from case

4. Other Techniques:

· Small Groups: Ideal for case write ups and presentation of group solutions.

· Role Playing:  N/A

· Group Presentation of Results: Suitable for presenting different team solutions for assignments 1 and 2.

· Warm/Cold/Lukewarm Calls: Use lukewarm or warm calls for students who have not been contributing to class discussions.  Use cold calls on highly energized students if the discussion pace slows down and needs a “jump start.”

4. Distributed Learning Uses: This case can be used in both a televised or Web course environment, particularly for assignments 3 through 6. We recommend that selected distance students be notified before the class discussion date that they will be called upon for discussion (warm calls). We also recommend that a portion of student grades (e.g., 10%) be based upon class participation.
NOTE: This case is largely independent of Carey (A), although that case does provide a background for both Carey Manufacturing and Tina Morales.

C.
Answers to Selected Assignments

1.
A Checklist for Charge/Back:


	A Checklist of Estimated Charge/Back
	
	
	

	
	
	
	

	Monthly Operation
	MIS Total
	Prorate
	Charge

	Direct Cost:
	
	
	

	   Direct Labor (maintenance programming hours)
	
	
	

	   Direct Material 
	
	
	

	   Direct Usage
	
	
	

	      Disk Charge
	
	
	

	           Data Storage (# tracks used)
	
	
	

	           Read/Write Usage (# read/write)
	
	
	

	      CPU Charge (# kilobyte seconds used)
	
	
	

	      Telecommunication Charge
	
	
	

	Total Direct Cost
	
	
	

	
	
	
	

	Overhead: 
	
	
	

	   Data Center Section
	
	
	

	   IT Department
	
	
	

	Total Overhead 
	
	
	

	
	
	
	

	Individual Development Projects (if any):
	
	
	

	   Direct Material
	
	
	

	   Overhead for System Development Section
	
	
	

	Total Individual Development Projects
	
	
	

	
	
	
	

	GRAND TOTAL
	
	
	

	The actual cost will be between +10% and -10%.
	
	
	


2.
The Estimated Cost for Running the Simulation Program:

	Estimated Cost of Simulation Project
	
	
	

	
	
	
	

	Monthly Operation
	MIS Total
	Prorate
	Charge

	Direct Cost:
	
	
	

	   Direct Labor (maintenance programming hours)
	
	
	

	   Direct Material 
	
	
	

	   Direct Usage
	
	
	

	      Disk Charge
	
	
	

	           Data Storage (# tracks used) (1)
	$           47,000.00
	0.035
	$          1,661.40

	           Read/Write Usage (# read/write) (2)
	$         140,000.00
	0.015
	$          2,115.56

	      CPU Charge (# kilobyte seconds used) (3)
	$           37,000.00
	0.011
	$            406.59

	      Telecommunication Charge (4)
	$                300.00
	0.001
	$                0.35

	Total Direct Cost
	
	
	

	
	
	
	

	Overhead: 
	
	
	

	   Data Center Section (5)
	$1,251,500,000.00
	0.015
	$  18,911,555.56

	   IT Department (6)
	
	
	

	Total Overhead 
	
	
	

	
	
	
	

	Individual Development Projects (if any):
	
	
	

	   Direct Material
	
	
	

	   Overhead for System Development Section
	
	
	

	Total Individual Development Projects
	
	
	

	
	
	
	

	GRAND TOTAL
	
	
	 $  18,915,739.45 

	The actual cost will be between +10% and -10%
	
	 $17,024,165.50 
	 $  20,807,313.39 

	
	
	
	

	Notes:
	
	
	

	(1) usage = 7600/215000
	
	
	

	(2) read/write usage = 17000000/1125000000
	
	
	

	(3) CPU usage = 20000000/1820000000
	
	
	

	(4) Telecomm usage = 25/(3000*12*0.6)
	
	
	

	(5) Data Center overhead = Location + Rental Expense + Utility + Material and Supplies + Miscellaneous


3.
Simplifying the Charge/Back System:

· Reallocate overhead cost.  It may be difficult to distinguish the costs between data center section overhead and IT department overhead.  Using the same method to allocate both IT department and data center overhead can eliminate one layer of calculation for users.

· Simply the measures.  A successful charge/back system depends on having measures that can be easily understood and applied. Physical measures such as number of reports produced, number of requests for maintenance work, and number of queries submitted, will be better measures than abstract concepts such as kilobyte second.

· Use one single measure for all related system charges.  The cost of CPU charges and telecommunication charges may be allocated using one single measure for small departments.   

4.
Tom’s Alternatives if the Estimated Cost of Running the Simulation Program is too High:

· Tom can choose not to use the program, and reply on information sources used before the simulation program was created.

· Tom can investigate whether it is possible to share the cost with other departments by running it together with other similar programs.

· Tom can discuss the high cost with the IT department; explain to them that the simulation program was created before the decision to implement the Charge/Back system.  So, the simulation program is not optimized for the charge/back system.  This may reduce the cost charged to Tom’s department.

· Tom can outsource the operation of the simulation program to a third party.

5.
Transition to the New Charge System:

· A company must have an accurate and detailed cost accounting system for a Charge/Back system to work.

· The IT department must change its culture to a service-oriented environment, and make users’ dollars worth for the delivered service.

· The implementation steps include: determine cost objects, develop contingency plan, determine measures, educate users, determine control mechanisms, provide feedback loop, and maintain and update the system.

6.
The Effect of the New Charge System:

· Pros: Reduce the potential of asking for unnecessary IT services.  Force the IT department to be self-sufficient and self-improving because the users may choose other alternatives to satisfy their computing needs.  The new charge/back system has a good chance of achieving its objective if the cost allocation is fair and accurate, and the users are satisfied with the service provided by the IT department.

· Cons: It complicates the cost accounting system.  It is time consuming to keep track of all operational details to do the calculation

CASE 13 – INTEL’S OPERATIONS CENTER

A.
Basic Pedagogy

1. Course: AIS or MIS courses dealing with IT Systems Development.

2. Level:  This case can be used at both the graduate and undergraduate level, but its difficulty is a better fit for the graduate level.

3. Where in Course: DEVELOPMENT

4. Time Needed:  1 to 1 ½ hours

5. Prerequisite knowledge:  How to perform an IT Cost-Benefit analysis, select among IT alternatives, and manage IT projects. I recommend that students will have been assigned readings in Lucas’ book, Valuing the IT Investment: The Productivity Paradox; Viking, 1999

B. Teaching Tips

1. Time/class length best suited for teaching the case: 

· Before topic discussed: a half-hour at most

· After topic discussed: hour and a half

· Revisited: one hour

2. Board Layout: 

· Issues / problems as solicited from students

· Comparative solutions from each study team

· Points learned from case

3. Other Techniques:

· Small Groups: Ideal for case write ups and presentation of group solutions.
· Role Playing: IT Project Manager and Value Engineering Supervisor arguing before a management group about scalability versus cost in purchasing dimmer switches.

· Group Presentation of Results: Ideal for assignment requiring teams to use traditional ROI models relating to reductions in PC costs.
· Warm/Cold/Lukewarm Calls: I use lukewarm or warm calls for students who have not been contributing to class discussions (e.g., students for which English is not their native tongue). I use cold calls on highly energized students if the discussion pace is slowing and needs a “jump start.”.”
4. Distributed Learning Uses: The qualitative nature of this case makes it an excellent candidate for a distributed learning environment, especially for assignments 1 through 3 and 6.

C.
Answers to Selected Assignments

1. Alleviate the problem caused by the finance and purchasing "champion" leaving the company in the middle of the project:

· Arrange meetings between the new manager and the old manager to transfer ideas and information from the old manager to the new manager.

· Have the top manager address the importance of the project with the new manager.

· Have an agreement with the new manager that ongoing projects will be completed according to pre-approved plans.  Changes will be accepted only for justifiable and critical issues.

2. Avoid "mid-stream" changes to a project:

· Probably the real effect from the design cannot be totally revealed until late in the project.

· Prototype and proof-of-concept implementation may reveal problems earlier in the project.

· Intel did the right choice to change the design contractor to avoid the problem of "escalation of commitment."

3. Reconcile conflicts between cost effectiveness and system functionality/scalability:

· Intel resolved conflicts between cost effectiveness and system functionality/scalability through negotiation, justification, strategic values, and politics.

· For the overall benefits to an organization, top management should arbitrate such conflicts.

4. Alternative evaluation matrix:

· Additional criteria may include scalability, functionality, user-friendliness, and adaptability.

· Steps to select an alternative from the matrix:

· Assign a weight to each criterion based on its importance.

· Assign a score to each criterion for each alternative.

· Multiply the weight and score for each criterion for each alternative.

· Sum the products from the previous step for each alternative.

· Select the alternative with the highest value from the previous step.

5. Number of workstations to payoff the operations service center:

	The total project cost = 5200000
	Benefit from each workstation = 4500
	

	
	
	
	
	
	

	Alternative
	Cost
	Capacity (yrs)
	Annual cost
	Required # of workstation in one year

	Low-end
	$1,000,000
	2
	$ 500,000
	111
	

	Current
	520,0000
	3
	1,733,333
	385
	

	Middle
	650,0000
	4
	1,625,000
	361
	

	High-end
	800,0000
	5
	1,600,000
	356
	


6. Economic justification:

	
	Tangible Benefit
	Intangible Benefit

	Ergonomics
	· Less sick leave

· Lower health insurance payment


	· Higher employee morale

· Higher employee productivity

	Scalability
	· Less budget to upgrade

· No need to replace hardware and software
	· Less user retraining

· More user time for other tasks

· Less time to redesign


The tangible benefit can be estimated on a dollar basis per employee per year.  Historical data have to be reviewed to get an approximate for each benefit category.  For intangible benefits, a proxy has to be determined for each category.  Absenteeism, productivity by operator errors; etc may undermine employee morale.
CASE 14 – STATE PARKS (E)

A.
Basic Pedagogy

1. Course:  AIS, Systems Analysis

2. Level:  The case can be used at both the graduate and undergraduate level. IT valuation (Assignment 5) is best done at the graduate level.

3. Where in Course:  DEVELOPMENT 

4. Time Needed: 45 minutes 

5. Prerequisite Knowledge: Students should have read the textbook chapters dealing with AIS system development.

6. Student "Takeaways": The student is introduced to how to select among different IT vendors

B.
Teaching Tips:

1. Time/class length best suited for teaching the case:

· Before topic discussed: 30 minutes

· After topic discussed:  45 minutes 

2. Board Layout:

· Issues/problems as solicited from students

· Comparative solutions from each study team (assignment 5)

· Points learned from case

3. Other Techniques:

· Small Groups: Ideal for case write ups and presentation of group solutions.

· Role Playing:  N/A

· Group Presentation of Results: Suitable for presenting different team solutions for assignment 3 and 5.

· Warm/Cold/Lukewarm Calls: Use lukewarm or warm calls for students who have not been contributing to class discussions.  Use cold calls on highly energized students if the discussion pace slows down and needs a “jump start.”

4. Distributed Learning Uses: This case can be used in both a televised or Web course environment, particularly for assignments 1, 2, 6 and 7. We recommend that selected distance students be notified before the class discussion date that they will be called upon for discussion (warm calls). We also recommend that a portion of student grades (e.g., 10%) be based upon class participation.

C.
Answers to Selected Assignments

1. The advantages and disadvantages for the two-stage vendor selection strategy:

Advantages:

· The first stage can pre-screen vendors.  DPR will have a smaller set of vendors to work with later.  This will help the concentration of resource for later selection.

· The strategy can give more time to the potential vendors to prepare for the final bid.  All questions can be clarified in the first stage.

· The strategy can attract more qualified vendors, as the lead-time is longer for the project information to be disseminated among vendors.

Disadvantages:

· Some vendors may prefer to submit a formal bid rather than a proposal as the invested time in the proposal preparation will certainly not lead to the final contract in the first stage.

· The strategy puts more burdens on the vendors to prepare both the proposal and later the formal bid.

· Some vendors may feel that the proposal for the first stage will share too much of their expertise with the DPR.

2. Improvement to the vendor screening criteria:

· Enlarge the number of respondents to the questionnaires by including controllers, accountants, network administrators, rangers, kiosk assistants, and other end users who will have to operate the systems.

· Instead of ranking the criteria by numbers, the respondents may be asked to compare pairs of criteria in order to select which one is more important.  Research results indicate that pairwise comparisons are more accurate than numeric ranking especially when there are many criteria.

3. Converting the rankings into a total of 100%:

	
	Factor
	Factor
	Factor
	Item
	Item
	Item
	Scaled Item

	Factor/Item
	Rank
	Weight

(1)
	Weight %
	Rank
	Weight

(1)
	Weight %
	Weight %

(2)

	System Design Experience
	1
	10
	17%
	
	
	
	

	· Similar projects
	
	
	
	1
	9
	20%
	3.45%

	· Large-scale POS projects
	
	
	
	2
	8
	18%
	3.07%

	· Procure, install hardware/software
	
	
	
	3
	7
	16%
	2.68%

	· Network/telecommunications
	
	
	
	4
	6
	13%
	2.30%

	· Manage large-scale projects
	
	
	
	5
	5
	11%
	1.92%

	· Training at multiple sites
	
	
	
	6
	4
	9%
	1.53%

	· Maintain/operate POS/networks
	
	
	
	7
	3
	7%
	1.15%

	· References and citations
	
	
	
	8
	2
	4%
	0.77%

	· Experience with state networks
	
	
	
	9
	1
	2%
	0.38%

	
	
	
	
	Total:
	45
	100%
	

	Technical Knowledge
	2
	9
	16%
	
	
	
	

	· Hardware (e.g., kiosks, POS)
	
	
	
	1
	3
	43%
	6.86%

	· Software (e.g., Oracle, EIS)
	
	
	
	1
	3
	43%
	6.86%

	· Network/telecom hardware/software
	
	
	
	3
	1
	14%
	2.29%

	
	
	
	
	Total:
	7
	100%
	

	Maintenance/Repair Capabilities
	3
	8
	14%
	
	
	
	

	· Mean time between failures
	
	
	
	1
	3
	43%
	6.00%

	· # support staff for maintenance/repair
	
	
	
	1
	3
	43%
	6.00%

	· Max response time to system problems
	
	
	
	3
	1
	14%
	2.00%

	
	
	
	
	Total:
	7
	100%
	

	Business Stability
	3
	8
	14%
	
	
	
	

	· Operating capacity
	
	
	
	1
	3
	50%
	7.00%

	· Years in business
	
	
	
	2
	2
	33%
	4.67%

	· # technical employees
	
	
	
	3
	1
	17%
	2.33%

	
	
	
	
	Total:
	6
	100%
	

	Installation experience
	5
	6
	10%
	
	
	
	

	· Adherence  to technical requirements
	
	
	
	1
	3
	43%
	4.29%

	· Adherence to time lines
	
	
	
	2
	2
	29%
	2.86%

	· Adherence to budget
	
	
	
	3
	1
	14%
	1.43%

	· Adherence training completion
	
	
	
	3
	1
	14%
	1.43%

	
	
	
	
	Total:
	7
	100%
	

	Staff Qualifications
	5
	6
	10%
	
	
	
	

	· Key personnel
	
	
	
	1
	3
	38%
	3.75%

	· Staff dedicated to project
	
	
	
	1
	3
	38%
	3.75%

	· Staff partly dedicated to project
	
	
	
	3
	1
	13%
	1.25%

	· Subcontractors to be used
	
	
	
	3
	1
	13%
	1.25%

	
	
	
	
	Total:
	8
	100%
	

	Technology Refresh Capabilities
	7
	4
	7%
	
	
	
	

	· Support and maintenance
	
	
	
	1
	2
	67%
	4.67%

	· Hardware, software upgrades
	
	
	
	2
	1
	33%
	2.33%

	
	
	
	
	Total:
	3
	100%
	

	Financial Stability
	7
	4
	7%
	
	
	
	

	· Income history
	
	
	
	1
	4
	40%
	2.80%

	· Cash flow history
	
	
	
	2
	3
	30%
	2.10%

	· Debt/to/equity ratio
	
	
	
	3
	2
	20%
	1.40%

	· Profit history
	
	
	
	4
	1
	10%
	0.70%

	
	
	
	
	Total:
	10
	100%
	

	Training Capabilities
	9
	2
	3%
	
	
	
	

	· Type of training
	
	
	
	1
	3
	43%
	1.29%

	· Time to complete training
	
	
	
	1
	3
	43%
	1.29%

	· Length of individual training
	
	
	
	3
	1
	14%
	0.43%

	
	
	
	
	Total:
	7
	100%
	

	Government Experience
	10
	1
	2%
	
	
	
	

	· State or local government projects
	
	
	
	1
	2
	67%
	1.33%

	· Knowledge of state processes
	
	
	
	2
	1
	33%
	0.67%

	
	
	
	
	Total:
	3
	100%
	

	
	Total:
	58
	100%
	
	
	
	

	Total for Scaled Item Weights:
	
	
	
	
	
	
	100%

	
	
	
	
	
	
	
	

	Note:
	
	
	
	
	
	
	

	(1) Weight = Rank/(Max (all ranks) + 1)
	
	
	
	

	(2) Scaled Item Weight % = Item Weight % * Factor Weight %
	
	
	
	

	
	
	
	
	
	
	
	


4. Improvement to the list of vendors:

· The Internet source can be augmented by personal information with the vendors, public accounting records (e.g., SEC reports) of the vendors, company annual reports, telephone calls, and company visits.

· Reasons for not being able to include some qualified vendors may include the company's Web site being unavailable at the time the list was compiled, the information on Web site being not updated, the search engine used by Monica being unable to extract all qualified vendors, vendors not having a Web site, Web site information being inaccurate, and Monica's search methods being incomplete or not effective, etc

5. Vendor alternative scores:
	
	Factor
	Vendor
	Converted
	Weighted
	Vendor
	Converted
	Weighted
	Vendor
	Converted
	Weighted

	FACTOR
	Weight %(1)
	A (2)
	Score (3)
	Score-A (4)
	B (2)
	Score (3)
	Score-B (4)
	C (2)
	Score (3)
	Score-C (4)

	System Design Experience
	17%
	5
	1
	0.17
	3
	3
	0.51
	4
	2
	0.34

	Technical Knowledge
	16%
	5
	1
	0.16
	5
	1
	0.16
	4
	2
	0.32

	Maintenance / Repair Capabilities
	14%
	3
	3
	0.42
	2
	4
	0.56
	5
	1
	0.14

	Business Stability
	14%
	5
	1
	0.14
	3
	3
	0.42
	1
	5
	0.7

	Installation Experience
	10%
	4
	2
	0.2
	2
	4
	0.4
	5
	1
	0.1

	Staff Qualifications
	10%
	4
	2
	0.2
	5
	1
	0.1
	4
	2
	0.2

	Technology Refresh Capabilities
	7%
	2
	4
	0.28
	3
	3
	0.21
	4
	2
	0.14

	Financial Stability
	7%
	4
	2
	0.14
	5
	1
	0.07
	2
	4
	0.28

	Training Capabilities
	3%
	1
	5
	0.15
	3
	3
	0.09
	4
	2
	0.06

	Total Score:
	
	
	
	1.86
	
	
	2.52
	
	
	2.28

	
	
	
	
	
	
	
	
	
	
	

	Note:
	
	
	
	
	
	
	
	
	
	

	(1) Weight % from answer to question 3.
	
	
	
	
	
	

	(2) Assuming score 1 is the best.
	
	
	
	
	
	
	
	

	(3) Converted Score = Max (vendor scores) -  Assigned Score
	
	
	
	
	

	(4) Weighted Score = Converted Score * Factor Weight
	
	
	
	
	
	


Vendor C has the highest score (2.28) and will be selected as the vendor.

6. The conclusion of the project:

· Since the project was terminated due to political maneuvers rather than technical/functional problems, it is better classified as incomplete rather than a failure.

7. The planning for inadvertent project termination:

· Try to make each deliverable self-sufficient and useful to the organization even though the project has to be abandoned.

· Try to have a contingency plan to salvage the value from each deliverable even though the project has to be terminated at some point.

CASE 15 – FIDELITY HEALTH (B)

A.
Basic Pedagogy

1. Course:  AIS

2. Level:  The case can be used at both the graduate and undergraduate level.

3. Where in Course:  ORIENTATION: 

4. Time Needed: One hour 

5. Prerequisite Knowledge: Students should have read the textbook chapters dealing with e-commerce and ERP.

6. Student "Takeaways": The student is introduced to the political and cultural aspects of introducing large IT systems to the organization.

B.
Teaching Tips:

1. Time/class length best suited for teaching the case:

· After topic discussed: One hour

2. Board Layout:

· Issues/problems as solicited from students

· Comparative solutions from each study team (assignment 9)

· Points learned from case

3. Other Techniques:

· Small Groups: Ideal for case write ups and presentation of group solutions.

· Role Playing:  A meeting of Diane, Wetherbee, and Peter Feller to discuss memorandum  

· Group Presentation of Results: Suitable for presenting different team solutions for assignments 7 through 11.

· Warm/Cold/Lukewarm Calls: Use lukewarm or warm calls for students who have not been contributing to class discussions.  Use cold calls on highly energized students if the discussion pace slows down and needs a “jump start.”.
4. Distributed Learning Uses: This case can be used in both a televised or Web course environment, particularly for assignments 1 through 6. We recommend that selected distance students be notified before the class discussion date that they will be called upon for discussion (warm calls). We also recommend that a portion of student grades (e.g., 10%) be based upon class participation.

C.
Answers to Selected Assignments

1. Diane Wetherbee's assessment about the health industry's need for IT:

· Since health care is a data-intensive industry, it will have to be in the forefront of the database technologies such as data warehouse and online analytic processing.  

· Health care industry also can utilize a lot of decision support technologies such as data mining, expert systems, and decision support systems.  Decision support applications include determining the per member per month (PMPM) for a contract bid, helping physicians to diagnosis diseases, helping central administration to plan for expansion and maintenance of different markets.

· As for system development tools and methodologies, they have to fit the nature of applications.  For example, a decision support system will need adaptive prototyping techniques for design and maintenance.

2. IT department's organizational structure for the global marketplace:

· Centralized organization can better fit the global marketplace in the areas of central planning.

· Decentralized organization can better fit the global marketplace in the areas of implementation and maintenance.  It will be easier for local offices to understand the cultural aspects of systems and to respond to local problems

3. Tactics to reduce resistance to centralization:

· A social action model (Gasson 1999) may be required in this situation to understand the impact of the new system on actors' behaviors.

· Aladwani (2000) suggested the identification of relationship among group nature, group reward, group participation, and system outcome for system improvement.

· Jiang (1999) suggested that it is important to have system analysts with different design orientations within an organization to be on a development team in order to enhance the system success.

· Education for system people and for users to ease their anxiety for the new system.

· Provide reward to entice cooperative behaviors.

· Provide channels for system people and users to air their disagreement and suggestions.

· Emphasize the importance of the new approach for the organization by the top management. 

4. Diane Wetherbee's decentralization approach:

· Diane Wetherbee took a short-cut approach to obtain "peace" in the short run.  However, the returning to decentralization will hurt the organization in the long run, especially in those areas that require centralized effort and implementation.

· Since the returning to decentralization requires another round of employees' adjustment, it will not benefit employee morale.

· The centralization effort is gaining momentum and is reaping benefits and results, going back to decentralization will forfeit the previous efforts.

5. E-commerce approach:

· The front-end should be centralized, such as the company Web page, server management, etc

· The processing of data submitted from Web applications can be in local environments, especially for those applications belonging to only local environments.

6. Strategy to convince top management to centralize e-commerce:

· The success factors of e-commerce include quality of information, service, system use, functionality, and system design.  Centralized effort will have better chance of success.

· E-commerce represents a new business model that required centralized support and coordination.

· Security of E-commerce applications can only be achieved with the cooperation of all related components in different environment.  The best way to implement security tactics is to centralize it.

· The critical factors for e-health business models (Parente 2000) include lack of data standardization, uneven Internet access, local health insurance regulation, Health Insurance Portability and Accountability Act, privacy, venture capital, bricks retaliation, and fee riders.

7. UMBRELLA in an e-commerce setting:

· Since all the components of UMBRELLA are common to all local offices, the Web application provides the most efficient channel to design, control, upgrade, and distribute information flow and processing.

· The advantages include centralized support, security, control, maintenance, and uniformity to external bodies.

8. Update UMBRELLA using ASP or "drop-in" Web servers:

· Application Service Providers have the expertise to provide the state-of-art technology for Web applications.

· "Drop-in" servers are especially designed to satisfy the functional requirements of a certain type of Web applications.  There need be no development efforts on the part of  users to implement their Web applications if they are using those pre-tuned and pre-configured servers.

9. Internal controls for e-commerce:

· Nelson (2000) developed a virtual auditing agent for continuous auditing in a real-time transaction E-commerce environment.

· Each transaction has to be trailed from the authorization to commit.

· Security includes the authentication of users and customers, firewall to prevent hackers and unauthorized uses.

· Systematic backup and contingency plans for Internet specific problems such as interruption of communication.

10. C's SAP to be converted to a Web-based system and integrated with UMBRELLA:

· The steps for developing an e-commerce application include requirement analysis, functional analysis for the Web site, Web page design (path navigation pattern, menu structure, roll back method), interface integration, internal integration, launch method, and adaptive maintenance.

· Since UMBRELLA is a centralized system providing common functions to all offices, it is a perfect candidate for Web application.

11. Accounting efficiency driving organizational change and changing organization to fit a software product:

· Accounting is a supporting service; it should not drive massive organizational changes.  Vision and mission of an organization should drive massive organizational changes.

· A software package may advocate a certain work flow and working models for critical functions of an organization.  If the organization is committed to the software, there is good reason to change the organizational structure to fit the software.

RECENT LITERATURE REVIEW FOR INSTRUCTIONAL ELEMENTS

This section reviews some recent and selected literature on the instructional elements covered in the cases.  The instructional elements are divided into the following sections:

· Accounting information systems cycle, payroll, production, receivables

· Alternative selection

· Documentation, interface

· E-commerce

· Enterprise model, databases, data modeling

· Internal controls, frauds

· IT values, cost/benefit analysis, cost centers, charge-back, intellectual property

· Project management

· System analysis, system design, system implementation

· System planning

· Technology

Accounting Information Systems Cycle, Payroll, Production, Receivables

For the manufacturing function, Hart (2000) suggested that we should adopt a measurement system analysis (MSA) method to de-couple the variations from the measurement system and from the production process in product variation.  

Beach (2000) proposed a composite procedural methodology for managing complex information requirements in manufacturing environments.  

Ahmed (1999) suggested a framework for designing information systems for total quality management implementation.  The framework has the components of task identification, analyses of communication effectiveness among different stakeholders, and IS component inventories for different communication interfaces.  

Sridhar (1999) mentioned that in a task specific production environment, it is always desirable to provide greater precision information to multiple managers.   

Al-Ahmari (1999) proposed a modeling method to satisfy the requirements of manufacturing system analysis and design.  The method combines conceptual, functional, and simulation in an integrated structure.  

Frohlich (1999) investigated the process of system implementation in an advanced manufacturing environment.  He discovered that implementation would suffer if the new technology brings uncertainty to the competency core of an organization.  The four factors affecting production system implementation include process technology adaptation, human resource adaptation, operational structure adaptation, and information system adaptation.  The information system adoption was determined to affect the implementation success the most.

Grover (1999) constructed a three-dimensional framework (product-process-technology) to understand the relationship between production and information technology.  The six categories of production environments include traditional customization, traditional mass production, efficient mass production, innovative customization, efficient mass customization, and customization trap.  Organizations can shift from one category to another by applying the appropriate information technology.

Lowe (2001) suggested that accounting systems should be treated as knowledge objects, which are basically actors under the actor network theory.  Being perceived as allies, accounting systems can interact with other objects and human actors to pursue organizational objectives.

Howton (2000) adopted the event study methodology to investigate the information content of the announcement of just-in-time inventory systems.  It was found that the market reacts positively to the announcement that a firm will adopt JIT technology.  However, the positive market reaction is not accompanied by positive earnings forecast revisions; and forecast revisions are not related to announcement-day abnormal returns.

Alternative Selection

Many researchers (Yang 2000, Lee 2000, Lai 1999, Mamaghani 1999 & 2000) suggested the analytic hierarchical process to select information system vendors.  Yang (2000) suggested a model consisting of the evaluation factors of management, strategy, economics, technology, and quality for vendor selection.  Lee (2000) proposed a zero-one goal programming selection model that is especially suitable for projects with costs and benefits being highly unknown as well as selection criteria being interdependent.  The model adopts group expert interview to determine the weight of different factors.  Lai (1999) used analytic hierarchical process to select a multimedia authoring system in a group decision environment.  Mamaghani (1999 & 2000) applied analytic hierarchical process to perform project selections with qualitative, quantitative, subjective, and objective factors.

Badri (2001) used a comprehensive zero-one goal-programming model to select projects with multiple objectives.

Tam (2001) applied the choice theory and the multinomial logic model to select vendors for mainframe, mini-computers, and small systems.  The model considers the factors of product variety, brand effect, price, and network externalities (as measured by total installed base of computers).  It was found that the factors of product variety and brand name are the two most important selection factors for companies.

Jiang (1999) found that the strategic orientation of a firm affects how the firm selects a project.  Organizations with a strategic or turnaround orientation have the factor of organizational goals as the most important factor for project selection, whereas organizations with a support orientation rank managerial support as the most important factor, followed by political goals, and risk consideration.

Ngwenyanma (1999) applied transaction cost theory to make outsourcing decisions.  The model provides a set of economic principles to estimate the cost and values of multiple and single vendor strategies for the make vs. buy decision.

Documentation, Interface, Form Design

For general consideration of interface design, Burgoon (1999/2000) found that interface design that promotes high mutuality and involvement leads to favorable perception of the system's credibility and attraction, which can enhance the quality of decision and influence.  Blignaut (1999) suggested that end user interface design should consider the users' computer literacy and preferences, such as the screen layout, the format (fixed of free) of data field to be filled, and mouse manipulation.  Lim (2000) developed a task-representation fit model to determine the best representation for different tasks in information systems.  For analyzable tasks, text-based and multimedia representation are equally effective in reducing perceived equivocality levels.  On the other hand, for less-analyzable tasks, only multimedia was instrumental in reducing perceived equivocality levels.  

Regarding intelligent interface design, the research direction is to design an interface that can respond to end user's emotion and nonverbal communication.  Picard (2000) identified two types of emotion recognition, namely, self-report and concurrent expression. The technique "self report" requires the end user to indicate to the computer about his emotion.  The technique "concurrent expression" can automatically detect the facial and other physiological changes of the end users and interpret the changes as an input from the end user.  It was found that concurrent expression type interface is more accurate and useful for communication between the system and user.  Lieberman (2000) investigated the concept of context-sensitive computing system.  The goal of the user interface is to minimize input explicitly provided by the user.  Compared with the context abstraction or black box model of traditional computing, the ambient interface of modern computing attempts to establish a background awareness to capture the users' nonverbal input and require less of end users' attention to the system output.

With the increasing popularity of E-commerce, Web site design has become an important research subject.  Simon (2001) found that male has higher perception or acceptance to Web sites than female.  Females prefer sites that are less cluttered, with a minimal use of graphics and fewer levels of subpages to drill through.  Asians prefer the use of less bright colors, prefer green rather than blue while Europeans and North Americans request lighter or brighter colors with more images on the Web sites.  Compared with Europeans, Asians and Latins have more emphasis on the appearance rather than the speed of Web sites.  Sack (2000/2001) investigated the phenomenon of very large-scale conversation such as the electronic mail messages in news group Web sites.  It was suggested that social networks and semantic networks could be applied to facilitate very large-scale conversation on the Web.  

For documentation, Fisher (1999) found that technical communicators could contribute a lot to the interface design by writing online help and error message for information systems.  Early involvement of technical communicators in system design and development can enhance the system usability and success.

E-commerce

Regarding success factors for e-commerce, Lin (2000) identified the factors of quality of information and service, system use, playfulness, and system design quality.  Bhatti (2000) found that the task (information finding or merchandise buying) and the method of page loading (incremental or not) affect the acceptability of service quality.  The tolerance of delay is influenced by the users' conceptual model of how the system works.  Poor Web site performance leads to poor corporate image and security perception.  Rosenbaum (2000) suggested that the information imperatives of e-commerce consist of managing the information flow, being responsible users of information, as well as building and maintaining trust.  Parente (2000) investigated the critical factors for e-health business models, namely, lack of data standardization, uneven Internet access, local health insurance regulation, Health Insurance Portability and Accountability Act, privacy, venture capital, bricks retaliation, and free rider.  De (1999) identified four issues in the management of Web technology, which are management of change, quality, technology organization, and investment.

E-commerce represents a new business model to companies and many researchers focus their efforts on strategy formulation for e-commerce.  Cheng (2000) proposed an object-oriented model Organization Modeling and Management (OMM) to support dynamic role definition and role resolution for access control in e-commerce environment.  Vijayasarathy (1997) reported a survey result showing that electronic data interchange (EDI) use has an effect on channel intensity and formalization in inter-organizational relationship but not on channel information quality.  Channel intensity and formalization lead to channel cooperation and further to greater satisfaction and performance in e-transactions.  Truman (2000) investigated the phenomenon of integration.  Interface integration is between EDI and internal systems.  Internal integration is among internal systems.  Interface integration is significantly and negatively related with administrative and professional staffing with constant EDI users.  Begin (2002) presented a study of e-commerce practices of fifty-seven Quebec companies showing four types of Internet technology users along the two dimensions of Web user type (informational, promotional, transactional) and the degree of integration in business process (total, partial, minimal).  The four types of Internet technology users are explorers, advertisers, builders, and sellers.  

Lohse (2000) suggested that the Internet users start to get closer to the entire demography of US population.  Web site designs should be tailored to the user group of less educated, less income, and less tolerant of new technology in order to capture this emergent new e-market.  Culbertson (2000/2001) pointed out the "pure" and "direct" demand, the short lead time, and simple supply chain of e-commerce as unique characteristics for organizations to develop specialized replenishment logic for their inventory management systems.  Some suggestions include tracking changes in demand, continuously adjusting replenishment order rates, and using adaptive inventory stocking targets.    Schlosser (1999) presented a survey results indicating that users have special preferences toward Internet advertising or traditional advertising.  However, Internet advertising was perceived to be more informative and trustworthy.  K-Kakabads (2000) listed some factors to consider when formulating a business model for e-commerce: determine the nature of e-business (informational or transactional), advertisement and competition laws across countries, legal uncertainties in cross-border trade (such as product liabilities and fault), payment systems, delivery systems, telecommunication environments, physical writing requirements, privacy and security, and Internet abuse.

Regarding the technical side of e-commerce, Rossi (1999) compared different navigational patterns including set-based navigation, news, landmark, shopping basket, active reference, and nodes in context.  Spiteri (2000) compared different search engines including AltaVista, Excite, HotBot, InfoSeek, Lycos, and Yahoo, which are moderately consistent in the way they organize e-commerce sites.  Blair (1999) proposed Extensible Forms Description Language (XFDL) as an application of Extensible Markup Language (XML) to move paper-based form systems to the Internet while maintaining the data validity and security of paper-based transaction records.

Enterprise Model, Databases, Data Modeling

For the development of enterprise models, Holland (2001) described a three-stage model for the maturity process of enterprise resource planning systems.  The first stage is for the legacy system management and the initialization of ERP project.  The second stage is the exploitation of the functionality of the ERP system.  The third stage is the normalization of the ERP into the organization, adding systems such as customer relationship management, knowledge management, and supply chain planning.  Boykin (2001) mentioned the experience of using ERP to monitor the return material authorization process.

For the successful implementation of enterprise model, Piereira (1999) mentioned that there must be an organizational change and cultural change to adapt to the SAP software, not the other way around.  The SAP experience can be viewed as a resource, which is rare, durable, imperfectly mobile, non-substitutable, and difficult to replicate for sustainable competitiveness.  Besson (2001) analyzed ERP from a socio-cognitive viewpoint, which utilizes enacted dialogue and conflict types to understand different phases of ERP project including the stages of charting, engineering, deployment, and continuation.  Wortmann (2000) suggested the model of software components in a run-time environment to upgrade enterprise software.  Using the component model, an enterprise information system over its life cycle can be maintained by proper modeling of all the software components of the system.  Chalmeta (2001) suggested a reference architecture for enterprise integration.  A reference architecture is a framework that guides the design and implementation of an integrated enterprise system using a structured methodology and support tools.  Fen (2000) described the future of enterprise systems as based on the features of standardization, customization, and certification.  There will be markets for software components that sell middleware, tools, and components in different functional areas.  An organization can mix and match different tools, middleware, and components from different vendors to build a customized enterprise system.

For databases, Chiang (2000) suggested that data integration requires reverse engineering, schema, and instance elements to derive domain semantics.  Aiken (1999) described how the data requirement analysis led to the integration of an array of information systems in the Department of Defense.  The tools and techniques for the data requirements and engineering project include corporate information management, top-down and bottom-up analysis, data quality engineering methods, functional analysis, data architecture engineering, data reverse engineering, data evolution, enterprise model, strategic guidance, and data quality standards.  Sian (1999) discussed the application of cognitive psychology to information modeling and method engineering, which play a vital role in system development.  Post (2001) reported a survey result indicating transaction processing and application development as the two primary concerns for database users.  In addition, database developers and administrators are highly concerned about query performance, data integrity control, support for triggers, deadlock resolution, and control over data transaction logs in database management systems.

Internal Controls, Frauds

Otley (1999) proposed a framework to analyze the operation of management control systems.  The framework has five central components consisting of objectives, strategies/plans for attaining objectives, target setting, incentive/reward structures, and information feedback loops.  The framework was applied to three-organization control systems including budgeting, economic value added system, and balanced scorecard.  The proposed framework was able to identify weaknesses in each control system.

Davila (2000) investigated the relationship between project uncertainty, product strategy, and management control systems.  Significant effecting relationships were found for the following variable pairs: customer information and market uncertainty, management control system and technological uncertainty, cost information and lost cost product strategy, time information and time-to-market product strategy, use of management control systems and project performance, customer information and project for customer focused strategy, cost information and project for low cost strategy, as well as detailed project objectives and improved performance.

Euske (1999) discussed the role of management control systems in managing internal and external interdependencies in the domains of strategy and structure of the organization, the organizational field, and the state.  The case study has three findings.  First, the leader of the organization decided what to be controlled and how.  Second, management control systems were used to minimize the dependence on the regulatory body and to demonstrate the adaptability of the organization in meeting the evolving competitive environment.  Third, internal culture and market context are more important than national culture in explaining how management control works.

Whitley (1999) discussed the relationship between control systems and work organizations.  The four characteristics of control systems under investigation are the extent of reliance on formal rules and procedure, the extent of control over how economic activities are to be carried out, the involvement and influence of subordinates in control systems, and the scope of control systems.  The characteristics of work organizations under investigation include fragmentation of tasks, hierarchical coordination of activities, dependence on employee skills and commitment, firm type, firm size, diversity of activities, discontinuous change in activities, major shareholder lock-in, and owner control.

Curtis (2000) found that computer auditors employ three dimensions to structure audit knowledge.  The three dimensions are transaction flow, control objective, and control method (manual vs. computerized).  It was also found that there is a positive relationship between auditor performance and the use of transaction flow and control objective.  The variable of accounting education hours is positively related to the use of control objective, as well as the CIS-related work experience to the use of transaction flow.

Marginson (1999) compared and contrasted the management control perspective, the cybernetic perspective, the organizational behavior, and the contingency theory.  The management control perspective divides the organization into strategic level, mid-range level, and operational level controls.  Management control is a process by which managers ensure that resources are obtained and used effectively and efficiently in the accomplishment of organizational objectives.  The cybernetic perspective is error-based and single-looped.  A control action will be implemented to correct a problem when there is a mismatch between the actual outcomes of an activity under control and the objectives set for that activity.  The organizational behavior perspective focuses on the human dimensions of control processes and how the individual experience of organizational roles shapes the behavior and beliefs.  The contingency theory proposed the matching between controls and circumstances.  The major finding of the research is a two-tiered model for a management control system.    The traditional budgetary control extended no further than the second tier of management, and accounting information served only some of the purposes normally associated with such information.

Nelson (2000) developed a virtual auditing agent for accounting firms to collect or provide financial information and calculations about a company, and to reconcile this information with environmental data.  The auditing agent has the potential to be marketed as a value-added service to clients of accounting firms.  Yu (2000) proposed a periodical auditing process model (PAPM) to secure electronic technologies and to facilitate auditors' evidence collection and validation process for annual and semiannual audits.  The continuous auditing process model (CAPM) is used to extend the functions of PAPM for continuous auditing in a real-time transaction e-commerce environment.  Weber (2001) described the case of applying a geographic information system to find real estate frauds.

IT Values, Cost/Benefit Analysis, Cost Centers, Charge-Back, Intellectual Property

Gardiner (2000) advocated that NPV should be used not only at the beginning of a project, but also at the end as a postinvestment audit review.  In addition, it should also be used in the middle of a project as an ongoing monitor and control mechanism because the delay of a deliverable can have significant impact on the NPV of a project. 

Following Parker's (1988) suggestion of the tangible, quasi-tangible, and intangible benefits, Ryan (2000) incorporated social subsystem costs and benefits into the IT evaluation process.  Social subsystem benefits include productivity improvement, quality, improved decision-making ability, and labor savings.  Social subsystem costs include training and change management.  

Chircu (2000) suggested that IT values can be classified as potential and realized value flows in terms of process-level value flows and market-level value flows.  IT valuation barriers can be from industry, organization, and conversion process (resource, knowledge, usage). 

Moser (1999) suggested a method "system meter" to measure the cost of software development for object oriented systems.  The model was shown to be more effective than the function point metric and DOME system meter for cost estimation.

Lederer (2000) investigated the factors of system size/complexity, personnel capabilities/experience, hardware constraints, use of modern software tools/practices, users' understanding of software, volatility of requirements, and use of reusable software components for cost estimates of IS projects.  The factors were measured in a model interrelating the dimensions of estimate uses, estimating practices, estimate errors, and estimate bases.  The result shows that making developers, estimators, and managers more accountable for the estimates will improve the accuracy of cost estimates for IT projects. 

Lee (2000) applied nonparametric and parametric techniques to study the relationship between IT investments and firm output for hospitals over a period of 18 years.  The study found that higher technical efficiency leads to greater amount of IT capital, but lower allocation efficiency and resource allocation efficiency.  Whereas IT labor has negative contribution to productivity, non-IT capital has a positive contribution to productivity.

Van Damme (1999) developed a physical distribution cost model to support decision making for logistic management.  In the new economy, since the differences between fixed and variable, direct and indirect costs are not clear, the traditional cost allocation method is not well suited to capture all costs accurately.  There are three suggestions from the proposed model.  First, cost assignment should be activity based, which focuses on resources, activities, and cost objects.  Second, the structural resource, structural process, and structural product are the three factors contributing to the process view on cost determination.  Third, decisions should be based on effects on cash flow rather than on costs. Mishra (2001) proposed that the choice of traditional or activity-based costing model be dependent on the uncertainty about the managers' private information.  If the uncertainty is high, using ABC will yield higher earnings.  Innes (2000) reported a survey result showing a decrease of 3.5% (21% to 17.5%) in UK companies using activity based costing method between 1994 and 1999.  The potential complexity and cost were given by nonadopters as the reasons for not using ABC. Homburg (2001) suggested a model to support optimal cost driver selection.  The model has the unique feature of allowing a cost driver to be replaced by a combination of several cost drivers.  The model reduces the complexity of an ABC system and results in a more accurate cost allocation.

Geiger (1999) suggested the methods of estimation, detailed record keeping, and allocation according to cost drivers to translate raw accounting data into cost object information.  Based on the contingency theory, the development of accounting information systems is motivated by the interaction of environment, organizational structure, and management style.  Accounting information should be pulled by management rather than pushed by the accountants. Soares (1999) applied a heuristic approach to evaluate software projects.  The critical variables for the evaluation are calculated by traditional breakeven analysis.  The noncritical variables are estimated based on judgmental assumptions and sensitivity analysis.  

Kreie (1999) used a discriminant analysis to identify significant factors in determining ethical information system issues.  The analysis identified the factors of moral obligation, awareness of consequences, belief systems, legal environment, personal value, and societal environments as significant.  Brennan (2000) classified intellectual property into the categories of internal structure, external structure, and individual competence.  Dow Chemical company is using a six-phase management model for intellectual property, including portfolio phase, classification, strategy, valuation, competitive assessment, and investment.  

Jarvenpaa (2001) carried out a survey to investigate the relationship between intellectual property ownership and developer characteristics.  It was found that subjects associated organizational ownership more with information products (such as a written document or an information system) than with expertise (knowledge and ideas).  In other words, physical products tend to be viewed as owned by organizations rather than by the individual developers who work for the organization.  A stronger identification with organizational status and objectives will lead to a stronger beliefs of organizational ownership of corresponding information or expertise, which will further lead to more likelihood of sharing information or expertise with others.  There is no gender effect in sharing information product internally.  There is no age effect in sharing information product.  However, younger knowledge workers are more likely to have beliefs of organizational ownership for expertise.  Administrative staff is more likely than faculty to assign organizational property rights to both information and expertise. 

Ellis (2001) found that IT ethics has the dimensions of moral equity, relativism, and contractualism.  Moral equity is positively related to how the scenarios were perceived in a relative sense.  If the individual is personally affected, the moral equity is not as rigid as when other people are unfavorably affected even when the situation is relatively acceptable.  Also, people fail to recognize the violation of an unwritten contract.  Linderman (2001) advocated that the subject of information ethics must be publicly addressed by authority figure in the IS field.  As long as IS does not have ethics code and generally accepted principles on ethics issues, IS will not have a professional status as do physicians, accountants, lawyers, etc  
Project Management

Grundy (2000) suggested the techniques of "personal and strategic agenda analysis," "behavioral scenarios and difficulty," and "energy and frustration over time curves" to manage behavioral issues facing strategic projects.  Back (2001) defined information management strategy as a plan or method to improve how information is created, captured, entered, manipulated, exchanged, and stored.  The three strategies for information management are data management, document management, and information sharing.  Jiang (2000, 2001) identified top management support and user support as the two most important project risks affecting the success of projects.  On the other hand, project complexity, technology currency, and application experience are not important factors.  Pre-project partnering and software implementation policies (such as prototyping and training) are directly related to the project managers' performance.  The lack of clear role definitions and team conflicts can elevate project risks.

Keil (1999) proposed that IS managers need to identify troubled projects and terminate or redirect them before they consume more resources.  There tends to be escalation of commitment to a failing project.  In order to terminate runaway software project, there need to have de-escalation of commitment.  The greatest factor to trigger de-escalation of commitment is organizational tolerance for failure (not imposing severe punishment for failures).  Other positive factors include presence of publicly stated resource limits, awareness of problems facing the project, clarity of criteria for success and failure, emphasis on decision making process rather than outcome, regular evaluation of projects, and separation of responsibility for approving and evaluating projects.  Factors, which are not direct triggers to de-escalation of commitment, are change in top management, external shocks, change in project champion, consideration of alternative use of funds supporting a project, and visibility of project costs.  Keil (2000) studied the classification power of the self-justification theory, prospect theory, agency theory, and approach avoidance theory.  The approach avoidance theory was found to be the best classifier, which correctly classified over 70% of both escalated and nonescalated projects.

Hayes (2000) used a project charter as a planning document to provide a statement of the goal and direction of a project.  A project charter includes project overview, opportunity statement, impact statement, constraints, assumptions, and organization/resource/requirements of project team, project scope, objectives, justification, approach, acceptance, and deliverables.

Schmidt (2001) identified three groups of project risk factors.  The first group of risk factors has been stable and remained important over time for project management such as top management support, failure to gain user commitment, and misunderstanding the requirements.  The second group of risk factors has been less significant over time.  The third group of risk factors is emerging and unique to the new economy.  The third group of factors includes managing user relationship/expectation, inadequate project management methodology and project management skills, turbulence of business environment, diversity/multiplicity of stakeholders and user community, critical aspects in management environment, and evolution of IT infrastructure.

Barki (2001) suggested formal planning, internal integration, and user participation as important project management practice.  In order to increase project performance, the risk profile of a project has to be adjusted according to the risk exposure of the project.  Dey (1999) presented an integrated project-planning model based on business process re-engineering approach.  Dey (2001) adopted analytic hierarchy process (Saaty, 1980) to carry out project feasibility analysis for a petroleum pipeline project. Sambamurthy (2000) proposed an integrative framework for project management.  The framework consists of the factors task, stakeholder, transactions, context, structure, and outcomes, which are interacting and changing over the duration of project development.  Pinto (2000) recognized politics as a sensible tool to achieve project success.  An open and adaptable attitude to politics is essential.  The intent is to further projects' goals.  The techniques include networking, expanding connections, and using systems to give and receive favors.  The favorite tactics are negotiation and bargaining.

 Huq (2000) suggested concurrent testing as a better testing method than the traditional testing at the end of a software development project.  The cost is lower for concurrent testing.  The time and effort are the same for the two approaches.  Since it costs much more to correct problems when the software has been completed, concurrent testing can distribute the costs of problem correction over the entire development cycle.  Thite (2000) suggested a framework linking leadership style (transactional, transformation, and technical) to project success.  The most important contingency factors are project mission, top management support, and technical tasks.  Tam (1999) discussed the implementation of the Total Information Transfer System (ITIS) for communication facilitation in the construction industry in Hong Kong.  The communication services from the system include overseas fax fees, project coordinator's salary, air mailing charges, plane tickets for coordinator, sending drawings, IDD phone charges, document transfer fee, Internet service fees.  In the long run, companies with ITIS will benefit from adopting the system.

Uher (1999) investigated the actual use of risk management for project planning.  It was found that the actual application of risk management in the conceptual phase of a project is minimal.  Application of IT and integration of various information systems have more influence on the use of risk management than organization structure has.  Low levels of knowledge and skill also impede the use of risk management.  Ebert (1999) suggested a corporate program and an integrated measurement process for technical controlling in a large and highly distributed organization.  Fowler (1999) carried out a study to reveal the conflicting perceptions of success in an information system project.  The issues under investigation include the need for change and its organizational impacts, business alignment, power, politics, communication, skepticism at business unit level, communication between corporate center and business units, overselling, requirement specification, user involvement, flexibility, user participation, system design and delivery, training and support, and postimplementation support.

Wateridge (1999) suggested configuration management as a technique to manage deliverables by specifying the baselines, the auditing of products, and the authorization for changes.  The technique also controls the projects in the IS environment with the understanding of the impact of changes on other areas of the project.  Bowder (2000) used lexical analysis on a requirement specification document in order to identify individual objects, which can be translated directly into the final implementation phase of a project.  The object counts can be used to provide a first-cut effort estimate for software projects.

System Analysis, System Design, System Implementation

Morris (1999) compared the complexity and usability of object oriented (OO) technique with the traditional data flow diagram (DFD) technique for system analysis.  The concept of subjective mental workload (SMW) was used to measure the cost incurred by a human operator to achieve a particular level of performance.  The study found that both novice and experienced subjects have higher SMW (i.e., mental cost) when using object-oriented technique.  In terms of time for finding the solution, both groups are the same.  However, for DFD experienced individuals, DFD leads to higher quality solution and lower SMA than OO technique.

Johnson (1999) carried out a survey to determine the actual benefit of object oriented (OO) system development methodology.  The benefits for process usefulness of OO methods include code reusability and modularity.  The benefits for product usefulness of OO include higher quality and maintainability.  However, the benefits of decreased development time, productivity in the short term, and better run-time performance cannot be confirmed.  People adopt OO mainly because it can enhance their marketability in the industry, because social referents (e.g., academic, consultants) outside the organization advocate OO, not because management supports it, has commitment for it, or the project itself requires OO.  The learning curve of OO remains steep.  The availability of tools for a method directly affects whether the method will be used in industry.

Chuang (2000) developed a decision-driven OO analysis method, which is based on the information exchange perspective of decision making.  The method has the basic components of understanding and specification.  Understanding includes goal analysis, resource analysis, and decision analysis, which are supported by a goal hierarchy chart, decision modules, and communication loci correspondingly.  Specification has message and role analysis, object analysis, and class analysis, which are supported by a participant-role-message table, an object-property table, preliminary object models, glossary/data dictionary, and an object and class model. 

Lee (1999) suggested a scenario based, object oriented design methodology for hypermedia information systems.  The steps are domain analysis, object modeling, view design, navigation design, implementation (page) design, user interface design, logical database design, and construction.

Howard (1999) reported an experimental result showing that data-centered system development methodology did not produce a better data-intensive system design than a process-centered system development methodology.

Middleton (1999) investigated the benefits of structured system analysis and design as the mandatory method for UK central government software development projects.  The method was revealed to have the following problems.  First, the linear approach of structured system analysis and design cannot fit the ever shifting requirement environment.  Second, contingency choice approach is better than one single method.  Third, the method does not match well with strategic ambiguity and uncertainty.

Park (2000) suggested a system to measure the similarity between requirement sentences from different users, in order to identify possible redundancies and inconsistencies, and to extract ambiguous requirements for further clarifications.

Gasson (1999) suggested a social action model for information system design.  Since innovative IS design activity is situated in its organizational context, design skills should be learned through simulated design contexts, rather than from the communication of abstract models.  In addition, the goal definition of design must proceed recursively through the processes of design rather than fixed at the end of the definition phase.

Iversen (1999) proposed the approach of "problem diagnosis" to improve software development.  Problem diagnosis focuses on problem eliciting by software professionals and their commitment to effectuate the process improvement.  The approach is a normative model to supplement the traditional capability maturity model (CMM) or Bootstrap approach, with the objective to identify and prioritize improvement initiatives.

Aladwani (2000) investigated the relationship among group nature, group reward, group participation, and system outcome during system development process.  It was found that both heterogeneity and group-based rewards directly impact participation during system development.  Participation positively impacts outcomes, group-based rewards have a direct effect on outcome, but no direct effect is found between heterogeneity and system outcome.

Smart (2001) showed how a contextual design method can be used to design a customer-centered system.  The method uses contextual inquiry to work with users in the context of their own work environment to identify user needs.

Pant (2001) suggested a framework to guide the development of Web information system plans.  The framework has the phases of goal identification, analysis of process, business process redesign and design of Web information system.

Lehaney (1999) investigated information systems in tourism.  Participative and holistic approaches are used to reduce the possibility of failure and address end users issues through human-centered methods.  Human-centered methods are an approach to learning rather than problem solving, by facilitating discussion and incorporating values and beliefs within an inquiry context, with the objective of avoiding value and assumption conflicts.

Kreie (2000) found that end user training could significantly improve the overall design of an application but not for completeness and accuracy.  Lin (2000) reported that there is a positive relationship between user participation and user satisfaction.  Yeh (2001) identified substantive dissension and emotional hostility as two potential conflicts which are contributed by end users during IS development.  Whereas user participation and opportunities to vent disagreement can moderate the negative effect of substantive dissension, they don't help emotional hostility.  Eva (2001) reported that rapid application development techniques are suitable for identifying different forms of knowledge and requirements.

Sheetz (2001) proposed a model of fit between cognitive activities (decomposition, solution, understanding) and object oriented characteristics (abstraction, shared behavior, communication, problem orientation).  The study found that there is substantial consistency between the OO characteristics and cognitive activities.  Harrison (1999) developed a method of automated reverse engineering that supports legacy system program comprehension, and can recover design information from deployed commercial applications.  Wang (1999) suggested the use of high-level petri nets and first order temporal logic to enhance the expressive power of the systematic software architecture specification and analysis methodology (SAM).  Chen (1999) presented the structured OO approach with formal techniques for the development of real-time systems.  The formal techniques of hierarchical OOD and temporal agent theory can perform logical and physical architecture designs for both functional and non-functional requirements.  Ravichandran (1999) addresses the issue of reusability as a software process innovation that constitutes administrative and technological dimensions.  It was found that system delivery performance can be explained by the synergies between administrative and the technological dimensions of reusability.

Kawalek (1999) adopted a cybernetic approach to develop information systems in a complex and uncertain environment.  The approach understands IS as a viable system consisting of operation, coordination, management, intelligence to learn and adapt, and policy formation.  Soderquist (2000) investigated the three most important barriers of efficient implementation of information systems, namely, motivation of people using the system, reliability of information, and willingness of data owners to render information more transparent.

Jiang (1999) suggested that it is important to have system analysts with different design orientations (users, political, and technical) within an organization to be in a development team in order to enhance the success possibility.  Mauldin (1999) developed a model to relate system design alternatives, system orientation (technological, organizational, cognitive), and task performance.  Accounting tasks can be matched with system design alternatives at multiple levels of analysis.  Hunton (1999) reported that group discussion is better than individual user requirement identification for accounting information system development in terms of psychological and behavioral variables.  Clarke (2000) introduced an interventionist approach for system development, which combines functionalist, interpretivist (human-centered), and critical complementarist approaches.  The total system intervention methodology first surfaces the critical issues to be addresses, then selects a suitable approach to tackle those issues, and implements the change proposals.  The purpose is to carry out problem solving in a framework with critical review and reflection.

Payton (2001) compared the process approach and the factor approach for IS implementation of an inter-organizational system in the health industry.  The five factors under investigation are users, organization, task, technology, and environment.  The identified IS enablers include priori system planning, need assessment, and organizational readiness.  The factors of shared system topologies and behavioral consideration are positively related to the implementation success of the interorganizational system.  However, it was noted that the findings are applicable only in a less competitive market situation when interorganizational cooperation is favorably perceived.

Iivari (2001) proposed a framework for classifying system development method.  The framework has the components of methodologies, approaches, paradigms, and techniques.  Paradigm includes ontology, epistemology, methodology, and ethics.  Approach includes goals, guiding principles, fundamental concepts, and principles of the information system development process.  Methodology describes the detailed information system development process and techniques for generating deliverables for each phase of the development process.  Information system development approaches are as follows:

· SA/SD: Structured

· IM: Information Modeling

· DSS: Decision Support System

· STD: Socio-Technical Design

· Infol.: Infological

· OO: Object Oriented

· Interact.: Interactionist

· SA-Based: Speech Act-Based

· SSM: Soft Systems Methodology

· PWP: Professional Work Practice

· TU-ist: Trade Unionist

Methodologies for information system development include the following:

· SADT: Structured Analysis and Design Technique

· MSA: Modern Structured Analysis

· IE: Information Engineering

· NIAM: Nijssen's Information Analysis Method

· K&SM: Keen and Scott Morton's (1978) Methodology

· S&C: Sprague and Carlson's (1982) Methodology

· ETHICS: Effective Technical and Human Implementation of Computer-Base Systems Methodology

· Pava: Pava's (1983) Methodology

· ISAC: Information Systems Work and Analysis of Changes

· OOAD: Object Oriented Analysis and Design

· OOSE: Object Oriented Software Engineering

· SAMPO: Speech Act-Based Information Analysis Methodology with Computer-Aided Tools

· W&F: Winograd and Flores's Methodology

· SSM81: Checkland's (1981) Methodology

· Wilson84: Wilson's (1984) Methodology

· SSM90: Checkland and Scholes's (1990) Methodology

Techniques for information system development include the following:

· DFD: Data Flow Diagram

· ERD: Entity Relationship Diagram

· STD: State Transition Diagram

· IFD: Information Flow Diagram

· ISD: Information Structure Diagram

· IOA: Input/Output Analysis Diagram

· VT: Variance Table

· JSQ: Job Satisfaction Questionnaire

· OD: Object Diagram

· SC: Service Chart

· UC: Use Case

· OM: Object Model

· ID: Interaction Diagram

· CM: Conceptual Model

· CATWOE: Customers, Actors, Transformation, Weltanschauug, Owners, Environmental Constraints

· RP: Rich Picture

· MC: Maltesse Cross

· MU: Mockup

· FW: Future Workshop

Tomkins (2001) investigated how trust and information need shape the design of information systems across organizations.  Forms of alliances can be favored subcontracts, technology licensing, strategic alliances, research consortia, and joint ventures.  Whereas some organizations need to develop trust in system design, others need to cultivate a collaborative mastery of events during the design process.

Barki (2001) studies the phenomenon of interpersonal conflicts in information system developments, which can be represented in the three dimensions of disagreement, interference, and negative emotion.  No matter how interpersonal conflict was managed or resolved in the process, it was always perceived to be negative by stakeholders.

Manthou (2001) proposed a framework to develop and implement a bar-code system in inventory and marketing.  The system has the integrated functions of point-of-sale data entry, tracking sales, facilitate replenishment, control inventory level, and providing information to other business units for strategic decision-making.  

Headrick (1999) suggested that information system designs without consideration of general behavioral climate objectives of the organization might not survive in the long run.  IS developers should consider the nomothetic and ideographic issues when they develop the behavioral goals and design requirements for information systems.

Edan (2001) applied the past and future technology and software engineering tools from information system profession to production systems in manufacturing.  The affected manufacturing areas include controlling motion analysis, logic and sequences, task specification, and CAD/CAM database management and interaction with controls.

System Planning

Bajjaly (1999) discussed information system planning in public section.  IS strategic planning elements include IS mission, objectives, assignment of specific tasks to specific individual or units, and mechanisms for controls, feedback, and reporting.  All the planning elements can be combined in one single index to measure the fitness of information system planning.  Using the technology of document imaging in the public sector as the study subject, IS success was found to be positively related to IS strategic planning.

Tallon (2000) investigated the IT goals of unfocused, market focus, operation focus, and dual focus; also the process-oriented IT assessment model of value chain, value shop, and value network.  The study adopted executives' perception as proxy for IT values and identified the following several relationships.  First, focused goals lead to higher levels of IT values for value chain process.  Second, focused goals lead to higher levels of strategic alignment.  Third, higher level of strategic alignment leads to higher level of IT values.  Fourth, focused goals lead to greater use of IT evaluation techniques.  Fifth, greater use of IT evaluation techniques leads to higher level of strategic alignment.  Sixth, using postimplementation valuation techniques yield higher perceived levels of IT business value than using pre-implementation techniques alone.

Van Der Zee (1999) studied the relationship between management process and IT planning.  It was proposed that organizations should have fluid management processes, performance goals, and feedback mechanisms to cover both business goals and potential roles of IT.  Since the role of IT cannot be derived directly from business and functional requirements, IT infrastructure should have special treatment in the process of integrating IT into business management process.  In addition, IT and business management should use the same performance measurement language (such as the balanced scorecard) to represent the overall goals and quantified norms for the entire business.

Pant (1999) criticized the practice of single focus on impact or alignment in existing strategic information system planning methodologies.  For example, value chain analysis deals with impact but not alignment, whereas business system planning, strategic system planning, information engineering, and method/1 deal with alignment but not impact.  The study suggested a model that can manage external environment and maximize internal networking of processes and resources.  The product is a three-dimensional enterprise model for thinking, establishing information resources, and evaluating micro-economic bases. 

Hackney (1999) suggested a framework to link information system planning to end user computing, which allows key information and technology users to share the planned vision for the enterprise.  Martinsons (1999) discussed the human factors for planning, development, and implementation of information systems.  Potential human factor problems for IT usage include IT being interfered with an established social network, managers being techno-phobic, short-sighted, or complacent, IT decisions being inherently political, and IT being designed to redirect information flow and redistribute power rather than to improve performance.  The users can involve in the system development life cycle in one or more of the following modes: reactive, supportive, or proactive.  The study found that greater involvement by human resource specialists during IS planning and design phases can reduce human factor problems both during and after IS implementation.

Gottschalk (1999) investigated the implementation predictors of strategic information systems plans in Norway environment.  The proposed model has the components of resources, users, analyses, changes, resistance, IT, relevance, responsibility, management, and implementation issues.  The study found that top management support is not a significant factor in implementation success of IS plans.  The proposed model explained only 19% of all variance for the sample.

Rivers (1999) investigated the essential alignment between IS and organizational goals for total quality management in hospital environment.  The study found that the patient data, clinical and medical information, administration data, financial data, and personnel data must be integrated in a decision support system environment in order for the monitoring, evaluation, and analysis to function properly.  Nasi (1999) described strategy thinking as management process, game playing, and leadership process.  Comparing information system approach and strategy thinking can reveal those areas that require mutual cooperation in the system planning process.  Martinsons (1999) adapted the balanced scorecard concept to strategic management of information systems by providing values to customers, internal business processes, and organizational learning and growth.  Kardaras (1999) applied the fuzzy cognitive map (FCM) to simulate the strategic information system planning.  The fuzzy approach is especially suitable for ill-structured domains and problems with qualitative knowledge.

Technology

Gallivan (2001) investigated the influence and process leading to secondary adoption and organizational assimilation of technology when the technology is chosen by an authority figure.  The proposed framework explains how (managerial interventions, training sessions, help desk, subjective norms, etc) and when employees will adopt a technology.  

Davis (2000) investigated the effect of IS technology on accountants' roles in an organization.  The effects include the flattening of accounting organizational hierarchies, development of networked reporting relationships, accountants being more involved in problem identification and analytical work than in score keeping, and controls being disbursed among different organizational units.

Kayworth (2000) studied how the PC/LAN infrastructure standards affect the perceptions on the responsiveness and integration of enterprise-wide systems.  It was found that the organizational context within which the standards are evolved, implemented, and used has great influence on how the standards are perceived.

Mathieson (2001) extended the technology acceptance model (TAM) by adding the dimension of perceived user resources.  The TAM model was originally proposed by Davis (1989), which explains the relationship between ease of use, usefulness, user attitude, and intention to use the system for technology adoption.  The extension to the TAM was confirmed to be useful in better understanding the phenomenon of technology acceptance.

Drury (1999) investigated "push" and "pull" as two impetuses for information technology adoption.  Push is the impetus for products to be promoted directly in channels toward consumers.  Pull is the impetus from consumers or primary buyers to obtain products.  Survey results indicate that financial organizations using technological push require user accessibility and support, manufacturing organizations having internal demand pull can achieve highest level of benefits, and service organizations tend to have both push and pull impetuses working at the same time.
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GLOSSARY OF TERMS

-  A  -

Automated Polling: A procedure in which the mainframe computer automatically checks each remote device one at a time to see if there are any messages waiting to be communicated

-  B  -

Back-office Systems: Administrative applications, primarily for accounting and finance, that process the day-to-day transactions required to operate an organization

Batch Processing: The process where business transactions are accumulated over a period of time and then used as a single batch to update records

Benchmarking: Comparing different computer system operations under identical conditions in order to assess the effectiveness of one system or another

Benefits Grid: A graphic tool for portraying proposed system revenue increases and cost reductions, both tangible and intangible

Best Known Methods (BKM): (also known as Best of Breed.)  A method of benchmarking where the best-known applications of the type to be implemented are researched to provide an optimal conceptual design 

Best of Breed: See Best Known Methods
Bill of Lading: A document that accompanies shipped materiel and identifies in-transit information such as the carrier, source, destination, etc 

Break-even ROI Model: A Cost-Benefit technique that determines at what point in time cash flow changes from negative to positive

-  C  -

Central Processing Unit (CPU): The hardware that contains circuitry controlling the interpretation and execution of computer instructions

Charge-back Systems: A cost accounting model where the IT department allocates processing and development costs and charges them to internal user accounts 

Control Parameters: Data values sent from a central location to decentralized units that allow for centralized control over dispersed computing activities (e.g., standard prices)

Corrective Controls: Procedures established to remedy problems uncovered by detective controls; these include disaster recovery methods  

Cost-Benefit Horizon: The number of years into the future that system costs and benefits are projected

Cost-plus Project Billing: A project billing approach where the client reimburses all project costs and adds a payment that is a fixed percentage above costs

Crash (Direct) Changeover: A system implementation technique where the current system is discontinued and the new system activated simultaneously

-  D  - 

Day-one Approach: A systems implementation tactic where, as of a certain date, all newly arriving transactions are processed to the new system and all records pertaining to these transactions are converted to the new system format at the time of transaction processing

Detective Controls: Controls designed to discover internal control problems soon after they arise

Direct (Crash) Changeover: See Crash Changeover
Discounted Payback-period Model: A Cost-Benefit approach where future costs and benefits are discounted by the percentage return the organization would expect if it used system investment funds for other purposes

Drop-in Web Server: A vendor product that converts traditional information applications to e-commerce applications by diverting all transactions through a special server, which interfaces with the Internet

-  E  -

Enterprise Resource Planning (ERP) Model: A system that integrates all aspects of an organization’s activities into one accounting information system 
Ergonomics: Study of the welfare, satisfaction and performance of people working with the physical aspects of the workplace (e.g., lighting)

Executive Information System (EIS): An information system designed to provide executives with the information needed to make strategic plans, control and operate the company, monitor business conditions, and identify business problems and opportunities

Expert Systems: A computerized information system that allows non-experts to make decisions normally allocated to experts 

-  F  -

Functionality: The percent of required system features that are contained in a specific development alternative (e.g., purchased software package)

Functionality Matrix: A graphic technique for comparing different alternatives based on criteria that cannot be measured in dollars

-  H  -

Human Factors: Study of the welfare, satisfaction and performance of people working with the software aspects of an information system (e.g., navigation path, use of color) 

-  I  -

Infrastructure: (also known as Information Infrastructure) How specific computers, networks, databases, and other facilities are arrayed, and how they are connected, operated and managed

Integration: The combining of information system subsystems and applications

Inventory Adjustment Document: A transaction that corrects discrepancies between record balances and the actual count of units on hand in the warehouse

-  K  -

Kilobyte Second: 1,000 bytes of primary storage space (core memory) used for one second; defines computer usage as a function of both time and space

Kiosk: A self-contained, computerized, point-of-sale location where sales are captured and customers serviced

-  L  -
Local Area Network (LAN): A network that links together personal computers (PCs), disk drivers, word processors, and other equipment that is located in a limited geographical area (e.g., building)
-  M  -

Mean Time between Repairs (MTBF): The average time between successive repairs required to a computer system or hardware component

Mean Time to Repair (MTR): The average time that a computer system or hardware component is out of service for repair

-  N  -

Normalization: The process of following guidelines for properly designing a relational database that is free of delete, insert and update anomalies

-  O  -

Operations Service Center: A location where all of an organization’s network nodes and computer workstations are connected, monitored, and maintained

Off-the-shelf (OTS) Software: Software that can be implemented and operated with a minimum of modifications required

-  P  -

Packing Slip: A document identifying the contents of a shipment

Parallel Cutover:  An implementation tactic in which the new and old systems are operated simultaneously until the organization is assured that the new system is functioning correctly

Payback-period ROI model: A Cost-Benefit technique in which one computes the number of years required for net savings to equal the initial investment cost

Picking Slip: (also called Picking Ticket) A document authorizing the release of merchandise from the warehouse to the shipping department

Point-of-sale (POS) System: Information systems that contain electronic devices that capture sales information when and where it is generated

Preventive Controls: Internal controls that place restrictions on and require documentation of transaction activities so as to reduce the occurrence of errors and deviations

Proof of Concept: A set of design specifications, perhaps including a prototype model that is used to demonstrate the efficacy of a proposed information system’s conceptual design

-  R -

Relationship-Entity-Attribute (REA) Data Model: A graphic data model developed explicitly for designing databases; it contains information on data objects, entities, relationships, and attributes 

Real-time Processing: The immediate posting of transaction data to applicable records so that record balances are current as of the last transaction

Receipt Reconciliation: The checking of money receipts against collection transactions to detect collection anomalies

Request for Information (RFI): An informal (non-contractual) solicitation from vendors for information relating to a new information system proposal

Request for Proposal (RFP): A formal (contractual) solicitation from vendors for proposals on designing and implementing all or part of a proposed new system

Requisite Variety: The resource capacity (e.g., time, funds) to solve a specific problem 

Return on Investment (ROI) Models: Cost-Benefit models that compute the time required for an organization to recoup the initial investment required to develop a new system

-  S -

SAP: A specific vendor software package providing ERP capabilities

Scalability: The ability to run applications or other software on any open system where the hardware can range from a laptop PC to a super computer

Server: A high-capacity computer that contains network software, which handles communicating, storage, and resource sharing needs of other computers in the network

Systems Integrators: Information vendors who provide a full range of system development services including hardware procurement and installation, software development, and systems servicing and maintenance

-  T  -

Technology Refresh: The capability to continually monitor and upgrade a system in order to keep it current with required changes in capacity, currency or functionality

-  W  -

Wide-area Network (WAN): A telecommunications network that covers a large geographical area and uses various media including telephone lines, cables, microwaves, and satellites to communicate to a variety of locations

Web-server: One of many large computers scattered worldwide on the Internet and connected to thousands of networks and users

-  Z  -

Z-out Process: End-of-day or end-of-shift reconciliation of sales and monies collected

The definitions were adapted partially from the following references:

Martin, M.; Analysis and Design of Business Information Systems; 2nd Ed,; Prentice Hall, 1995

Romney, M. and P. Steinbart; Accounting Information Systems; 8th Ed.; Prentice Hall, 2000

Turban, E., E. McLean and J. Wetherbe; Information Technology for Management; 2nd Ed.; Wiley, 2000
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