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Chapter 1. - Searching the Web
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Introduction to Web Searching

According to recent results of a study published by Cyveillance, the World Wide Web is estimated to contain more than two billion pages of publicly-accessible information. As if the Web's immense size weren't enough to strike fear in the heart of all but the most intrepid surfers, consider that the Web continues to grow at an exponential rate: tripling in size over the past two years, according to one estimate. 

Add to this, the fact that the Web lacks the bibliographic control standards we take for granted in the print world: There is no equivalent to the ISBN to uniquely identify a document; no standard system, analogous to those developed by the Library of Congress, of cataloguing or classification; no central catalogue including the Web's holdings. In fact, many, if not most, Web documents lack even the name of the author and the date of publication. Imagine that you are searching for information in the world's largest library, where the books and journals (stripped of their covers and title pages) are shelved in no particular order, and without reference to a central catalogue, it’s a researcher's nightmare without question. Is the World Wide Web defined? No, not exactly. Instead of a central catalogue, the Web offers the choice of dozens of different search tools, each with its own database, command language, search capabilities, and method of displaying results. 

Given the above, the need is clear to familiarize yourself with a variety of search tools and to develop effective search techniques, if you hope to take advantage of the resources offered by the Web without spending many fruitless hours flailing about, and eventually drowning, in a sea of irrelevant information. 

Search Engines and Subject Directories
The two basic approaches to searching the Web are search engines and subject directories (also called Portals). 

Search engines allow the user to enter keywords that are run against a database (most often created automatically, by "spiders" or "robots"). Based on a combination of criteria (established by the user and/or the search engine), the search engine retrieves WWW documents from its database that matches the keywords entered by the searcher. It is important to note that when you are using a search engine you are not searching the Internet "live", as it exists at this very moment. Rather, you are searching a fixed database that has been compiled some time previous to your search. 

While all search engines are intended to perform the same task, each goes about this task in a different way, which leads to sometimes amazingly different results. Factors that influence results include the size of the database, the frequency of updating, and the search capabilities. Search engines also differ in their search speed, the design of the search interface, the way in which they display results, and the amount of help they offer. 

In most cases, search engines are best used to locate a specific piece of information, such as a known document, an image, or a computer program, rather than a general subject. 

Examples of search engines include: 

· AltaVista (http://www.altavista.com) 

· Excite (http://www.excite.com/search) 

· FAST (http://www.alltheweb.com) 

· Google (http://www.google.com) 

· HotBot (http://hotbot.lycos.com) 

· Northern Light (http://www.northernlight.com) 

The growth in the number of search engines has led to the creation of "meta" search tools, often referred to as multi-threaded search engines. These search engines allow the user to search multiple databases simultaneously, via a single interface. While they do not offer the same level of control over the search interface and search logic as do individual search engines, most of the multi-threaded engines are very fast. Recently, the capabilities of meta-tools have been improved to include such useful features as the ability to sort results by site, by type of resource, or by domain, the ability to select which search engines to include, and the ability to modify results. These modifications have greatly increased the effectiveness and utility of the meta-tools. 

Popular multi-threaded search engines include: 

· Metacrawler (http://www.metacrawler.com) 

· Ixquick (http://www.ixquick.com) 

· SurfWax  (http://www.surfwax.com 

· Dogpile (http://www.dogpile.com) 

· ProFusion (http://www.profusion.com) 

Subject-specific search engines do not attempt to index the entire Web. Instead, they focus on searching for Web sites or pages within a defined subject area, geographical area, or type of resource. Because these specialized search engines aim for depth of coverage within a single area, rather than breadth of coverage across subjects, they are often able to index documents that are not included even in the largest search engine databases. For this reason, they offer a useful starting point for certain searches. The table below lists some of the subject-specific search engines by category. For a more comprehensive list of subject-specific search engines, see one of the following directories of search tools: 

· Beaucoup! (http://www.beaucoup.com) 

· Search Engine Colossus (http://www.searchenginecolossus.com) 

· Searchengines.com (http://www.searchengines.com/) 

Table of selected subject-specific search engines 
	Regional (Canada) 

AltaVista Canada (http://www.altavistacanada.com) 

Excite Canada (http://www.excite.ca/) 

Yahoo! Canada (http://ca.yahoo.com/) 

Regional (Other) 

Geographically specific search engines (Beaucoup): 

Americas 

Asia/Australia/Middle East/Africa 

Europe 
	Companies 

Advice for investors (http://www.adviceforinvestors.com) 

Hoover's Online (http://www.hoovers.com/) 

InfoSpace Canada (http://www.infospace.com/canada/index_ylw_ca.htm) 

Wall Street Research Net (http://www.wsrn.com/) 

WorldPages (http://www.worldpages.com/) 

	People (E-mail addresses) 

Bigfoot (http://bigfoot.com/) 

InfoSpace Canada Email Search (http://www.infospace.com/canada/email1.htm) 

WhoWhere? (http://www.whowhere.lycos.com) 

Yahoo! People Search (http://people.yahoo.com/) 
	People (Postal addresses & telephone numbers) 

Bigfoot (http://bigfoot.com/) 

Canada 411 (http://canada411.sympatico.ca) 

InfoSpace Canada People Finder (http://www.infospace.com/canada/index_ppl_ca.htm) 

Switchboard.Com (http://www.switchboard.com) 

	Images 

The Amazing Picture Machine (http://www.ncrtec.org/picture.htm) 

Lycos Multimedia (http://multimedia.lycos.com/) 

WebSEEk (http://www.ctr.columbia.edu/webseek/) 

Yahoo! Picture Gallery  (http://gallery.yahoo.com/) 
	Jobs 

+Jobs Canada 

Monster.ca (http://www.monster.ca/) 

Monster.com (http://www.monster.com/) 

Canada Job Bank (http://www.jobbank.gc.ca/) 

The Riley Guide (http://www.dbm.com/jobguide/) 

	Games 

Games Domain (http://www.gamesdomain.com/) 

GameSpot (http://gamespot.com/gamespot/) 
	Software 

Jumbo (http://www.jumbo.com) 

Shareware.com (http://shareware.cnet.com/) 

ZDNet Downloads (http://www.zdnet.com/downloads/) 

	Health/Medicine 

Achoo (http://www.achoo.com/) 

BioMedNet (http://www.bmn.com/) 

Combined Health Information Database (http://chid.nih.gov/) 

MayoClinic.com (http://www.mayohealth.org/) 

MEDLINEplus (http://www.nlm.nih.gov/medlineplus/) 
	Education/Children's Sites 

AOL NetFind Kids Only (http://www.aol.com/netfind/kids/) 

Blue Web'n (http://www.kn.pacbell.com/wired/bluewebn/) 

Education World (http://www.education-world.com/) 

Kids Domain (http://www.kidsdomain.com) 

KidsClick! (http://www.kidsclick.org/) 

Yahooligans! (http://www.yahooligans.com) 


How Search Engines Work.
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Before a search engine can tell you where a file or document is, it must be found. To find information on the hundreds of millions of Web pages that exist, a search engine employs special software robots, called spiders, to build lists of the words found on Web sites. When a spider is building its lists, the process is called Web crawling. (There are some disadvantages to calling part of the Internet the World Wide Web -- a large set of arachnid-centric names for tools is one of them.) In order to build and maintain a useful list of words, a search engine's spiders have to look at a lot of pages. 

How does any spider start its travels over the Web? The usual starting points are lists of heavily used servers and very popular pages. The spider will begin with a popular site, indexing the words on its pages and following every link found within the site. In this way, the spidering system quickly begins to travel, spreading out across the most widely used portions of the Web. 

Google.com began as an academic search engine. In the paper that describes how the system was built, Sergey Brin and Lawrence Page give an example of how quickly their spiders can work. They built their initial system to use multiple spiders, usually three at one time. Each spider could keep about 300 connections to Web pages open at a time. At its peak performance, using four spiders, their system could crawl over 100 pages per second, generating around 600 kilobytes of data each second. 

Keeping everything running quickly meant building a system to feed necessary information to the spiders. The early Google system had a server dedicated to providing URLs to the spiders. Rather than depending on an Internet service provider for the Domain Name Server (DNS) that translates a server's name into an address, Google had its own DNS, in order to keep delays to a minimum. 

When the Google spider looked at an HTML page, it took note of two things: 

· The words within the page 

· Where the words were found 

· Words occurring in the title, subtitles, Meta tags and other positions of relative importance were noted for special consideration during a subsequent user search. 

The Google spider was built to index every significant word on a page, leaving out the articles "a," "an" and "the." Other spiders take different approaches. 

These different approaches usually attempt to make the spider operate faster, allow users to search more efficiently, or both. For example, some spiders will keep track of the words in the title, sub-headings and links, along with the 100 most frequently used words on the page and each word in the first 20 lines of text. Lycos is said to use this approach to spidering the Web. 
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Other systems, such as AltaVista, go in the other direction, indexing every single word on a page, including "a," "an," "the" and other "insignificant" words. The push to completeness in this approach is matched by other systems in the attention given to the unseen portion of the Web page, the meta tags. 

Once the spiders have completed the task of finding information on Web pages (and we should note that this is a task that is never actually completed -- the constantly changing nature of the Web means that the spiders are always crawling), the search engine must store the information in a way that makes it useful. There are two key components involved in making the gathered data accessible to users: the information stored with the data, and the method by which the information is indexed. 

In the simplest case, a search engine could just store the word and the URL where it was found. In reality, this would make for an engine of limited use, since there would be no way of telling whether the word was used in an important or a trivial way on the page, whether the word was used once or many times or whether the page contained links to other pages containing the word. In other words, there would be no way of building the "ranking" list that tries to present the most useful pages at the top of the list of search results. 

To make for more useful results, most search engines store more than just the word and URL. An engine might store the number of times that the word appears on a page. The engine might assign a "weight" to each entry, with increasing values assigned to words as they appear near the top of the document, in sub-headings, in links, in the meta tags or in the title of the page. Each commercial search engine has a different formula for assigning weight to the words in its index. This is one of the reasons that a search for the same word on different search engines will produce different lists, with the pages presented in different orders. 

Regardless of the precise combination of additional pieces of information stored by a search engine, the data will be encoded to save storage space. For example, the original Google paper describes [image: image108.png]


using 2 bytes, of 8 bits each, to store information on weighting -- whether the word was capitalized, its font size, position, and other information to help in ranking the hit. Each factor might take up 2 or 3 bits within the 2-byte grouping (8 bits = 1 byte). As a result, a great deal of information can be stored in a very compact form. After the information is compacted, it's ready for indexing. 

An index has a single purpose: It allows information to be found as quickly as possible. There are quite a few ways for an index to be built, but one of the most effective ways is to build a hash table. In hashing, a formula is applied to attach a numerical value to each word. The formula is designed to evenly distribute the entries across a predetermined number of divisions. This numerical distribution is different from the distribution of words across the alphabet, and that is the key to a hash table's effectiveness. 

In English, there are some letters that begin many words, while others begin fewer. You'll find, for example, that the "M" section of the dictionary is much thicker than the "X" section. This inequity means that finding a word beginning with a very "popular" letter could take much longer than finding a word that begins with a less popular one. Hashing evens out the difference, and reduces the average time it takes to find an entry. It also separates the index from the actual entry. The hash table contains the hashed number along with a pointer to the actual data, which can be sorted in whichever way allows it to be stored most efficiently. The combination of efficient indexing and effective storage makes it possible to get results quickly, even when the user creates a complicated search. 

Search Strategy
Regardless of the search tool being used, the development of an effective search strategy is essential if you hope to obtain satisfactory results. A simplified, generic search strategy might consist of the following steps: 

1. Formulate the research question and its scope 

2. Identify the important keywords within the question 

3. Change keywords into more suitable search words

4. Include synonyms and variations of those terms 

5. Prepare your search logic

This strategy should be applied to a search of any electronic information tool, including library catalogues and CD-ROM databases. However, a well-planned search strategy is of especially great importance when the database under consideration is one as large, amorphous and evolving as the World Wide Web. Along with the characteristics already mentioned in the Introduction, another factor that underscores the need for effective Web search strategy is the fact that most search engines index every word of a document. This method of indexing tends to greatly increase the number of results retrieved, while decreasing the relevance of those results, because of the increased likelihood of words being found in an inappropriate context. When selecting a search engine, one factor to consider is whether it allows the searcher to specify which part(s) of the document to search (eg. URL, title, first heading) or whether it simply defaults to search the entire document. 
Search logic refers to the way in which you, and the search engine you are using, combine your search terms. For example, the search Okanagan University College could be interpreted as a search for any of the three search terms, all of the search terms, or the exact phrase. Depending on the logic applied, the results of each of the three searches would differ greatly. All search engines have some default method of combining terms, but their documentation does not always make it easy to ascertain which method is in use. Reading online Help and experimenting with different combinations of words can both help in this regard.  Most search engines also allow the searcher to modify the default search logic, either with the use of pull-down menus or special operators, such as the + sign to require that a search term be present and the - sign to exclude a term from a search. 

Boolean Searching 

Boolean searching is a way to make keyword searching more precise. Use the terms and, or, and not to show what terms to include or exclude in a search. Not should be used sparingly.
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	AND
(same as "all of these")
	OR
(same as "any of these")
	NOT

	Use AND to combine terms to get fewer results. Use for different concepts. 

Internet AND Mental Health would find records that have both words in the record.
	Use OR to combine terms to get more results. Use for synonyms or similar concepts. 

Mental Health OR Depression would find records with either word in the record.
	Use NOT to eliminate records with a particular word. 

Depression NOT Economic would find everything on depression except items on economic depression.


Constructing a search statement:
Use parentheses to indicate which ideas need to be processed together first. For example, if you want information on the effect of the Internet on either mental health or depression, write your search this way: (mental health or depression) and Internet
Keyword Searching Command Symbols (or, other cool tricks):

? Truncation (at end of the word)
+ Required term (before the word)
* Important term (before the word)
- Exclude this term (same as NOT)
"" As a phrase 
( ) Nesting
and/or/not Boolean operators

What is searching "as a phrase"?

When you want two of more words to appear next to each other, in a particular order, in your search results, you would want to search "as a phrase". Use quotation marks " " to make sure that the words are found next to each other instead of in different parts of the record.

Example: to search for New York, you would enter "New York". 

Search Tips
In most cases, an effective search strategy, the correct use of Boolean logic, and familiarity with the features of each of the search engines will lead to satisfactory results. However, there are additional techniques that may further improve your results in particular circumstances. The following search tips apply to one or more of the search engines discussed in this workshop. 
  

	Ctrl-F: After following a link to a document retrieved with a search engine, it is sometimes not immediately apparent why the document has been retrieved. This may be because the words for which you searched appear near the bottom of the document. A quick method of finding the relevant words is to type Ctrl-F to search for the text in the current document.

	Bookmark your results: If you are likely to want to repeat a search at a later date, add a bookmark (or favorite) to your current search results.

	Right truncation of URLs: Often, a search will retrieve links to many documents at one site. For example, searching for "Okanagan University College Library" will retrieve not only the OUC Library home page (http://www.ouc.bc.ca/libr), but also any pages that contain the phrase "Okanagan University College Library", whether or not they are linked to the home page (eg. this page - http://www.ouc.bc.ca/libr/connect96/search.htm). Rather than clicking on each URL in succession to find the desired document, truncate the URL at the point at which it appears most likely to represent the document you are seeking and type this URL in the Location box of your web browser.

	Guessing URLs: Basic knowledge of the way in which URLs are constructed will help you to guess the correct URL for a given web site. For example, most large American companies will have registered a domain name in the format www.company_name.com (eg. Microsoft - www.microsoft.com); American universities are almost always in the .edu domain (eg. Cornell - www.cornell.edu or UCLA - www.ucla.edu); and Canadian universities follow the format www.university_name.ca (eg. Simon Fraser University - www.sfu.ca or the University of Toronto - www.utoronto.ca).

	Wildcards: Some search engines allow the use of "wildcard" characters in search statements. Wildcards are useful for retrieving variant spellings (eg. color, colour) and words with a common root (eg. psychology, psychological, psychologist, psychologists, etc.). Wildcard characters vary from one search engine to another, the most common ones being *, #, and ?. Some search engines permit only right truncation (eg. psycholog*), while others also support middle truncation (eg. colo*r).

	Relevance ranking: All of the search engines covered in this workshop use an algorithm to rank retrieved documents in order of decreasing relevance. (3) Consequently, it is often not necessary to browse through more than the first few pages of results, even when the total results number in the thousands. Furthermore, some search engines (eg. AltaVista) allow the searcher to determine which terms are the most "important", while others have a "more like this" feature that permits the searcher to generate new queries based on relevant documents retrieved by the initial search. These features are discussed in more detail in the following section of this document.


Fay-Wolfe, Dr. Vic. (n.d.), Searching
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Note-Taking Skills
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An Introduction

Effective note-taking from lectures and readings is an essential skill for university study. Good note taking allows a permanent record for revision and a register of relevant points that you can integrate with your own writing and speaking. Good note-taking reduces the risk of plagiarism. It also helps you distinguish where your ideas came from and how you think about those ideas.
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Effective note-taking requires:
· Recognising the main ideas

· Identifying what information is relevant to your task

· Having a system of note taking that works for you

· Reducing the information to note and diagram format

· Where possible, putting the information in your own words

· Recording the source of the information
Reading Note-taking Strategies

1. Be Selective and Systematic

As you take notes from a written source, keep in mind that not all of a text may be relevant to your needs. Think about your purpose for reading.
· Are you reading for a general understanding of a topic or concept?

· Are you reading for some specific information that may relate to the topic of an assignment?
Before you start to take notes, skim the text. Then highlight or mark the main points and any relevant information you may need to take notes from. Finally—keeping in mind your purpose for reading—read the relevant sections of the text carefully and take separate notes as you read.
A Few Tips about Format
Set out your notebooks so that you have a similar format each time you take notes.
· Columns that distinguish the source information and your thoughts can be helpful.

· Headings that include bibliographic reference details of the sources of information are also important.

· The use of colour to highlight major sections, main points and diagrams makes notes easy to access.
2. Identify the Purpose and Function of a Text

Whether you need to make notes on a whole text or just part of it, identifying the main purpose and function of a text is invaluable for clarifying your note-taking purposes and saving time.
· Read the title and the abstract or preface (if there is one)

· Read the introduction or first paragraph

· Skim the text to read topic headings and notice how the text is organised

· Read graphic material and predict its purpose in the text
Your aim is to identify potentially useful information by getting an initial overview of the text (chapter, article, pages …) that you have selected to read. Ask yourself; will this text give me the information I require and where might it be located in the text?

3. Identify How Information is Organised

Most texts use a range of organising principles to develop ideas. While most good writing will have a logical order, not all writers will use an organising principle. Organising principles tend to sequence information into a logical hierarchy, some of which are:
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Past ideas to present ideas

· The steps or stages of a process or event

· Most important point to least important point

· Well known ideas to least known ideas

· Simple ideas to complex ideas

· General ideas to specific ideas

· The largest parts to the smallest parts of something

· Problems and solutions

· Causes and results
An Example:

Read the text below on ‘Underwater Cameras’ and then look at how the text is presented in note form. The most important words to include in notes are the information words. These are usually nouns, adjectives and verbs .
Underwater Cameras
Regular cameras obviously will not function underwater unless specially protected. Though housings are available for waterproofing 35 mm and roll-film cameras, a few special models are amphibious –they can be used above or below the water. Most of these cameras are snapshot models, but one, Nikon, is a true 35 mm system camera. Though lenses and film must be changed on the surface, the camera will otherwise function normally at depths down to 70 mm. Four lenses are available: two of these, which have focal lengths of 90 mm and 35 mm, will function in air and water; the other two of these, which have focal lengths of 90 mm and 35 mm, will function in air and water; the other two, the 28 and 15 mm lenses, work only under water. Lenses are also available from other manufacturers.
Sample Notes from the text ‘Underwater Cameras’
Underwater Cameras

1. Regular Cameras, special housing necessary

2. Amphibious

a) Snapshot models

b) Nikons (35 mm) Lenses

i) Air & water 35 mm‘90 mm

ii) Only under water 28 mm 15 mm
4. Include Your Thoughts

When taking notes for an assignment it is also helpful to record your thoughts at the time. Record your thoughts in a separate column or margin and in a different colour to the notes you took from the text.
· What ideas did you have about your assignment when you read that information?

· How do you think you could use this information in your assignment?

Listening Note-taking Strategies

Many of the strategies for reading note taking also apply to listening note taking. However, unlike reading, you can't stop a lecture and review as you listen (unless you listen to a taped lecture). Therefore preparation prior to listening can greatly improve comprehension.
· Have a clear purpose

· Recognise main ideas

· Select what is relevant; you do not need to write down everything that is said

· Have a system for recording information that works for you
The use of symbols and abbreviations is useful for lectures, when speed is essential. You also need to be familiar with symbols frequently used in your courses.
· Develop a system of symbols and abbreviations; some personal, some from your courses

· Be consistent when using symbols and abbreviations Some examples of commonly used symbols and abbreviations are presented in the following tables.
1. Use Symbols and Abbreviations

Symbols for note-taking are as follows:

= 
equals/is equal to/is the same as, ≠ is not equal to/is not the same as

≡ 
is equivalent to

∴ 
Therefore, thus, so because + and, more, plus

> 
More than, greater than

< 
Less than

— 
Less, minus

→ 
gives, causes, leads to, results in, is given by, is produced by, results from

[image: image113.jpg]


rises, increases by 
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falls, decreases by

α 
proportional to
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α 
not proportional to
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2. Use Concept Maps and Diagrams

You can set down information in a concept map or diagram.

This presents the information in a visual form and is unlike the traditional linear form of note taking. Information can be added to the concept map in any sequence.

Concept maps can easily become cluttered, so we recommend you use both facing pages of an open A4 note book. This will give you an A3 size page to set out your concept map and allow plenty of space for adding ideas and symbols.

· Begin in the middle of the page and add ideas on branches that radiate from the central idea or from previous branches.

· Arrows and words can be used to show links between parts of the concept map.

· Colour and symbols are important parts of concept maps, helping illustrate ideas and triggering your own thoughts.



     




1. Common Abbreviations
Many are derived from Latin.

c.f. (confer)
 

= compare

i.e. (id est) 


= that is

e.g (exempla grate)
 
= for example

NB (nota benne)

=note well

No. (Numero)


= number

etc. (et cetera) 


= and so on
2. Discipline Specific
Abbreviations

In chemistry:
Au 

for gold

GM 

for magnesium
In the case of quantities and concepts, these are represented by Greek letters in many fields.

A or a (alpha) B or b (beta)

3. Personal Abbreviations
Here you can shorten any word that is commonly used in your lectures.

diff 
=different

Gov 
= government

NEC 
= necessary
Abbreviations

These can be classified into three categories:
Some abbreviations are so well known and widely used that they have become an Acronym - an abbreviation pronounced as a word.

For example, the word ‘laser’ was originally an abbreviation for ‘Light Amplification by Stimulation Emission of

Radiation. It now is a noun in its own right!

Prepared by Jones, G. & Mort, P ( 1994) Note Taking Skills.
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Report Writing & Referencing
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Formal report writing in professional, technical and business contexts has evolved certain conventions regarding format, style, referencing and other characteristics. These will vary in detail between organizations, so the information given below should be treated as general guidelines which hold good in the absence of any more specific `house styles'. 

Format 

The format will depend upon the type and purpose of the report, its intended readers, and the conventions of presentation and layout prescribed by the organisation in which you are operating. In general, there are two broad types of format which are differentiated by whether the summary and/or recommendations are placed after the main body of the report, or are placed earlier, before the main body. The eventual format chosen might be a combination or a condensed version of these two formats. 

A format where the findings/recommendations follow the main body

· Cover sheet 

· Title page 

· Abstract 

· Table of contents 

· Introduction 

· The body of the report 

· Conclusion (and recommendations if applicable) 

· References / Bibliography 

· Glossary (if needed) 

· Appendices 

A format where the findings/recommendations precede the main body

· Letter of transmittal 

· Title page 

· Table of contents 

· Summary and/or recommendations 

· Body of report 

· Conclusions 

· Appendices 

· Bibliography 

Report checklist 

Here are some aspects which may be found in each section of a report and which may be of use in organizing and checking the details in your own reports. Section Report Sections provides more information on the content and setting out of some of these. 

Title page 

· title 

· writer 

· organisation 

· date 

· person/group who commissioned the report 

Table of contents 

· accurate, clear layout 

· section numbering system and indentation 

· complete 

· page numbers 

· list of illustrations if applicable 

Abstract 

· appropriate length 

· complete summary of key information 

· informative, not descriptive, in form 

· impersonal tone 

· connected prose 

Introduction 

· relating topic to wider field 

· necessary background information 

· purpose of report 

· scope of report 

· explanation of arrangement of report 

· sections 

Body format 

· main headings indicating equal level of importance 

· all subheadings relating to section heading 

· choice of levels indicating hierarchy of importance 

· hierarchy of importance shown by careful and consistent use of features such as capitals, different fonts, underlining, bold, italics 

· indenting 

· numbering/letter system 

· space between sections to enhance readability and layout 

· when using charts, statistics and illustrations check for suitability, captions, reference in text and positioning 

· acknowledgement of all sources, including material referred to indirectly, direct quotations, copied diagrams, tables, statistics 

· ensure a systematic link between references in the text and the reference list and bibliography 

Expression 

· correct 

· own words 

· concise 

· clear to intended reader 

· formal and factual 

Content 

· logical development of ideas from one section to another, and within each section 

· citing evidence 

· relevant 

· objective 

· specific 

Conclusion(s) 

· arising out of the facts 

· convincing 

· a substantial basis for the recommendations 

Recommendations (if applicable) 

· based on the conclusions 

· practical 

· specific 

· well organised, with the most important first 

List of references 

· sources in the text listed by the Harvard system 

Bibliography 

· texts consulted but not referred to directly in the report 

Glossary (if included) 

· arranged alphabetically 

Appendix (appendices) 

· placed at end of a report if included 

· arranged in the order referred to in the report 

Report sections

Introductions 

Introductions to formal reports deal with the following aspects of the text: 

(a) Topic or subject matter: how the report relates to a field, discipline or area of knowledge (reference to external framework). This is normally expressed in terms of why the topic is of sufficient importance or significance to deserve detailed coverage in a report. 

(b) Purpose: what is the communicative intention in compiling the report (to describe, explain, examine, review, discuss etc.). 

(c) Scope: which aspects of (a) does the report seek to highlight in fulfilling this purpose; often takes the form of an overview of the organization and structure of the report, ie the focus of the major sections; may mention aspects of the topic which have been intentionally omitted. 

The above form of introduction differs from that of introductions to shorter scientific reports, in which a brief statement of the aim of the experiment or the hypothesis to be tested is all that is normally found. 

The above three-part structure also distinguishes formal report introductions from essay introductions; the latter normally place more emphasis on the topic/field relationship through taking up a position (the thesis of the essay) in relation to the aspect of the topic highlighted in the title (often in the form of an arresting statement or thought provoking quotation). 

Report introductions may—especially in the case of longer or more formal reports—refer in addition to the sources of the information incorporated within the document; this is done in terms of categories of sources (ie general statements about how and where you gathered your information: from books, articles, statistics, other reports, interviews and so forth). 

A final point to note: in this form of introduction the focus should be on the particular report which is being introduced, rather than on the wider field or area to which it relates. 

The length of the introduction will vary in proportion to that of the report. 

Conclusions 

Report conclusions, unlike introductions, cannot readily be analysed in terms of characteristic structural features. Conclusions are distinguished more by function than by form. In general terms, the principal function of conclusions is to relate to the purpose and scope of the report, as stated in the Introduction. In other words, the conclusion should confirm for the reader that the communicative intention has been achieved, and that the previewed aspects of the topic have been covered. 

This general function can be more specifically expressed in a number of ways, including 

· to restate purpose and scope 

· to review or synthesise the main sections or units of the discussion 

· to reiterate the principal points or findings 

· to affirm the validity of argument or judgement 

· To assert the viability of approach or interpretation 

Two further points to note: 

· Though normally and substantially retrospective, conclusions can extend or advance the topic, for instance by disclosing a further perspective (to be pursued elsewhere) or by making an additional, final judgment. Thus it is not strictly true to say that conclusions never contain anything `new'. 

· In reports, the conclusion section can take the form of a series of separately stated points and for these the plural term `conclusions' may be used. Subsequent recommendations would then be intended to address these points. 

Skrebels P. (1997) Report Writing,
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Referencing 

[image: image120.jpg]



Your assignment’s not complete without a

BIBLIOGRAPHY!

A bibliography lists all the books you have used when researching your assignment.  This includes books you have taken ideas from, not just quotes.  Your bibliography should contain the details shown below (this is in the style of the Harvard referencing system).  
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As well as a bibliography, which goes at the end of your assignment, you should provide in text references, these go after a quote or after an author’s idea.  Short details are provided inside a bracket – the full details go in the bibliography. Here are examples of intext referencing.

“My reind freckons there are aliens sprom outer face” (Harris, 1992, p.3).

There is a short story with two aliens talking virtual gibberish (Harris, 1992).

Catherine Harris has interesting idea for a different short story (1992, p.3-4)
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“Your assignment’s not complete without a Bibliography” (2006)
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Plagiarism
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Introduction

Plagiarism occurs when ideas, findings, or work of other people are presented as though they were those of the author. All work must make clear exactly what are the ideas and findings of the author and what are ideas and work of other people. Most work will therefore need to make reference to the work of other people to show clearly how much of the material belongs to others and also to give them credit for their work.

The work of other people must always be referenced whether the work comes from books, journals, magazines, newspaper articles, unpublished papers, theses, the internet, a CD, a documentary, a film, an interview, a lecture, or a discussion.

Beware! Plagiarism is considered to be a very serious offence!

Types of plagiarism

Copying verbatim without acknowledgement

One form of plagiarism is copying, word for word, the writing of some other person without using quotation marks and without citing the actual writer. To the reader, it would seem as though you were the original author of the material. You are therefore misrepresenting the real situation. To use the words of others in this way is plagiarism whether the words constitute a whole work, a section of a work, a paragraph, a sentence or a phrase. The following is an example where phrases have been used without quotations and without any reference to the original author.

The original:

“A feature of the theory is that for each point in a sentence it can be determined what structure is being developed and what processes the parser is engaged in — whether it is hypothesizing a constituent, attaching one, ordering possibilities, or perhaps backtracking if a mistake has been made”.

Plagiarism from the original:

(The phrases in bold are copied word for word from the original).

It can be seen that a feature of the theory is that for each point that you have it can be determined what structure is being developed and what processes the parser is engaged in — it could be hypothesizing a constituent, attaching one, ordering possibilities, or perhaps backtracking.

Copying verbatim with acknowledgement

Copying the work of another, word for word, without quotation marks and then noting the source is still plagiarism.  Consider the following:
The original:

“A feature of the theory is that for each point in a sentence it can be determined what structure is being developed and what processes the parser is engaged in — whether it is hypothesizing a constituent, attaching one, ordering possibilities, or perhaps backtracking if a mistake has been made”.
Plagiarism from the original
Version 1.

A feature of the theory is that for each point in a sentence it can be determined what structure is being developed and what processes the parser is engaged in — whether it is hypothesizing a constituent, attaching one, ordering possibilities, or perhaps backtracking if a mistake has been made (Ford, 1989).
It would appear to the reader that the writer is discussing Ford’s theory. In fact, though, the writer is merely copying Ford’s writing and is contributing nothing original.
Version 2.

A feature of Ford’s (1989) theory is that for each point in a sentence it can be determined what structure is being developed and what processes the parser is engaged in — whether it is hypothesizing a constituent, attaching one, ordering possibilities, or perhaps backtracking if a mistake has been made.

Again, it would appear to the reader that the writer is discussing Ford’s theory. In fact, though, the writer is merely copying Ford’s writing and is contributing nothing original.
Taking ideas without acknowledgement
Even if you do not copy another author’s words verbatim, you are still plagiarising if you write about ideas as though they were your ideas. Consider the following:
The original:

“A feature of the theory is that for each point in a sentence it can be determined what structure is being developed and what processes the parser is engaged in — whether it is hypothesizing a constituent, attaching one, ordering possibilities, or perhaps backtracking if a mistake has been made”.

Plagiarism from the original:
One idea would be to have a system where it can be worked out for each point in the sentence what the parser is doing — what it has developed so far and what processes it is working on, such as ordering different possibilities, hypothesizing, attaching, or maybe backtracking.

The writer has paraphrased the original but, by not acknowledging the original author has suggested that these are the ideas of the current writer.

Caution

Do not fall into the trap of using a string of acknowledged quotations to avoid plagiarism. When someone is reading your work, they expect it to be your work. Your work should show the reader that you have understood the work of others in the area and that you have ideas about it. You cannot do this if you simply string quotes together or if you use long quotations from someone else. There are some occasions when you do need to use quotations. For example:

1. If you are claiming that a certain writer is inconsistent or vague you could possibly use quotations to support your claim.

2. If you think that the reader might have trouble believing that a certain writer really did say something, you could use a quotation as proof.

3. If you feel that a quotation supports your argument.
Griffith University. (n.d.) Plagiarism
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What is Metadata?
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Metadata is structured data which describes the characteristics of a resource. It shares many similar characteristics to the cataloguing that takes place in libraries, museums and archives. The term "meta" derives from the Greek word denoting a nature of a higher order or more fundamental kind. A metadata record consists of a number of pre-defined elements representing specific attributes of a resource, and each element can have one or more values. Below is an example of a simple metadata record:

	Element name
	Value

	Title
	Web catalogue

	Creator
	Dagnija McAuliffe

	Publisher
	University of Queensland Library

	Identifier
	http://www.library.uq.edu.au/iad/mainmenu.html

	Format
	Text/html

	Relation
	Library Web site


Each metadata schema will usually have the following characteristics:

· a limited number of elements 

· the name of each element 

· the meaning of each element

Typically, the semantics is descriptive of the contents, location, physical attributes, type (e.g. text or image, map or model) and form (e.g. print copy, electronic file). Key metadata elements supporting access to published documents include the originator of a work, its title, when and where it was published and the subject areas it covers. Where the information is issued in analog form, such as print material, additional metadata is provided to assist in the location of the information, e.g. call numbers used in libraries. The resource community may also define some logical grouping of the elements or leave it to the encoding scheme. For example, Dublin Core may provide the core to which extensions may be added.
Some of the most popular metadata schemas include:

Dublin Core 

AACR2 (Anglo-American Cataloging Rules) 

GILS (Government Information Locator Service) 

EAD (Encoded Archives Description) 

IMS (IMS Global Learning Consortium) 

AGLS (Australian Government Locator Service) 
While the syntax is not strictly part of the metadata schema, the data will be unusable, unless the encoding scheme understands the semantics of the metadata schema. The encoding allows the metadata to be processed by a computer program. Important schemes include:

HTML (Hyper-Text Markup Language) 

SGML (Standard Generalised Markup Language) 

XML (eXtensible Markup Language) 

RDF (Resource Description Framework) 

MARC (MAchine Readable Cataloging) 

MIME (Multipurpose Internet Mail Extensions) 
Metadata may be deployed in a number of ways:

· Embedding the metadata in the Web page by the creator or their agent using META tags in the HTML coding of the page 

· As a separate HTML document linked to the resource it describes 

· In a database linked to the resource. The records may either have been directly created within the database or extracted from another source, such as Web pages.

The simplest method is for Web page creators to add the metadata as part of creating the page. Creating metadata directly in a database and linking it to the resource, is growing in popularity as an independent activity to the creation of the resources themselves. Increasingly, it is being created by an agent or third party, particularly to develop subject-based gateways.
Taylor C. (2003), What is Metadata?
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The Technology Process
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The Technology Process is a method we use to: 

· solve problems 

· develop ideas 

· create solutions. 

During the process we apply existing or new knowledge, skills and resources to develop new products or enhance old ones. The process itself exists of 4 steps: 

[image: image2.png]' Investigate ”

* Evaluate Technology Design ‘
Process '

Produce

L




The four steps in the process can be introduced and acted upon at any stage. So the process is presented in a circle. 

The Problem
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The process of designing begins when there is a need. 

· Wherever there are people there are problems needing solutions. In some cases the designer may have to invent a product. An example might be a game for blind persons. 

· At other times the designer may change an existing design. (If the handle of a pot becomes too hot to touch, it must be redesigned.) 

· Designers also improve existing products. They make the product work even better. Could the chair in the waiting room of a bus or train station be altered so that waiting seems shorter? 

The Design Brief
A design brief should describe simply and clearly what is to be designed. The design brief cannot be vague. Some examples of problems and design briefs are listed below: 

PROBLEM:   
Blind people cannot play many of the indoor games available to sighted people. 

DESIGN BRIEF:  Design a game of dominoes that can be played by blind people. 

PROBLEM:  
The handle of a pot becomes too hot to hold when the pot is heated. 

DESIGN BRIEF:  Design a handle that remains cool when the pot is heated. 

PROBLEM:   
Waiting time in a bus or train station seems too long. There is nothing to do. 

DESIGN BRIEF:  Modify the seats so that a small television can be attached. 

PROBLEM:   
The manager of Baker's Delight wants a new product

DESIGN BRIEF:  Design and produce a new food product.
Test Case: To design and produce a new food product, you need to find out the following information: 

· Will people enjoy eating this product? 

· When are they likely they eat it? 

· Does the food have nutritional value? 

· What are the characteristics of this food? (This will affect how the food is prepared and cooked.) 

· How should the food be handled and stored for maximum shelf life, safety and hygiene? 

To meet the criteria of the design brief you will need to use the four steps of the Technology Process. 

When food manufacturers create a new food product they are responding to the needs of the community (clients). The manufacturer begins the process by developing a design brief that includes specific information about the type of product to be produced. Food designers then investigate information that will help them design a range of products, which they will trial and then produce the most successful option. The manufacturer will finally evaluate the product by testing it with the customer. 

This process of investigating, designing, producing and evaluating is called the design process. 

You will need to evaluate any decisions you make about the product by referring back to your original market research (investigation).

Investigation
Writing a clearly stated design brief is just one step. Now you must write down all the information you think you may need. Some think to consider are the following: 

1. FUNCTION:    A functional object must solve the problem described in the design brief. The basic question to ask is : "What, exactly, is the use of the article?" 

2. APPEARANCE:   How will the object look? The shape, colour, and texture should make the object attractive. 

3. MATERIALS:   What materials are available to you? You should think about the cost of these materials. Are they affordable? Do they have the right physical properties, such as strength, rigidity, colour, and durability? 

4. CONSTRUCTION:   Will it be hard to make? Consider what methods you will need to cut, shape, form, join, and finish the material. 

5. SAFETY:   The object you design must be safe to use. It should not cause accidents. 

Test Case: You will need to investigate your product or find out relevant information before you begin designing. When developing a new food product the investigation phase is often called market research. 

During this phase you will be collecting information about your prospective clients - in this case the teenagers who will be eating your new bread product. You will base part of your design ideas for the product (size, taste, appearance) on the information you gather. 

This information will also help you decide how the product is to be produced - what recipe you will use, ingredients, how long will it take to cook. 

You will need to evaluate any decisions you make about the product by referring back to your original market research (investigation). 

Developing Alternative Solutions
You should produce a number of solutions. It is very important that you write or draw every idea on paper as it occurs to you. This will help you remember and describe them more clearly. It is also easier to discuss them with other people if you have a drawing. 

These first sketches do not have to be very detailed or accurate. They should be made quickly. The important thing is to record all your ideas. Do not be critical. Try to think of lots of ideas, even some wild ones. The more ideas you have, the more likely you are to end up with a good solution. 

Choosing A Solution
You may find that you like several of the solutions. Eventually, you must choose one. Usually, careful comparison with the original design brief will help you to select the best. 

You must also consider: 

· Your own skills. 

· The materials available. 

· Time needed to build each solution. 

· Cost of each solution. 

Deciding among the several possible solutions is not always easy. Then it helps to summarize the design requirements and solutions and put the summary in a chart. Which would you choose? In cases like this, let it be the one you like best. 

Models and Prototypes
A model is a full-size or small-scale simulation of an object. Architects, engineers, and most designers use models. 

Models are one more step in communicating an idea. It is far easier to understand an idea when seen in three-dimensional form. A scale model is used when designing objects that are very large. 

A prototype is the first working version of the designer's solution. It is generally full-size and often handmade. For a simple object such as a pencil holder, the designer probably would not make a model. He or she may go directly to a prototype. 

Test Case: When producing a product you need to consider production techniques, equipment and a process to evaluate the overall process as well as the final result. 

· You should follow your design. 

· Conduct production trials. 

· Evaluate the process 

· time taken 

· efficiency and reliability of the recipe 

· the final product 

Testing and Evaluating
Testing and evaluating answers three basic questions:

· Does it work?

· Does it meet the design brief?

· Will modifications improve the solution?

The question "does it work?" is basic to good design. It has to be answered. This same question would be asked by an engineer designing a bridge, by the designer of a subway car, or by an architect planning a new school. If you were to make a mistake in the final design of the pencil holder what would happen? The result might simply be unattractive. At worst, the holder would not work well. Not so if a designer makes mistakes in a car's seat belt design. Someone's life may be in danger! 

Test Case: You evaluate the product according to the criteria established during the design stage. You should also be evaluating all aspects of the technology process at all stages. Evaluation doesn't just occur at the end, you should be asking yourself:

· How can I make the product better, more palatable? 

· How can I do this more effectively, efficiently? 

· Is this the most cost effective way to make the product? 

· How can I test the product with the client group? 

· What parts of the production process were successful? 

· How can I improve next time? 

A major part of evaluating a new food product is to examine and test the colour, flavour, texture and overall appeal of the product with your intended client group.

Manufacturing
The company is satisfied with the design. It knows that it is marketable (will sell). It must decide how many to make. Products may be mass-produced in low volume or high volume. Specialized medical equipment is produced in hundreds. Other products, for example nuts and bolts, are produced in large volume. Millions may be made. 

The task of making the product is divided into jobs. Each worker trains to do one job. As workers complete their special jobs, the product takes shape. Mass production saves time. Since workers train to do a particular job, each becomes skilled in that job. Also, automatic equipment does such things as: 

· Cut and shape materials 

· Weld parts together 

· Spray on final finishes 
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Test Case: 

Remember, you can (and should) enter the process at any stage. You should be continually evaluating both the production process and the product. You should be continually investigating additional information to improve both the production process and the product. You should conduct a number of trial productions and evaluate these carefully with reference to the design brief.

The Technology Process is presented as a circle because you will move back and forth between the four steps as you develop your product.

Sevenoaks Senior College, (2002)   The Technology Process.
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Story Board.
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Who's your Target?

Your initial task is to define your audience. Once that is done you gather the materials that you think your audience would be interested in finding on your web site. Then an informal story board session is in order.
Begin Story Board.
It doesn't take a computer, it takes a large table or a floor. You need to get a feel for how the material is going to interact. What do you want on your index page? What categories or groups of materials do you have? What do you think is the easiest means og getting from one topic to another? If the visitor arrives at a sub page, how will they get to the other categories? 
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Develop your working blueprint.

The story board is your blueprint. Just like a building needs a blueprint, so does a web site. Your visitor may arrive at any page on the site. Your job is to see that they are directed into the main traffic areas to locate additional information with a minimum amount of clicks. It's a lot easier to determine how many levels of folders you'll need before you start the actual web site construction. Storyboarding will help you determine how many templates you'll need, where to place subfolders to make maintenance easier, and how to name the individual page files.

Decisions in Design

Consider your Content

Are you going to rely on lots of pictures to convey your message? how will this affect load time? Do you have long text project reports? Will texts need to be modified for easy reading online? Do you expect people to print out your material? Will that mean a fixed page size limitation? Your content is an asset. How can you make it easy for visitors to access and use it?

Fact: Users can enter a site at any page

Visitors move between pages as they chose. You should make every page independent and explain its topic without assumptions about the previous page seen by the user. Every page should have a link to the main sections of a site to help users find additional information.

Navigation structure determine maintenance complexity.

Whether you use images, image maps, text, frames, a database or ? your decisions on navigation will determine how easy or how hard the web site is to expand or update.

Visitors like to get to the information they wanted within three clicks of arriving at a web site. If you examine older sites you will see that they often added subfolder after subfolder, nesting information to the point that it becomes impossible for the visitor to get oriented. That's a breakdown in the navigation.

Pre-plan how you will add new material and what additional page changes this might involve. Updating every page on the site any time you add something new isn't really a good use of time.

Build Your Templates
Determine layout features.
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Accessibility issues can influence layout, use of graphics and color decisions. K.I.S.S. is a good thing in web design. Use more white space not less. Overly busy interfaces can overwhelm the visitor.

As an aid to becoming more consistent in your page layout, work out a set of page layouts that you feel work for your site.

Test the Design

If you are doing a large site, test out the design before you build a gazillion pages. Develop the templates, and then do a trial run.

Three Successful Tips to Storyboarding...

Tip #1 - Define Your Links

This is already understood since this is one of the main reasons you are doing a storyboard in the first place. Many first time web designers approach their first few web sites with a high level of anxiety and frustration for which they cannot explain.We naturally approach web design from a linear approach when in fact the entire concept of web design is its dynamic, multi-layered advantages. Creating a storyboard and defining the links between the pages gives you as the designer a "Big Picture" of your project and more confidence and speed (with less errors) during the actual design phase.
Tip #2 - Name Your Pages (URLs)

In addition to the descriptive names for each page of your site, also create real URL names for your html pages. For instance, lets assume you will have the following descriptive names for pages in your web site: 

· Who Am I 

· Hobbies 

· Career 

· Cool Links 

· My Favourite Things 

· Photo Album 

You will also want to include .html names in your storyboard:

· Who Am I - who_am_i.html 

· Hobbies- hobbies.html 

· Career - career.html 

· Cool Links - cool_links.html 

· My Favorite Things- favorite.html 

· Photo Album- album.html 

Though this may seem like an obvious thing to do, often time’s people will mis-spell or mis-title a page by accident. For example, I might refer to the Photo Album page as album.html in one link and call it photoalbum.html in another link. These types of errors are not usually discovered until after publishing the site, leaving you with the frustrating task of trying to determine which pages were linked correctly and which were not. When you have your html page names down in writing, it is much easier to create your html pages by referring to your storyboard, thereby eliminating those time consuming, irritating mistakes.
Tip #3 - Trace the Flow of Your Site

While viewing your storyboard, think through the logical steps to get your visitor from point A (nearly always your index page) to point B "learn more about me" (depending on your goal for the site.)
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Sample Hand-drawn storyboard
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This is a portion of a Storyboard drawn by hand on index cards. This is a good technique to use if you would like to experiment with a different layout or order for your Web pages “on paper” before you create the HTML files and link them together in your course management software. 
  

Here’s one card, which represents one Web page – in this case, a course home page: 


  
And here’s a group of cards – a lesson or a content module – which you can easily move and “play around” with in a different order. We often lay out our cards on a table, although sometimes the floor is more appropriate: 

Simple Storyboards
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Here is a simple storyboard to help you organize your course material into visual form. 


Cyber-Sierra Workshop. (2002), Sample hand drawn Storyboard
Cyber-Sierra Workshop. (2002), Simple Storyboards
Media workshop, United States America. (n.d.)  Three Successful Tips to Storyboarding
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Introduction to Computers
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The Big Picture

A computer system has three main components: hardware, software, and people. The equipment associated with a computer system is called hardware. Software is a set of instructions that tells the hardware what to do. People, however, are the most important component of a computer system - people use the power of the computer for some purpose. In fact, this course will show you that the computer can be a tool for just about anyone from a business person, to an artist, to a housekeeper, to a student - an incredibly powerful and flexible tool. 

Software is actually a computer program. To be more specific, a program is a set of step-by-step instructions that directs the computer to do the tasks you want it to do and to produce the results you want. A computer programmer is a person who writes programs. Most of us do not write programs, we use programs written by someone else. This means we are users - people who purchase and use computer software. 

Hardware: Meeting the Machine

What is a computer? A six-year-old called a computer "radio, movies, and television combined!" A ten-year-old described a computer as "a television set you can talk to." The ten-year-old's definition is closer but still does not recognize the computer as a machine that has the power to make changes. 

A computer is a machine that can be programmed to accept data (input), process it into useful information (output), and store it away (in a secondary storage device) for safekeeping or later reuse. The processing of input to output is directed by the software but performed by the hardware. 

To function, a computer system requires four main aspects of data handling: input, processing, output, and storage. The hardware responsible for these four areas operates as follows: 
· Input devices accept data in a form that the computer can use; they then send the data to the processing unit. 

· The processor, more formally known as the central processing unit (CPU), has the electronic circuitry that manipulates input data into the information people want. The central processing unit executes computer instructions that are specified in the program. 

· Output devices show people the processed data-information in a form that they can use. 

· Storage usually means secondary storage. Secondary storage consists of devices, such as diskettes, which can store data and programs outside the computer itself. These devices supplement the computer's memory, which, as we will see, can hold data and programs only temporarily. 
Now let us consider the equipment related to these four aspects of data handling in terms of what you would find on a personal computer. 

You’re Personal Computer Hardware

Let us look at the hardware in terms of a personal computer. Suppose you want to do word processing on a personal computer, using the hardware shown in Figure 1. 

Word processing software allows you to input data such as an essay, save it, revise and re-save it, and print it whenever you wish. The input device, in this case, is a keyboard, which you use to type in the original essay and any changes you want to make to it. All computers, large and small, must have a central processing unit within the personal computer housing. The central processing unit under the direction of the word processing software accepts the data you input through the keyboard 
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	Figure 1: Personal Computer


Processed data from your personal computer is usually output in two forms: on a screen and eventually by a printer. As you key in the essay on the keyboard, it appears on the screen in front of you. After you examine the essay on the screen, make changes, and determine that it is acceptable, you can print the essay on the printer. Your secondary storage device in this case is a diskette, a magnetic medium that stores the essay until it is needed again. 

Now we will take a general tour of the hardware needed for input, processing, output, and storage. These same components make up all computer systems, whether small, medium, or large. In this discussion we will try to emphasize the types of hardware you are likely to have seen in your own environment. These topics will be covered in detail in later chapters. 

Input: What Goes In

Input is the data that you put into the computer system for processing. Here are some common ways of feeding input data into the system: 

· Typing on a keyboard. Computer keyboards operate in much the same way as electric typewriter keyboards. The computer responds to what you enter; that is, it "echoes" what you type by displaying it on the screen in front of you. 

· Pointing with a mouse. A mouse is a device that is moved by hand over a flat surface. As the ball on its underside rotates, the mouse movement causes corresponding movement of a pointer on the computer screen. Pressing buttons on the mouse lets you invoke commands. 
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	Figure 3: Flatbed Scanner


· Scanning with a flatbed scanner, wand reader or bar code reader (Figure 3).  Flatbed scanners act like a copying machine by using light beams to scan a document or picture that is laid upon its glass face. A great way to send pictures through email! Bar scanners, which you have seen in retail stores, use laser beams to read special letters, numbers, or symbols such as the zebra-striped bar codes on many products. 

You can input data to a computer in many other interesting ways, including writing, speaking, pointing, or even by just looking at the data. We will examine all these in detail in a later chapter. 

The Processor and Memory: Data Manipulation

In a computer the processor is the centre of activity. The processor, as we noted, is also called the central processing unit (CPU). The central processing unit consists of electronic circuits that interpret and execute program instructions, as well as communicate with the input, output, and storage devices. 

It is the central processing unit that actually transforms data into information. Data is the raw material to be processed by a computer. Such material can be letters, numbers, or facts like grades in a class, baseball batting averages, or light and dark areas in a photograph. Processed data becomes information, data that is organized, meaningful, and useful. In school, for instance, an instructor could enter various student grades (data), which can be processed to produce final grades and perhaps a class average (information). Data that is perhaps uninteresting on its own may become very interesting once it is converted to information. The raw facts (data) about your finances, such as a paycheck or a donation to charity or a medical bill may not be captivating individually, but together, these and other acts can be processed to produce the refund or amount you owe on your income tax return (information). 

Computer memory, also known as primary storage, is closely associated with the central processing unit but separate from it. Memory holds the data after it is input to the system and before it is processed; also, memory holds the data after it has been processed but before it has been released to the output device. In addition, memory holds the programs (computer instructions) needed by the central processing unit. 

Output: What Comes Out
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	Figure 3: Monitor
	Figure 4: Printer


Output, the result produced by the central processing unit, is a computer's whole reason for being. Output is usable information; that is, raw input data that has been processed by the computer into information. The most common forms of output are words, numbers, and graphics. Word output, for example, may be the letters and memos prepared by office people using word processing software. Other workers may be more interested in numbers, such as those found in formulas, schedules, and budgets. In many cases numbers can be understood more easily when output in the form of charts and graphics. 
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The most common output devices are computer screens (Figure 3)and printers (Figure 4). Screens can vary in their forms of display, producing text, numbers, symbols, art, photographs, and even video-in full color. Printers produce printed reports as instructed by a computer program, often in full color. 

You can produce output from a computer in other ways, including film and voice output. We will examine all output methods in detail in a later chapter. 

Secondary Storage
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Secondary storage provides additional storage separate from memory. Secondary storage has several advantages. For instance, it would be unwise for a college registrar to try to keep the grades of all the students in the college in the computer's memory; if this were done, the computer would probably not have room to store anything else. Also, memory holds data and programs only temporarily. Secondary storage is needed for large volumes of data and also for data that must persist after the computer is turned off. 
The two most common secondary storage mediums are magnetic disk and magnetic tape. A magnetic disk can be a diskette or a hard disk. A diskette is usually 3-1/2 inches in diameter (in some rare cases older disks are 5-1/4 inches). A diskette is removable so you can take your data with you. Hard disks, shown in Figure 5, have more storage capacity than diskettes and also offer faster access to the data they hold. Hard disks are often contained in disk packs shown in Figure 6 that is built into the computer so your data stays with the computer. Disk data is read by disk drives. Personal computer disk drives read diskettes; most personal computers also have hard disk drives. Modern personal computers are starting to come with removable storage media, like Zip disks. These disks are slightly larger than a diskette and can be inserted and removed like a diskette, but hold much more data than a diskette and are faster for the CPU to access than a diskette. Most modern computers also come with a CD-ROM drive. A CD is an optical disk, it uses a laser beam to read the disk. CD's are removable and store large volumes of data relatively inexpensively. Some CD drives are read only memory (ROM), which means that your computer can read programs from CD's, but you can not save data to the CD yourself. Recently CD-RW drives and disks have become widely available that allow you to create your own CDs by "writing" data such as music and photos to the CD. 
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Magnetic tape, which comes on a reel or cartridge shown in Figure 7, is similar to tape that is played on a tape recorder. Magnetic tape reels are mounted on tape drives when the data on them needs to be read by the computer system or when new data is to be written on the tape. Magnetic tape is usually used for creating backup copies of large volumes of data because tape is very inexpensive compared to disks and CDs. 

We will study storage media in a later part of the course. 

The Complete Hardware System

The hardware devices attached to the computer are called peripheral equipment. Peripheral equipment includes all input, output, and secondary storage devices. In the case of personal computers, some of the input, output, and storage devices are built into the same physical unit. In many personal computers, the CPU and disk drive are all contained in the same housing; the keyboard, mouse, and screen are separate. 

In larger computer systems, however, the input, processing, output, and storage functions may be in separate rooms, separate buildings, or even separate countries. For example, data may be input on terminals at a branch bank and then transmitted to the central processing unit at the headquarters bank. The information produced by the central processing unit may then be transmitted to the international offices, where it is printed out. Meanwhile, disks with stored data may be kept in bank headquarters and duplicate data kept on disk or tape in a warehouse across town for safekeeping. 

Although the equipment may vary widely, from the simplest computer to the most powerful, by and large the four elements of a computer system remain the same: input, processing, output, and storage. Now let us look at the way computers have been traditionally classified. 

Classification of Computers

Computers come in sizes from tiny to monstrous, in both appearance and power. The size of a computer that a person or an organization needs depends on the computing requirements. Clearly, the National Weather Service, keeping watch on the weather fronts of many continents, has requirements different from those of a car dealer's service department that is trying to keep track of its parts inventory. And the requirements of both of them are different from the needs of a salesperson using a small laptop computer to record client orders on a sales trip. 


Supercomputers 
The mightiest computers-and, of course, the most expensive-are known as supercomputers (Figure 1-6a). Supercomputers process billions of instructions per second. Most people do not have a direct need for the speed and power of a supercomputer. In fact, for many years supercomputer customers were an exclusive group: agencies of the federal government. The federal government uses supercomputers for tasks that require mammoth data manipulation, such as worldwide weather forecasting and weapons research. But now supercomputers are moving toward the mainstream, for activities as varied as stock analysis, automobile design, special effects for movies, and even sophisticated artworks (Figure 1-7). 

Mainframes 
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In the jargon of the computer trade, large computers are called mainframes. Mainframes are capable of processing data at very high speeds-millions of instructions per second-and have access to billions of characters of data. The price of these large systems can vary from several hundred thousand to many millions of dollars. With that kind of price tag, you will not buy a mainframe for just any purpose. Their principal use is for processing vast amounts of data quickly, so some of the obvious customers are banks, insurance companies, and manufacturers. But this list is not all-inclusive; other types of customers are large mail-order houses, airlines with sophisticated reservation systems, government accounting services, aerospace companies doing complex aircraft design, and the like. 

In the 1960s and 1970s mainframes dominated the computer landscape. The 80s and early 90s had many people predicting that, with the advent of very powerful and affordable personal computers, that mainframes would become extinct like the huge dinosaurs in nature's progression. However, with the incredible explosion of the Internet in the mid 90s, mainframes may have been reborn. The current World Wide Web is based on the client/server paradigm, where servers on the Internet, like LL Bean's Web Server, provide services, like online shopping, to millions of people using personal computers as clients. The capacity required of these servers may be what saves the mainframe! 

Personal Computers 
Personal computers are often called PCs. They range in price from a few hundred dollars to a few thousand dollars while providing more computing power than mainframes of the 1970s that filled entire rooms. A PC usually comes with a tower that holds the main circuit boards and disk drives of the computer, and a collection of peripherals, such as a keyboard, mouse, and monitor. 

In the new millennium there are two main kinds of PCs: the Apple Macintosh line, and "all of the others". The term "PC" or "IBM" refers to "all of the others", which is a historical artifact back to the days when IBM and Apple were the two main competitors in the market and IBM called its machine a "personal computer". So, although a Macintosh is a personal computer, the term "PC" often means a machine other than a Macintosh. 

Macintoshes and PCs, in general, can not run software that was made for the other, without some special technology added to them. They run on different microprocessors. A PC is based on a microprocessor originally made by the Intel company (such as Intel's Pentium, although other companies such as AMD now make "Pentium clones" that can run PC software.). Macintoshes use a PowerPC processor, or on older Macintoshes a processor made by Motorola. Also, the operating system software that runs the two kinds of computers is different. PCs usually use an Operating System made by Microsoft, like Windows98 or Windows2000. Macintoshes use a different operating system, called MacOS, made by Apple. There are efforts to make the two kinds of computers compatible. As Apple continues to lose its share of the market, Apple has the incentive to either join the rest or disappear. 
	[image: image9.png]




	Figure 10: Notebook Computer
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	Figure 11: Handheld Computer


Notebook Computers 
A computer that fits in a briefcase? A computer that weighs less than a newborn baby? A computer you do not have to plug in? A computer to use on your lap on an airplane? Yes, to all these questions. Notebook computers, also known as Laptop computers, are wonderfully portable and functional, and popular with travelers who need a computer that can go with them. Most notebooks accept diskettes or network connections, so it is easy to move data from one computer to another. Notebooks are not as inexpensive as their size might suggest; many carry a price tag equivalent to a full-size personal computer for business. They typically have almost as much computer capacity in terms of speed and storage. They do not offer the full expandability for supporting peripherals as a personal computer. For instance a MIDI computer music keyboard may not be adaptable to a notebook computer. However, more and more peripherals are providing connectivity to laptops through a technology called PCMCIA which allows peripherals to be plugged into notebook computers through credit card sized cards that easily slip into the side of a notebook computer. Normal sized 

 PCs are still more powerful, flexible, and cheaper, but notebooks are becoming more competitive every day. 

Getting Smaller Still 
Using a pen-like stylus, pen-based computers accept handwritten input directly on a screen. Users of the handheld pen-based computers, also called personal digital assistants (PDA), like the Palm, enjoy having applications such as calendars, address books, and games readily available. Recent PDA's offer Internet access, email, and cellular telephoning. 

Internet and Networking

The Internet is the most widely recognized and used form of computer network . Networks connect computers to each other to allow communication and sharing of services. Originally, a computer user kept all the computer hardware in one place; that is, it was centralized in one room. Anyone wanting computer access had to go to where the computer was located. Although this is still sometimes the case, most computer systems are decentralized. That is, the computer itself and some storage devices may be in one place, but the devices to access the computer-terminals or even other computers-are scattered among the users. These devices are usually connected to the computer by telephone lines. For instance, the computer and storage that has the information on your checking account may be located in bank headquarters. but the terminals are located in branch banks all over town so a teller in any branch can find out what your balance is. The subject of decentralization is intimately tied to data communications, the process of exchanging data over communications facilities, such as the telephone. 

A network uses communications equipment to connect computers and their resources. In one type of network, a local area network (LAN), personal computers in an office are hooked together so that users can communicate with each other. Users can operate their personal computers independently or in cooperation with other PCs or mainframes to exchange data and share resources. We discuss computer networks in detail in a later chapter. 

Software: Telling the Machine What to Do

In the past, when people thought about computers, they thought about machines. The tapping on the keyboard, the clacking of the printers, the rumble of whirling disk drives, the changing flashes of colour on a computer screen-these are the attention-getters. However, it is really the software- the planned, step-by-step instructions required to turn data into information-that makes a computer useful. 

Categories of Software. 
Generally speaking, software can be categorized as system software or applications software. A subset of system software is an operating system, the underlying software found on all computers. Applications software, software that is applied, can be used to solve a particular problem or to perform a particular task. Applications software may be either custom or packaged. Many large organizations pay programmers to write custom software, software that is specifically tailored to their needs. We will use several forms of system software (e.g. Windows 2000, MacOS) and several application software programs (e.g. Word, Excel, PowerPoint) in this course. 
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Some Task-Oriented Software. 
Most users, whether at home or in business, are drawn to task-oriented software, sometimes called productivity software, that can make their work faster and their lives easier. The collective set of business tasks is limited, and the number of general paths towards performing these tasks is limited, too. Thus, the tasks and the software solutions fall, for the most part, into just a few categories, which can be found in most business environments. These major categories are word processing (including desktop publishing), spreadsheets, database management, graphics, and communications. We will present a brief description of each category here. 

Word Processing/Desktop Publishing 
The most widely used personal computer software is word processing software. This software lets you create, edit, format, store, and print text and graphics in one document. In this definition it is the three words in the middle-edit, format, and store-that reveal the difference between word processing and plain typing. Since you can store the memo or document you type on disk, you can retrieve it another time, change it, reprint it, or do whatever you like with it. You can see what a great time-saver word processing can be: unchanged parts of the stored document do not need to be retyped; the whole revised document can he reprinted as if new. 
As the number of features in word processing packages has grown, word processing has crossed the border into desktop publishing territory. Desktop publishing packages are usually better than word processing packages at meeting high-level publishing needs, especially when it comes to typesetting and colour reproduction. Many magazines and newspapers today rely on desktop publishing software. Businesses use it to produce professional-looking newsletters, reports, and brochures-both to improve internal communication and to make a better impression on the outside world.  
Electronic Spreadsheets 
Spreadsheets, made up of columns and rows, have been used as business tools for centuries (Figure 11). A manual spreadsheet can be tedious to prepare and, when there are changes, a considerable amount of calculation may need to he redone. An electronic spreadsheet is still a spreadsheet, but the computer does the work. In particular, spreadsheet software automatically recalculates the results when a number is changed. This capability lets business people try different combinations of numbers and obtain the results quickly. This ability to ask "What if . . . ?" helps business people make better, faster decisions. In this course, we use Microsoft's Excel spreadsheet application software. 
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	Figure 11: Spreadsheet Software
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Database Management 
Software used for database management-the management of a collection of interrelated facts-handles data in several ways. The software can store data, update it, manipulate it, report it in a variety of views, and print it in as many forms. By the time the data is in the reporting stage-given to a user in a useful form-it has become information. A concert promoter, for example, can store and change data about upcoming concert dates, seating, ticket prices, and sales. After this is done, the promoter can use the software to retrieve information, such as the number of tickets sold in each price range or the percentage of tickets sold the day before the concert. Database software can be useful for anyone who must keep track of a large number of facts. Database software is shown in Figure 12. 
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Graphics 
It might seem wasteful to show graphics to business people when standard computer printouts are readily available. However, graphics, maps, and charts can help people compare data and spot trends more easily, and make decisions more quickly. In addition, visual information is usually more compelling than a page of numbers. We use Microsoft's PowerPoint and Adobe's Photoshop application software for graphics. We use it in two ways: for doing original drawings, and for creating visual aids to project as a support to an oral presentation.

Communications 
We have already described communications in a general way. From the viewpoint of a worker with a personal computer at home, communications means-in simple terms-that he or she can hook a phone up to the computer and communicate with the computer at the office, or get at data stored in someone else's computer in another location.  We use Microsoft's Internet Explorer application software for doing email, World Wide Web browsing, and participating in Internet discussion groups. 
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Data in the Computer
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Representing Data

We have all seen computers do seemingly miraculous things with all kinds of sounds, pictures, graphics, numbers, and text. It seems that we can build a replica of parts of our world inside the computer. You might think that this amazing machine is also amazingly complicated - it really is not. In fact, all of the wonderful multi-media that we see on modern computers is all constructed from simple ON/OFF switches - millions of them - but really nothing much more complicated than a switch. The trick is to take all of the real-world sound, picture, number etc data that we want in the computer and convert it into the kind of data that can be represented in switches, as shown in Figure 1. 
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	Figure 1: Representing Real-World Data In The Computer


Computers Are Electronic Machines. The computer uses electricity, not mechanical parts, for its data processing and storage. Electricity is plentiful, moves very fast through wires, and electrical parts fail less much less frequently than mechanical parts. The computer does have some mechanical parts, like its disk drive (which are often the sources for computer failures), but the internal data processing and storage is electronic, which is fast and reliable (as long as the computer is plugged in). 
Electricity can flow through switches: if the switch is closed, the electricity flows; if the switch is open, the electricity does not flow. To process real-world data in the computer, we need a way to represent the data in switches. Computers do this representation using a binary coding system. 

Binary and Switches. Binary is a mathematical number system: a way of counting. We have all learned to count using ten digits: 0-9. One probable reason is that we have ten fingers to represent numbers. The computer has switches to represent data and switches have only two states: ON and OFF. Binary has two digits to do the counting: 0 and 1 - a natural fit to the two states of a switch (0 = OFF, 1 = ON). 
As you can read about in the part of this course on the history of computers, the evolution of how switches were built made computers faster, cheaper, and smaller. Originally, a switch was a vacuum tube, about the size of a human thumb. In the 1950's the transistor was invented (and won its inventors a Noble Prize). It allowed a switch to be the size of a human finger nail. The development of integrated circuits in the 1960s allowed millions of transistors to be fabricated on a silicon chip - which allowed millions of switches on something the size of a finger nail. 
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	Figure 2


Bits and Bytes One binary digit (0 or 1) is referred to as a bit, which is short for binary digit. Thus, one bit can be implemented by one switch, as shown in Figure 2. 

In the following table, we see that bits can be grouped together into larger chunks to represent data. 

	0
	1 bit

	1
	1 bit

	0110
	4 bits

	01101011
	8 bits


For several reasons which we do not go into here, computer designers use eight bit chunks called bytes as the basic unit of data. A byte is implemented with eight switches as shown in Figure 3. 
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	Figure 3: Implementing a Byte 


Computer manufacturers express the capacity of memory and storage in terms of the number of bytes it can hold. The number of bytes can be expressed as kilobytes. Kilo represents 2 to the tenth power, or 1024. Kilobyte is abbreviated KB, or simply K. (Sometimes K is used casually to mean 1000, as in "I earned $30K last year.") A kilobyte is 1024 bytes. Thus, the memory of a 640K computer can store 640x1024, or 655,360 bytes. Memory capacity may also be expressed in terms of megabytes (1024x1024 bytes). One megabyte, abbreviated MB, means, roughly, one million bytes. With storage devices, manufacturers sometimes express memory amounts in terms of gigabytes (abbreviated GB); a gigabyte is roughly a billion bytes. Memory in older personal computers may hold only 640K bytes; in newer machines, memory may hold anywhere from 1MB to 32MB and more. Mainframe memories can hold gigabytes. Modern hard disks hold gigabytes. 
Representing Data In Bytes

Here is an important thing to keep in mind: 

A single byte can represent many different kinds of data. What data it actually represents depends on how the computer uses the byte. 

For instance, the byte: 

	01000011


can represent the integer 67, the character 'C', the 67th decibel level for a part of a sound, the 67th level of darkness for a dot in a picture, an instruction to the computer like "move to memory", and other kinds of data too. 
Integers. Integer numbers are represented by counting in binary. 

Think for a minute how we count in decimal. We start with 0 and every new thing we count, we go to the next decimal digit. When we reach the end of the decimal digits (9), we use two digits to count by putting a digit in the "tens place" and then starting over again using our 10 digits. Thus, the decimal number 10 is a 1 in the "tens place" and a zero in the "ones place". Eleven is a 1 in the "tens place" and a 1 in the "ones place". And so on. If we need three digits, like 158, we use a third digit in the "hundred's place". 
We do a similar thing to count in binary - except now we only have two digits: 0 and 1. So we start with 0, then 1, then we run out of digits, so we need to use two digits to keep counting. We do this by putting a 1 in the "two's place" and then using our two digits. Thus two is 10 binary: a 1 in the "two's place" and a 0 is the "one's place". Three is 11: a 1 in the "two's place" and a 1 in the "one's place". We ran out of digits again! Thus, four is 100: a one in the "four's place" a 0 in the "two's place" a 0 in the "one's place". 
What "places" we use depends on the counting system. In our decimal system, which we call Base 10, we use powers of 10. Ten to the zero power is 1, so the counting starts in the "one's place". Ten to the one power is 10, so the counting continues in the "ten's place". Ten to the second power (10 squared) is 100, so we continue in the "hundred's place". And so on. Binary is Base 2. Thus, the "places" are two to the zero power ("one's place"), two to the one power ("two's place"), two to the second power ("four's place"), two to the third power ("eight's place"), and so on. 
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When you look at a byte, the rightmost bit is the "one's place". The next bit is the "two's place". The next the "four's place", The next the "eight's place" and so on. So, when we said that the byte: 
represents the decimal integer 67, we got that by adding up a 1 in the "ones place" and 1 in the "two's place" and a 1 in the "64's place" (two to the 6 power is 64). Add them up 1+2+64= 67. The largest integer that can represented in one byte is: 
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which is 128+64+32+16+8+4+2+1 = 255. Thus, the largest decimal integer you can store in one byte is 255. Computers use several bytes together to store larger integers. 

The following table shows some binary counting: 
Characters. The computer also uses a single byte to represent a single character. But just what particular set of bits is equivalent to which character? In theory we could each make up our own definitions, declaring certain bit patterns to represent certain characters. Needless to say, this would be about as practical as each person speaking his or her own special language. Since we need to communicate with the computer and with each other, it is appropriate that we use a common scheme for data representation. That is, there must be agreement on which groups of bits represent which characters.

	Numbers, as known in the decimal-system
	Same numbers in binary system

	0
	0

	1
	1

	2
	10

	3
	11

	4
	100

	5
	101

	6
	110

	7
	111

	8
	1000


The code called ASCII (pronounced "AS-key"), which stands for American Standard Code for Information Interchange, uses 7 bits for each character. Since there are exactly 128 unique combinations of 7 bits, this 7-bit code can represent only characters. A more common version is ASCII-8, also called extended ASCII, which uses 8 bits per character and can represent 256 different characters. For example, the letter A is represented by 01000001. The ASCII representation has been adopted as a standard by the U.S. government and is found in a variety of computers, particularly minicomputers and microcomputers. The following table shows part of the ASCII-8 code. Note that the byte: 

	01000011


does represent the character 'C'. 
	Character
	Bit pattern
	Byte

number
	 
	Character
	Bit pattern
	Byte

number

	A
	01000001
	65
	 
	¼
	10111100 
	 188

	B
	01000010
	66
	 
	.
	00101110 
	 46

	C
	01000011
	67
	 
	:
	00111010
	 58

	a
	01100001
	97
	 
	$
	00100100 
	 36

	b
	01100010
	98
	 
	\
	01011100
	 92

	o
	01101111
	111
	 
	~
	01111110
	 126

	p
	 01110000
	112
	 
	1
	00110001
	49

	q
	 01110001
	 113
	 
	2
	00110010
	50

	r
	 01110010
	 114
	 
	9
	00111001
	57

	x
	 01111000
	120
	 
	©
	 10101001
	 169

	y
	 01111001
	 121
	 
	>
	00111110
	 62

	z
	 01111010
	 122
	 
	 ‰
	 10001001
	 137


Thus, when you type a 'C' on the keyboard, circuitry on the keyboard and in the computer converts the 'C' to the byte: 

	01000011


and stores the letter in the computer's memory as well as instructing the monitor to display it. Figure 4 shows converting to ASCII and Figure 5 shows the byte going through the computer's processor to memory. 
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	Figure 4: Character As a Byte
	Figure 5: Character Byte Stored In Memory


If the person typed the word "CAB", it would be represented by the following three bytes in the computer's memory (think of it as three rows of eight switches in memory being ON or OFF): 
	01000011
	C

	01000001
	A

	01000010
	B
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	Figure 6: Graphics as a Collection of Pixel Bytes


 Picture and Graphic Data. You have probably seen photographs that have been enlarged a lot, or shown close up - you can see that photographs are a big grid of colored dots. Computer graphic data like pictures, frames of a movie, drawings, or frames of an animation are represented by a grid of pixels. "Pixel" is short for picture element. In simple graphics (those without many colors), a byte can represent a single pixel. In a graphic representation called greyscale each pixel is a shade of grey from black at one extreme to white at the other. Since eight bytes can hold 256 different integers (0-255 as described a few paragraphs ago), a pixel in one byte can be one of 256 shades of grey (usually with 0 being white and 255 being black). Modern video games and colorful graphics use several bytes for each pixel (Nintendo 64 uses eight bytes = 64 bits for each pixel to get a huge array of possible colors). A scanned photograph or a computer drawing is thus stored as thousands of bytes - each byte, or collection of bytes, representing a pixel. This is shown in Figure 6. 

We saw that computer manufacturers got together and agreed how characters will be represented (the ASCII code). For graphics, there are several similar standards or formats. Two common picture formats used on the Internet are JPEG and GIF. These, like ASCII, are agreed-upon common coding of pixels in bytes. 


Sound Data As Bytes.
 Sound occurs naturally as an analog wave, as shown in Figure 7. 
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	Figure 7: Sound Data In Bytes


 Most current electronic speakers, the means that we use to electronically reproduce sound, also produce analog waves. However, as we have seen, all data in the computer is digital and must be processed in bytes. The process of taking analog data, such as sound, and making it digital is called analog to digital conversion. Many music CD's from old original analog recordings on tapes were converted to digital to be placed on a CD (a CD is digital; it is just a collection of bits with a small hole burned in the CD representing a 1 and no hole representing a 0). Current music CD's have the analog to digital conversion done in the recording equipment itself, which produces better conversion. 
To convert an analog wave into digital, converters use a process called sampling. They sample the height of the sound wave at regular intervals of time, often small fractions of a second. If one byte is used to hold a single sample of an analog wave, then the wave can be one of 256 different heights (0 being the lowest height and 255 being the highest). These heights represent the decibel level of the sound. Thus a spoken word might occupy several hundred bytes - each being a sample of the sound wave of the voice at a small fraction of a second. If these 100 bytes were sent to a computer's speaker, the spoken word would be reproduced. 

Like ASCII for characters and GIF and JPEG for pictures, sound has several agreed-upon formats for representing samples in bytes. WAV is a common format on the Internet. 
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Program Data as Bytes. When you buy a piece of software on a CD or diskette, you are getting a collection of instructions that someone wrote to tell the computer to perform the task that the software is meant to do. Each instruction is a byte, or a small collection of bytes. If a computer used one byte for an instruction, it could have up to 256 instructions. Later we will look at what these instructions are, but for now, you should realize that a byte could also be a computer's instruction. The conversion of instructions to bytes is shown in Figure 8. The programming process allows humans to write instructions in an English-like way. A software program called a compiler then transforms the English-like text into the bytes for instructions that the computer understands. This is shown in Figure 9. 
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	Figure 9


 Like all other kinds of data, there are agreed-upon formats for computer instructions too. One reason that Macintosh computer programs do not run natively on PC-compatible (Intel-based) computers, is that Macintoshes and Intel PCs use different formats for coding instructions in bytes. 
How Does The Computer Know What a Byte Represents?

We have seen that the byte: 

	01000011


can represent the integer 67, the character 'C', a pixel with darkness level 67, a sample of a sound with decibel level 67, or an instructions. There are other types of data that a byte can represent too. If that same byte can be all of those different types of data, how does the computer know what type it is? The answer is the context in which the computer uses the byte. If it sends the byte to a speaker, the 67th level of sound is produced. If it sends the byte to a monitor or printer, a pixel with the 67th level of darkness is produced, etc. More accurately, if the byte were coded with a standard coding technique, like ASCII for characters, GIF for pictures, and WAV for sounds, then when the computer sends the byte to a device, the data corresponding to that coding is produced by the device.
Fay-Wolfe, Dr. Vic. (n.d.) Data in a Computer 
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The CPU and Memory
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Figure 0 shows the parts of a computer: 

	The Central Processing Unit: 

(CPU), 

Buses, 

Ports and controllers, 

ROM; 

Main Memory (RAM); 

Input Devices; 

Output Devices; 

Secondary Storage; 

floppy disks, 

hard disk, 

CD-ROM 
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Figure 0: Inside The Computer





This part of the reading will examine the CPU, Buses, Controllers, and Main Memory. Other sections will examine input devices, output devices, and secondary memory. 

The Central Processing Unit (CPU)
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	Figure 1: The Central Processing Unit


The computer does its primary work in a part of the machine we cannot see, a control center that converts data input to information output. This control center, called the central processing unit (CPU), is a highly complex, extensive set of electronic circuitry that executes stored program instructions. All computers, large and small, must have a central processing unit. As Figure 1 shows, the central processing unit consists of two parts: The control unit and the arithmetic/logic unit. Each part has a specific function. 


Before we discuss the control unit and the arithmetic/logic unit in detail, we need to consider data storage and its relationship to the central processing unit. Computers use two types of storage: Primary storage and secondary storage. The CPU interacts closely with primary storage, or main memory, referring to it for both instructions and data. For this reason this part of the reading will discuss memory in the context of the central processing unit. Technically, however, memory is not part of the CPU. 

Recall that a computer's memory holds data only temporarily, at the time the computer is executing a program. Secondary storage holds permanent or semi-permanent data on some external magnetic or optical medium. The diskettes and CD-ROM disks that you have seen with personal computers are secondary storage devices, as are hard disks. Since the physical attributes of secondary storage devices determine the way data is organized on them, we will discuss secondary storage and data organization together in another part of our on-line readings. 

Now let us consider the components of the central processing unit. 
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The Control Unit 
The control unit of the CPU contains circuitry that uses electrical signals to direct the entire computer system to carry out, or execute, stored program instructions. Like an orchestra leader, the control unit does not execute program instructions; rather, it directs other parts of the system to do so. The control unit must communicate with both the arithmetic/logic unit and memory. 

The Arithmetic/Logic Unit 
The arithmetic/logic unit (ALU) contains the electronic circuitry that executes all arithmetic and logical operations. 

The arithmetic/logic unit can perform four kinds of arithmetic operations, or mathematical calculations: addition, subtraction, multiplication, and division. As its name implies, the arithmetic/logic unit also performs logical operations. A logical operation is usually a comparison. The unit can compare numbers, letters, or special characters. The computer can then take action based on the result of the comparison. This is a very important capability. It is by comparing that a computer is able to tell, for instance, whether there are unfilled seats on airplanes, whether charge- card customers have exceeded their credit limits, and whether one candidate for Congress has more votes than another. 

Logical operations can test for three conditions: 

· Equal-to condition. In a test for this condition, the arithmetic/logic unit compares two values to determine if they are equal. For example: If the number of tickets sold equals the number of seats in the auditorium, then the concert is declared sold out. 

· Less-than condition. To test for this condition, the computer compares values to determine if one is less than another. For example: If the number of speeding tickets on a driver's record is less than three, then insurance rates are $425; otherwise, the rates are $500. 

· Greater-than condition. In this type of comparison, the computer determines if one value is greater than another. For example: If the hours a person worked this week are greater than 40, then multiply every extra hour by 1.5 times the usual hourly wage to compute overtime pay. 


A computer can simultaneously test for more than one condition. In fact, a logic unit can usually discern six logical relationships: equal to, less than, greater than, less than or equal to, greater than or equal to, and not equal. 

The symbols that let you define the type of comparison you want the computer to perform are called relational operators. The most common relational operators are the equal sign(=), the less-than symbol(<), and the greater-than symbol(>). 

Registers: Temporary Storage Areas 
Registers are temporary storage areas for instructions or data. They are not a part of memory; rather they are special additional storage locations that offer the advantage of speed. Registers work under the direction of the control unit to accept, hold, and transfer instructions or data and perform arithmetic or logical comparisons at high speed. The control unit uses a data storage register the way a store owner uses a cash register-as a temporary, convenient place to store what is used in transactions. 

Computers usually assign special roles to certain registers, including these registers: 

· An accumulator, which collects the result of computations. 

· An address register, which keeps track of where a given instruction or piece of data is stored in memory. Each storage location in memory is identified by an address, just as each house on a street has an address. 

· A storage register, which temporarily holds data taken from or about to be sent to memory. 

· A general-purpose register, which is used for several functions. 
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Memory and Storage 
Memory is also known as primary storage, primary memory, main storage, internal storage, main memory, and RAM (Random Access Memory); all these terms are used interchangeably by people in computer circles. Memory is the part of the computer that holds data and instructions for processing. Although closely associated with the central processing unit, memory is separate from it. Memory stores program instructions or data for only as long as the program they pertain to is in operation. Keeping these items in memory when the program is not running is not feasible for three reasons: 

· Most types of memory only store items while the computer is turned on; data is destroyed when the machine is turned off. 

· If more than one program is running at once (often the case on large computers and sometimes on small computers), a single program can not lay exclusive claim to memory. 

· There may not be room in memory to hold the processed data. 

How do data and instructions get from an input device into memory? The control unit sends them. Likewise, when the time is right, the control unit sends these items from memory to the arithmetic/logic unit, where an arithmetic operation or logical operation is performed. After being processed, the information is sent to memory, where it is hold until it is ready to he released to an output unit. 

The chief characteristic of memory is that it allows very fast access to instructions and data, no matter where the items are within it. We will discuss the physical components of memory-memory chips-later in this chapter. 

To see how registers, memory, and second storage all work together, let us use the analogy of making a salad. In our kitchen we have: 

· a refrigerator where we store our vegetables for the salad; 

· a counter where we place all of our veggies before putting them on the cutting board for chopping; 

· a cutting board on the counter where we chop the vegetables; 

· a recipe that details what veggies to chop; 

· the corners of the cutting board are kept free for partially chopped piles of veggies that we intend to chop more or to mix with other partially chopped veggies. 

· a bowl on the counter where we mix and store the salad; 

· space in the refrigerator to put the mixed salad after it is made. 

The process of making the salad is then: bring the veggies from the fridge to the counter top; place some veggies on the chopping board according to the recipe; chop the veggies, possibly storing some partially chopped veggies temporarily on the corners of the cutting board; place all the veggies in the bowl to either put back in the fridge or put directly on the dinner table. 

The refrigerator is the equivalent of secondary (disk) storage. It can store high volumes of veggies for long periods of time. The counter top is the equivalent of the computer's motherboard - everything is done on the counter (inside the computer). The cutting board is the ALU - the work gets done there. The recipe is the control unit - it tells you what to do on the cutting board (ALU). Space on the counter top is the equivalent of RAM memory - all veggies must be brought from the fridge and placed on the counter top for fast access. Note that the counter top (RAM) is faster to access than the fridge (disk), but can not hold as much, and can not hold it for long periods of time. The corners of the cutting board where we temporarily store partially chopped veggies are equivalent to the registers. The corners of the cutting board are very fast to access for chopping, but can not hold much. The salad bowl is like a temporary register, it is for storing the salad waiting to take back to the fridge (putting data back on a disk) or for taking to the dinner table (outputting the data to an output device). 

Now for a more technical example. let us look at how a payroll program uses all three types of storage. Suppose the program calculates the salary of an employee. The data representing the hours worked and the data for the rate of pay are ready in their respective registers. Other data related to the salary calculation-overtime hours, bonuses, deductions, and so forth-is waiting nearby in memory. The data for other employees is available in secondary storage. As the CPU finishes calculations about one employee, the data about the next employee is brought from secondary storage into memory and eventually into the registers. 

The following table summarizes the characteristics of the various kinds of data storage in the storage hierarchy. 

	Storage
	Speed
	Capacity
	Relative Cost ($)
	Permanent?

	Registers
	Fastest
	Lowest
	Highest
	No

	RAM
	Very Fast
	Low/Moderate
	High
	No

	Floppy Disk
	Very Slow
	Low
	Low
	Yes

	Hard Disk
	Moderate
	Very High
	Very Low
	Yes


Modern computers are designed with this hierarchy due to the characteristics listed in the table. It has been the cheapest way to get the functionality. However, as RAM becomes cheaper, faster, and even permanent, we may see disks disappear as an internal storage device. Removable disks, like Zip disks or CDs (we describe these in detail in the online reading on storage devices) will probably remain in use longer as a means to physically transfer large volumes of data into the computer. However, even this use of disks will probably be supplanted by the Internet as the major (and eventually only) way of transferring data. Floppy disks drives are already disappearing: the new IMac Macintosh from Apple does not come with one. Within the next five years most new computer designs will only include floppy drives as an extra for people with old floppy disks that they must use. 
How the CPU Executes Program Instructions 
Let us examine the way the central processing unit, in association with memory, executes a computer program. We will be looking at how just one instruction in the program is executed. In fact, most computers today can execute only one instruction at a time, though they execute it very quickly. Many personal computers can execute instructions in less than one-millionth of a second, whereas those speed demons known as supercomputers can execute instructions in less than one-billionth of a second. 
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	Figure 2: The Machine Cycle


Before an instruction can be executed, program instructions and data must be placed into memory from an input device or a secondary storage device (the process is further complicated by the fact that, as we noted earlier, the data will probably make a temporary stop in a register). As Figure 2 shows, once the necessary data and instruction are in memory, the central processing unit performs the following four steps for each instruction: 

The control unit fetches (gets) the instruction from memory. 

The control unit decodes the instruction (decides what it means) and directs that the necessary data be moved from memory to the arithmetic/logic unit. These first two steps together are called instruction time, or I-time. 

The arithmetic/logic unit executes the arithmetic or logical instruction. That is, the ALU is given control and performs the actual operation on the data. 

The arithmetic/logic unit stores the result of this operation in memory or in a register. Steps 3 and 4 together are called execution time, or E-time. 
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	Figure 3: The Machine Cycle in Action


 The control unit eventually directs memory to release the result to an output device or a secondary storage device. The combination of I-time and E-time is called the machine cycle. Figure 3 shows an instruction going through the machine cycle. 

Each central processing unit has an internal clock that produces pulses at a fixed rate to synchronize all computer operations. A single machine-cycle instruction may be made up of a substantial number of sub-instructions, each of which must take at least one clock cycle. Each type of central processing unit is designed to understand a specific group of instructions called the instruction set. Just as there are many different languages that people understand, so each different type of CPU has an instruction set it understands. Therefore, one CPU-such as the one for a Compaq personal computer-cannot understand the instruction set from another CPU-say, for a Macintosh. 

It is one thing to have instructions and data somewhere in memory and quite another for the control unit to be able to find them. How does it do this? 
The location in memory for each instruction and each piece of data is identified by an address. That is, each location has an address number, like the mailboxes in front of an apartment house. And, like the mailboxes, the address numbers of the locations remain the same, but the contents (instructions and data) of the locations may change. That is, new instructions or new data may be placed in the locations when the old contents no longer need to be stored in memory. Unlike a mailbox, however, a memory location can hold only a fixed amount of data; an address can hold only a fixed number of bytes - often two bytes in a modern computer.
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	Figure 4: Memory Addresses Like Mailboxes



Figure 4 shows how a program manipulates data in memory. A payroll program, for example, may give instructions to put the rate of pay in location 3 and the number of hours worked in location 6. To compute the employee's salary, then, instructions tell the computer to multiply the data in location 3 by the data in location 6 and move the result to location 8. The choice of locations is arbitrary - any locations that are not already spoken for can be used. Programmers using programming languages, however, do not have to worry about the actual address numbers, because each data address is referred to by a name. The name is called a symbolic address. In this example, the symbolic address names are Rate, Hours, and Salary. 
Fay-Wolfe, Dr. V.   (n.d.) Computers Work: The CPU and Memory
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Disks and Secondary Storage
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The Benefits of Secondary Storage 
Picture, if you can, how many filing-cabinet drawers would be required to hold the millions of files of, say, tax records kept by the Internal Revenue Service or historical employee records kept by General Motors. The record storage rooms would have to be enormous. Computers, in contrast, permit storage on tape or disk in extremely compressed form. Storage capacity is unquestionably one of the most valuable assets of the computer. 

Secondary storage, sometimes called auxiliary storage, is storage separate from the computer itself, where you can store software and data on a semi permanent basis. Secondary storage is necessary because memory, or primary storage, can be used only temporarily. If you are sharing your computer, you must yield memory to someone else after your program runs; if you are not sharing your computer, your programs and data will disappear from memory when you turn off the computer. However, you probably want to store the data you have used or the information you have derived from processing; that is why secondary storage is needed. Furthermore, memory is limited in size, whereas secondary storage media can store as much data as necessary. Keep in mind the characteristics of the memory hierarchy that were described in the section on the CPU and memory: 
	Storage
	Speed
	Capacity
	Relative Cost ($)
	Permanent?

	Registers
	Fastest
	Lowest
	Highest
	No

	RAM
	Very Fast
	Low/Moderate
	High
	No

	Floppy Disk
	Very Slow
	Low
	Low
	Yes

	Hard Disk
	Moderate
	Very High
	Very Low
	Yes


The benefits of secondary storage can be summarized as follows: 

· Capacity. Organizations may store the equivalent of a roomful of data on sets of disks that take up less space than a breadbox. A simple diskette for a personal computer holds the equivalent of 500 printed pages, or one book. An optical disk can hold the equivalent of approximately 400 books. 

· Reliability. Data in secondary storage is basically safe, since secondary storage is physically reliable. Also, it is more difficult for unscrupulous people to tamper with data on disk than data stored on paper in a file cabinet. 

· Convenience. With the help of a computer, authorized people can locate and access data quickly. 

· Cost. Together the three previous benefits indicate significant savings in storage costs. It is less expensive to store data on tape or disk (the principal means of secondary storage) than to buy and house filing cabinets. Data that is reliable and safe is less expensive to maintain than data subject to errors. But the greatest savings can be found in the speed and convenience of filing and retrieving data. 
These benefits apply to all the various secondary storage devices but, as you will see, some devices are better than others. We begin with a look at the various storage media, including those used for personal computers, and then consider what it takes to get data organized and processed. 
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Magnetic Disk Storage 
Diskettes and hard disks are magnetic media; that is, they are based on a technology of representing data as magnetized spots on the disk with a magnetized spot representing a 1 bit and the absence of such a spot representing a 0 bit. Reading data from the disk means converting the magnetized data to electrical impulses that can be sent to the processor. Writing data to disk is the opposite: sending electrical impulses from the processor to be converted to magnetized spots on the disk. The surface of each disk has concentric tracks on it. The number of tracks per surface varies with the particular type of disk. 
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	Figure 1: Diskettes


Diskettes 
Made of flexible Mylar, a diskette can record data as magnetized spots on tracks on its surface. Diskettes became popular along with the personal computer. The older diskette, 5-1/4 inches in diameter, is still in use, but newer computers use the 3-1/2 inch diskette (Figure 1). The 3-1/2 inch diskette has the protection of a hard plastic jacket, a size to fit conveniently in a shirt pocket or purse, and the capacity to hold significantly more data than a 5-1/4 inch diskette. Diskettes offer particular advantages which, as you will see, are not readily available with hard disk: 
· Portability. Diskettes easily transport data from one computer to another.  Workers, for example, carry their files from office computer to home computer and back on a diskette instead of in a briefcase. Students use the campus computers but keep their files on their own diskettes. 

· Backup. It is convenient to place an extra copy of a hard disk file on a diskette. 

· New software. Although, for convenience, software packages are kept on hard disk, new software out of the box may come on diskettes (new software also may come on CD-ROM disks, which we will discuss shortly). 

The end of the diskettes useful life-time may be upon us. In 1998 Macintosh introduced its new computer, the IMAC, without a floppy disk drive. Alternatives such as Zip disks (discussed later), or transferring data via networks are making the low-capacity diskette become obsolete. 
Hard Disks 
A hard disk is a metal platter coated with magnetic oxide that can be magnetized to represent data. Hard disks come in a variety of sizes. Hard disk for mainframes and minicomputers may be as large as 14 inches in diameter. Several disks can be assembled into a disk pack. There are different types of disk packs, with the number of platters varying by model. Each disk in the pack has top and bottom surfaces on which to record data. Many disk devices, however, do not record data on the top of the top platter or on the bottom of the bottom platter. 
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	Figure 2: Hard Disk and Drive


A disk drive is a machine that allows data to be read from a disk or written on a disk. A disk pack is mounted on a disk drive that is a separate unit connected to the computer. Large computers have dozens or ever hundreds of disk drives. In a disk pack all disks rotate at the same time although only one disk is being read or written on at any one time. The mechanism for reading or writing data on a disk is an access arm; it moves a read/write head into position over a particular track. The read/write head on the end of the access arm hovers just above the track but does not actually touch the surface. When a read/write head does accidentally touch the disk surface, this is called a head crash and all data is destroyed. Data can also be destroyed if a read/write head encounters even minuscule foreign matter on the disk surface. A disk pack has a series of access arms that slip in between the disks in the pack. Two read/write heads are on each arm, one facing up for the surface above it and one facing down for the surface below it. However, only one read/write head can operate at any one time. 

In some disk drives the access arms can be retracted; then the disk pack can be removed from the drive. Most disk packs, however, combine the disks, access arms, and read/write heads in a sealed module called a Winchester disk. Winchester disk assemblies are put together in clean rooms so even microscopic dust particles do not get on the disk surface. 

Hard disks for personal computers are 5-1/4 inch or 3-1/2 inch disks in sealed modules and even gigabytes are not unusual. Hard disk capacity for personal computers has soared in recent years; capacities of hundreds of megabytes are common and gigabytes are not unusual. Although an individual probably cannot imagine generating enough output-letters, budgets, reports, and so forth-to fill a hard disk, software packages take up a lot of space and can make a dent rather quickly. Furthermore, graphics images and audio and video files require large file capacities. Perhaps more important than capacity, however, is the convenience of speed. Personal computer users find accessing files on a hard disk is significantly faster and thus more convenient than accessing files on a diskette. 

Removable Storage: Zip Disks 
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	Figure 3: Iomega Zip Disk


Personal computer users, who never seem to have enough hard disk storage space, may turn to a removable hard disk cartridge. Once full, a removable hard disk cartridge can be replaced with a fresh one. In effect, a removable cartridge is as portable as a diskette, but the disk cartridge holds much more data. Removable units also are important to businesses concerned with security, because the units can be used during business hours but hidden away during off hours. A disadvantage of a removable hard disk is that it takes longer to access data than a built-in hard drive. 


The most popular removable disk media is the Zip drive from Iomega (Figure 3). Over 100's of millions have been sold, making it the de facto standard. The disk cartridges look like a floppy disk, but are slightly bigger in all dimensions. Older Zip disks hold 100MB, newer ones hold 250MB and cost $8-$10 a piece (Floppies hold 1.4MB and cost around $2). The drive sells for around $80- $125. Many new PCs come with Zip drives built in addition to floppy drives. Zip disks are a great way to store large files and software programs. 
Hard Disks in Groups 
A concept of using several small disks that work together as a unit is called a redundant array of inexpensive disks, or simply RAID. The group of connected disks operates as if it were just one large disk, but it speeds up reading and writing by having multiple access paths. The data file for, say, aircraft factory tools, may be spread across several disks; thus, if the computer is used to look up tools for several workers, the computer need not read the data in turn but instead read them at the same time in parallel. Furthermore, data security is improved because if a disk fails, the disk system can reconstruct data on an extra disk; thus, computer operations can continue uninterrupted. This is significant data insurance. 

How Data Is Organized on a Disk 
There is more than one way of physically organizing data on a disk. The methods we will consider here are the sector method and the cylinder method. 

The Sector Method 
In the sector method each track is divided into sectors that hold a specific number of characters. Data on the track is accessed by referring to the surface number, track number, and sector number where the data is stored. The sector method is used for diskettes as well as disk packs. 

Zone Recording 
The fact that a disk is circular presents a problem: The distances around the tracks on the outside of the disk are greater than that of the tracks or the inside. A given amount of data that takes up 1 inch of a track on the inside of a disk might be spread over several inches on a track near the outside of a disk. This means that the tracks on the outside are not storing data as efficiently. 

Zone recording involves dividing a disk into zones to take advantage of the storage available on all tracks, by assigning more sectors to tracks in outer zones than to those in inner zones. Since each sector on the disk holds the same amount of data, more sectors mean more data storage than if all tracks had the same number of sectors. 

The Cylinder Method 
A way to organize data on a disk pack is the cylinder method. The organization in this case is vertical. The purpose is to reduce the time it takes to move the access arms of a disk pack into position. Once the access arms are in position, they are in the same vertical position on all disk surfaces. 

To appreciate this, suppose you had an empty disk pack on which you wished to record data. You might be tempted to record the data horizontally-to start with the first surface, fill track 000, then fill track 001, track 002, and so on, and then move to the second surface and again fill tracks 000, 001, 002, and so forth. Each new track and new surface, however, would require movement of the access arms, a relatively slow mechanical process. 

Recording the data vertically, on the other hand, substantially reduces access arm movement. The data is recorded on the tracks that can be accessed by one positioning of the access arms-that is, on one cylinder. To visualize cylinder organization, pretend a cylindrically shaped item, such as a tin can, were figuratively dropped straight down through all the disks in the disk pack. All the tracks thus encountered, in the same position on each disk surface, comprise a cylinder.  The cylinder method, then, means all tracks of a certain cylinder on a disk pack are lined up one beneath the other, and all the vertical tracks of one cylinder are accessible by the read/write heads with one positioning of the access arms mechanism. Tracks within a cylinder are numbered according to this vertical perspective: A 20-surface disk pack contains cylinder tracks numbered 0 through 19, top to bottom. 
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	Figure 3: Compact Disk (CD) and Drive)


Optical Disk Storage 
The explosive growth in storage needs has driven the computer industry to provide cheaper, more compact, and more versatile storage devices with greater capacity. This demanding shopping list is a description of the optical disk, like a CD. The technology works like this: A laser hits a layer of metallic material spread over the surface of a disk. When data is being entered, heat from the laser produces tiny spots on the disk surface. To read the data, the laser scans the disk, and a lens picks up different light reflections from the various spots. 

Optical storage technology is categorized according to its read/write capability. Read-only media are recorded on by the manufacturer and can be read from but not written to by the user. Such a disk cannot, obviously, be used for your files, but manufacturers can use it to supply software. Applications software packages sometimes include a dozen diskettes or more; all these could fit on one optical disk with plenty of room to spare. The most prominent optical technology is the CD-ROM, for compact disk read-only memory. The disk in its drive is shown in Figure 3. CD-ROM has a major advantage over other optical disk designs: The disk format is identical to that of audio compact disks, so the same dust-free manufacturing plants that are now stamping out digital versions of Mozart or Mary Chapin Carpenter can easily convert to producing anything from software to an encyclopedia. Furthermore, CD-ROM storage is large -up to 660 megabytes per disk, the equivalent of over 400 3-1/2 inch diskettes. 

When buying a computer the speed of the CD-ROM drive is advertised using an "X" factor, like 12X, or 24X. This indicates the speed at which the CD can transfer data to the CPU - the higher the X factor, the faster the CD. 

Modern computers now offer a write CD drive or, CD-RW as an option. CD-RW is a write-once, read-many media. With a CD-RW drive, you can create your own CDs. This offers an inexpensive, convenient, safe way to store large volumes of data such as favorite songs, photographs, etc. 
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	Figure 4: DVD Disk and Drive


DVDs 
Digital Versatile Disk (DVD) drives are now widely available in computers as well as home entertainment centers. DVD-ROM drives can read data, such as stored commercial videos for playing. DVD-RW allow DVDs to be created on a computer. 

The DVD is a flat disk, the size of a CD - 4.7 inches diameter and .05 inches thick. Data are stored in a small indentation in a spiral track, just like in the CD. DVD disks are read by a laser beam of shorter wave-length than used by the CD ROM drives. This allows for smaller indentations and increased storage capacity. The data layer is only half as thick as in the CD-ROM. This opens the possibility to write data in two layers. The outer gold layer is semi transparent, to allow reading of the underlying silver layer. The laser beam is set to two different intensities, strongest for reading the underlying silver layer. 

A 4.7 GB side of a DVD can hold 135 minutes top quality video with 6 track stereo. This requires a transmission rate of 4692 bits per second. The 17 GB disk holds 200 hours top quality music recording. 

DVD movies are made in two "codes." Region one is USA and Canada, while Europe and Asia is region two. When you play movies, your hardware (MPEG decoder. MGEG is the data coding for movies similar to JPEG for pictures.) must match the DVD region. The movies are made in two formats, each with their own coding. 

The DVD drives come in 2X, 4X, etc. versions, like the CD-ROM's. 

The DVD drives will not replace the magnetic hard disks. The hard disks are being improved as rapidly as DVD, and they definitely offer the fastest seek time and transmission rate (currently 5-10 MB/second). No optic media can keep up with this. But the DVD will undoubtedly gain a place as the successor to the CD ROM and is playing an important role in the blending of computers and entertainment centers. 

Magnetic Tape Storage 
We saved magnetic tape storage for last because it has taken a subordinate role in storage technology. Magnetic tape looks like the tape used in music cassettes plastic tape with a magnetic coating. As in other magnetic media, data is stored as extremely small magnetic spots. Tapes come in a number of forms, including l/2-inch-wide tape wound on a reel, l/4-inch- wide tape in data cartridges and cassettes, and tapes that look like ordinary music cassettes but are designed to store data instead of music. The amount of data on a tape is expressed in terms of density, which is the number of characters per inch (cpi) or bytes per inch (bpi) that can be stored on the tape. 

The highest-capacity tape is the digital audio tape, or DAT, which uses a different method of recording data. Using a method called helical scan recording, DAT wraps around a rotating read/write head that spins vertically as it moves. This places the data in diagonal bands that run across the tape rather than down its length. This method produces high density and faster access to data. 

Two reels are used, a supply reel and a take-up reel. The supply reel, which has the tape with data on it or on which data will be recorded, is the reel that is changed. The take-up reel always stays with the magnetic tape unit. Many cartridges and cassettes have the supply and take-up reels built into the same case. 

Tape now has a limited role because disk has proved the superior storage medium. Disk data is quite reliable, especially within a sealed module. Furthermore, as we will see, disk data can be accessed directly, as opposed to data on tape, which can be accessed only by passing by all the data ahead of it on the tape. Consequently, the primary role of tape today is as an inexpensive backup medium. 
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Backup Systems 
Although a hard disk is an extremely reliable device, a hard disk drive is subject to electromechanical failures that cause loss of data. Furthermore, data files, particularly those accessed by several users, are subject to errors introduced by users. There is also the possibility of errors introduced by software. With any method of data storage, a backup system a way of storing data in more than one place to protect it from damage and errors is vital. As we have already noted, magnetic tape is used primarily for backup purposes. For personal computer users, an easy and inexpensive way to back up a hard disk file is to simply copy it to a diskette whenever it is updated. But this is not practical for a system with many files or many users. 

Personal computer users have the option of purchasing their own tape backup system, to be used on a regular basis for copying all data from hard disk to a high-capacity tape. Data thus saved can be restored to the hard disk later if needed. A key advantage of a tape backup system is that it can copy the entire hard disk in minutes, saving you the trouble of swapping diskettes in and out of the machine. 

A rule of thumb among computer professionals is to estimate disk needs generously and then double that amount. But estimating future needs is rarely easy. Many users, therefore, make later adjustments like adding a removable hard disk cartridge to accommodate expanding storage needs. To quote many a computer user, "I just couldn't envision how I could use all that disk space. Now I can imagine even the extra disk filling up." 
Fay-Wolfe, Dr. V   (n.d.) How Computers Work: Disks and Secondary Storage 
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Input and Output
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The central processing unit is the unseen part of a computer system, and users are only dimly aware of it. But users are very much aware of the input and output associated with the computer. They submit input data to the computer to get processed information, the output. 

Sometimes the output is an instant reaction to the input. Consider these examples: 

· Zebra-striped bar codes on supermarket items provide input that permits instant retrieval of outputs - price and item name - right at the checkout counter. 

· A bank teller queries the computer through the small terminal at the window by giving a customer's account number as input. The same screen immediately provides the customer's account balance as output. 

· A forklift operator speaks directly to a computer through a microphone. Words like left, right, and lift are the actual input data. The output is the computer's instant response, which causes the forklift to operate as requested. 

· A medical student studies the human body on a computer screen, inputting changes to the program to show a close-up of the leg and then to remove layers of tissue to reveal the muscles and bone underneath. The screen outputs the changes, allowing the student (without donning a mask, sanitary gloves, or operating gown) to simulate surgery on the computer. 

· A sales representative uses an instrument that looks like a pen to enter an order on a special pad. The handwritten characters are displayed as "typed" text and are stored in the pad, which is actually a small computer. 


Input and output may sometimes be separated by time or distance or both. Here are some examples: 

· Factory workers input data by punching in on a time clock as they go from task to task. The time clock is connected to a computer. The outputs are their weekly pay checks and reports for management that summarize hours per project on a quarterly basis. 

· A college student writes checks. The data on the checks is used as input to the bank computer, which eventually processes the data to prepare a bank statement once a month. 

· Charge-card transactions in a retail store provide input data that is processed monthly to produce customer bills. 

· Water-sample data is collected at lake and river sites, keyed in at the environmental agency office, and used to produce reports that show patterns of water quality. 


The examples in this section show the diversity of computer applications, but in all cases the process is the same: input-processing-output. We have already had an introduction to processing. Now, in this chapter we will examine input and output methods in detail. 

Input: Getting Data from the User to the Computer
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Some input data can go directly to the computer for processing. Input in this category includes bar codes, speech that enters the computer through a microphone, and data entered by means of a device that converts motions to on-screen action. Some input data, however, goes through a good deal of intermediate handling, such as when it is copied from a source document and translated to a medium that a machine can read, such as a magnetic disk. In either case the task is to gather data to be processed by the computer ‹sometimes called raw data and convert it into some form the computer can understand. 

Keyboard 
A keyboard is usually part of a personal computer or part of a terminal that is connected to a computer somewhere else. Not all keyboards are traditional, however. A fast-food franchise like McDonald's, for example, uses keyboards whose keys represent items such as large fries or a Big Mac. Even less traditional in the United States are keyboards that are used to enter Chinese characters. 

Mouse 
A mouse is an input device with a ball on its underside that is rolled on a flat surface, usually the desk on which the computer sits. The rolling movement causes a corresponding movement on the screen. Moving the mouse allows you to reposition the pointer, or cursor, an indicator on the screen that shows where the next interaction with the computer can take place. The cursor can also be moved by pressing various keyboard keys. You can communicate commands to the computer by pressing a button on top of the mouse. In particular, a mouse button is often used to click on an icon, a pictorial symbol on a screen; the icon represents a computer activity-a command to the computer-so clicking the icon invokes the command. 
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Trackball 
A variation on the mouse is the trackball. You may have used a trackball to play a video game. The trackball is like an upside-down mouse-you roll the ball directly with your hand. The popularity of the trackball surged with the advent of laptop computers, when traveling users found them- selves without a flat surface on which to roll the traditional mouse. 

Source Data Automation: Collecting Data Where It Starts 
Efficient data input means reducing the number of intermediate steps required between the origination of data and its processing. This is best accomplished by source data automation ‹the use of special equipment to collect data at the source, as a by-product of the activity that generates the data, and send it directly to the computer. Recall, for example, the supermarket bar code, which can be used to send data about the product directly to the computer. Source data automation eliminates keying, thereby reducing costs and opportunities for human-introduced mistakes. Since data about a transaction is collected when and where the transaction takes place, source data automation also improves the speed of the input operation. 

For convenience, we will divide this discussion into the primary areas related to source data automation: magnetic-ink character recognition, optical recognition, data collection devices, and even directly by your own voice, finger, or eye. Let us consider each of these in turn. 

Magnetic-Ink Character Recognition 
Abbreviated MICR, magnetic-ink character recognition is a method of machine-reading characters made of magnetized particles. The most common example of magnetic characters is the array of numbers across the bottom of your personal check. 

Most magnetic-ink characters are pre-printed on your check. If you compare a check you wrote that has been cashed and cleared by the bank with those that are still unused in your checkbook, you will note that the amount of the cashed check has been reproduced in magnetic characters in the lower-right corner. These characters were added by a person at the bank by using a MICR inscriber. 

Scanner 
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	Figure 1: Flatbed Scanner
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An inexpensive way to get entire documents, pictures, and anything on a flat Surface into a computer is by using a scanner. Scanners use optical recognition systems that have a light beam to scan input data to convert it into electrical signals, which are sent to the computer for processing. Optical recognition is by far the most common type of source input, appearing in a variety of ways: optical marks, optical characters, bar codes, handwritten characters, and images. Scanners use Optical Character Recognition software, described below, to translate text on scanned documents into text that is suitable for word processors and other computer applications. 

Optical Mark Recognition 
Abbreviated OMR, optical mark recognition is sometimes called mark sensing, because a machine senses marks on a piece of paper. As a student, you may immediately recognize this approach as the technique used to score certain tests. Using a pencil, you make a mark in a specified box or space that corresponds to what you think is the answer. The answer sheet is then graded by a device that uses a light beam to recognize the marks and convert them to computer-recognizable electrical signals. 

Optical Character Recognition 
Abbreviated OCR, optical character recognition devices also use a light source to read special characters and convert them into electrical signals to be sent to the central processing unit. The characters-letters, numbers, and special symbols-can be read by both humans and machines. They are often found on sales tags on store merchandise. A standard typeface for optical characters, called OCR-A, has been established by the American National Standards Institute. 

The handheld wand reader is a popular input device for reading OCR-A. There is an increasing use of wands in libraries, hospitals, and factories, as well as in retail stores. In retail stores the wand reader is connected to a point-of-sale (POS) terminal. This terminal is somewhat like a cash register, but it performs many more functions. When a clerk passes the wand reader over the price tag, the computer uses the input merchandise number to retrieve a description (and possibly the price, if not on the tag) of the item. A small printer produces a customer receipt that shows the item description and price. The computer calculates the subtotal, the sales tax (if any), and the total. This information is displayed on the screen and printed on the receipt; notice that both screen and printer are output, so the POS terminal is a complex machine that performs both input and output functions. Finally, some POS terminals include a device that will accept a credit card, inputting account data from the magnetic strip on a customer's charge card. 

The raw purchase data becomes valuable information when it is summarized by the computer system. This information can be used by the accounting department to keep track of how much money is taken in each day, by buyers to determine what merchandise should be reordered, and by the marketing department to analyse the effectiveness of their ad campaigns. 

Bar Codes 
Each product on the store shelf has its own unique number, which is part of the Universal Product Code (UPC). This code number is represented on the product label by a pattern of vertical marks, or bars, called bar codes. (UPC, by the way, is an agreed-upon standard within the supermarket industry; other kinds of bar codes exist. You need only look as far as the back cover of this book to see an example of another kind of bar code.) These zebra stripes can be sensed and read by a bar code reader, a photo- electric device that reads the code by means of reflected light. As with the wand reader in a retail store, the bar code reader in a bookstore or grocery store is part of a point-of-sale terminal. When you buy, say, a can of corn at the supermarket, the checker moves it past the bar code reader. The bar code merely identifies the product to the store's computer; the code does not contain the price, which may vary. The price is stored in a file that can be accessed by the computer. (Obviously, it is easier to change the price once in the computer than to have to repeatedly restamp the price on each can of corn. ) The computer automatically tells the point- of-sale terminal what the price is; a printer prints the item description and price on a paper tape for the customer. Some supermarkets are moving to self-scanning, putting the bar code reader-as well as the bagging-in the customer's hands. 

Although bar codes were once found primarily in supermarkets, there are a variety of other interesting applications. Bar coding has been described as an inexpensive and remarkably reliable way to get data into a computer. It is no wonder that virtually every industry has found a niche for bar codes. In Brisbane, Australia, bar codes help the Red Cross manage their blood bank inventory. Also consider the case of Federal Express. The management attributes a large part of the corporation's success to the bar-coding system it uses to track packages. Each package is uniquely identified by a ten-digit bar code, which is input to the computer at each point as the package travels through the system. An employee can use a computer terminal to query the location of a given shipment at any time; the sender can request a status report on a package and receive a response within 30 minutes. The figures are impressive: In regard to controlling packages, the company has an accuracy rate of better than 99 percent. 

Handwritten Characters 
Machines that can read handwritten characters are yet another means of reducing the number of intermediate steps between capturing data and processing it. In many instances it is preferable to write the data and immediately have it usable for processing rather than having data entry operators key it in later. However, not just any kind of handwritten scrawl will do; the rules as to the size, completeness, and legibility of the handwriting are fairly rigid. 

Imaging 
In a process called imaging, a scanner converts a drawing, a picture, or any document into computer-recognizable form by shining a light on the image and sensing the intensity of the reflection at each point of the image. Scanners come in both handheld and desktop models. The electronic version of the image can then be stored, probably on disk, and reproduced on screen when needed. Businesses find imaging particularly useful for documents, since they can view an exact replica of the original document at any time. If a text image is run through an optical character recognition (OCR) program, then all words and numbers can be manipulated by word processing and other software. The Internal Revenue Service, using imaging and also OCR software that can recognize characters from the image, is now scanning 17,000 tax returns per hour, a significant improvement over hand processing. 

Another way to keep photos computer accessible is to have film that was shot with a conventional camera processed onto optical disk instead of prints or slides. Professional photo agencies keep thousands of images on file, ready to be leased for a fee. Typically, a couple of dozen thumbnail-size images can be displayed on the screen at one time; a particular image can be enlarged to full-screen size with a click of a mouse button. 
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Another source of direct data entry is a data collection device, which may be located in a warehouse or factory or wherever the activity that is generating the data is located. As we noted earlier in the chapter, for example, factory employees can use a plastic card to punch job data directly into a computerized time clock. This process eliminates intermediate steps and ensures that the data will be more accurate. 

Data collection devices must be sturdy, trouble-free, and easy to use because they are often located in dusty, humid, or hot or cold locations. They are used by people such as warehouse workers, packers, forklift operators, and others whose primary work is not clerical. Examples of remote data collection devices are machines for taking inventory, reading shipping labels, and recording job costs. 

Voice Input 
Does your computer have ears? Speaking to a computer, known as voice input or speech recognition, is another form of source input. Speech recognition devices accept the spoken word through a microphone and convert it into binary code (0s and 1s) that can be understood by the computer. Originally, typical users were those with "busy hands," or hands too dirty for the keyboard, or with no access to a keyboard. Such uses are changing radio frequencies in airplane cockpits, controlling inventory in an auto junkyard, reporting analysis of pathology slides viewed under a microscope, asking for stock-market quotations over the phone, inspecting items moving along an assembly line, and allowing physically disabled users to issue commands. 

Most speech recognition systems are speaker-dependent; that is, they must be separately trained for each individual user. The speech recognition system "learns" the voice of the user, who speaks isolated words repeatedly. The voiced words the system "knows" are then recognizable in the future. 

Speech recognition systems that are limited to isolated words are called discrete word systems, and users must pause between words. Experts have tagged speech recognition as one of the most difficult things for a computer to do. Eventually, continuous word systems will be able to interpret sustained speech, so users can speak normally; so far, such systems are limited by vocabulary to a single subject, such as insurance or the weather. A key advantage of delivering input to a computer in a normal speaking pattern is ease of use. Such systems may also be propelled by the explosion of hand and wrist ailments associated with extensive computer keying. Today, software is available to let computers take dictation from people who are willing to pause . . . briefly . . . between . . . words; the best systems are quite accurate and equivalent to typing 70 words per minute. 
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Touch Screens 
One way of getting input directly from the source is to have a human simply point to a selection. The edges of the monitor of a touch screen emit horizontal and vertical beams of light that criss-cross the screen. When a finger touches the screen, the interrupted light beams can pinpoint the location selected on the screen. Kiosks in public places such as malls offer a variety of services via touch screens. An insurance company kiosk will let you select a policy or a government kiosk will let you order a copy of your birth certificate. Kiosks are also found in private stores. Wal-Mart, for example, uses a kiosk to let customers find needed auto parts. Many delicatessens let you point to salami on rye, among the other selections. 

Looking 
Delivering input to a computer by simply looking at the computer would seem to be the ultimate in capturing data at the source. The principles are reminiscent of making a screen selection by touching the screen with the finger. Electrodes attached to the skin around the eyes respond to movement of the eye muscles, which produce tiny electric signals when they contract. The signals are read by the computer system, which determines the location on the screen where the user is looking. 

Such a system is not yet the mainstream. The first people to benefit would likely be those who, due to disabilities or busyness, cannot use their hands or voices for input. 

Output: Information for the User

As we have seen, computer output takes the form of screen or printer output. Other forms of output include voice, microfilm, and various forms of graphics output. 

A computer system often is designed to produce several kinds of output. An example is a travel agency that uses a computer system. If a customer asks about airline connections to Toronto, Calgary, and Vancouver, say, the travel agent will probably make a few queries to the system to receive on-screen output indicating availability on the various flights. After the reservations have been confirmed, the agent can ask for printed output that includes the tickets, the traveler's itinerary, and the invoice. The agency may also keep the customer records on microfilm. In addition, agency management may periodically receive printed reports and charts, such as monthly summaries of sales figures or pie charts of regional costs. We begin with the most common form of output, computer screens. 

Computer Screen Technology 
A user's first interaction with a computer screen may be the screen response to the user's input. When data is entered, it appears on the screen. Furthermore, the computer response to that data-the output-also appears on the screen. Computer screens come in many varieties, but the most common kind is the cathode ray tube (CRT). Most CRT screens use a technology called raster-scan technology. The backing of the screen display has a phosphorous coating, which will glow whenever it is hit by a beam of electrons. But the light does not stay lit very long, so the image must be refreshed often. If the screen is not refreshed often enough, the fading screen image appears to flicker. A scan rate-the number of times the screen is refreshed-of 60 times per second is usually adequate to retain a clear screen image. As the user, you tell the computer what image you want on the screen, by typing, say, the letter M, and the computer sends the appropriate image to be beamed on the screen. This is essentially the same process used to produce television images. 

A computer display screen that can be used for graphics is divided into dots that are called addressable, because they can be addressed individually by the graphics software. Each dot can be illuminated individually on the screen. Each dot is potentially a picture element, or pixel. The resolution of the screen, its clarity, is directly related to the number of pixels on the screen: The more pixels, the higher the resolution. Some computers come with built-in graphics capability. Others need a device, called a graphics card or graphics adapter board, that has to be added. 

There have been several color screen standards, relating particularly to resolution. The first color display was CGA (color graphics adapter), which had low resolution by today's standards (320x200 pixels). This was followed by the sharper EGA (enhanced graphics adapter), featuring 640x350 pixels. Today, VGA and SVGA are common standards. VGA (video graphics array) has 640x480 pixels. SVGA (super VGA) offers 800x600 pixels or 1024x768 pixels, by far the superior clarity. 

[image: image172.emf]Is bigger really better? Screen sizes are measured diagonally. Many personal computers come with a 15 inch screen. A 15 inch screen is fine for most single applications, but for applications with large graphics, or for having multiple windows open, it is sometimes inadequate. For a few hundred dollars more, 17 inch can be better. There are even bigger screens that cost substantially more. Bigger is usually better, but more expensive. 

Types of Screens 
Cathode ray tube monitors that display text and graphics are in common use today. Although most CRTs are color, some screens are monochrome, meaning only one color, usually green, appears on a dark background. Another type of screen technology is the liquid crystal display (LCD), a flat display often seen on watches and calculators. LCD screens are used on laptop computers. Some LCDs are monochrome, but color screens are popular. Some laptop screens are nearing CRTs in resolution quality. 
Terminals 
A screen may be the monitor of a self-contained personal computer, or it may be part of a terminal that is one of many terminals attached to a large computer. A terminal consists of an input device, an output device, and a communications link to the main computer. Most commonly, a terminal has a keyboard for an input device and a screen for an output device, although there are many variations on this theme. 
Printers 
A printer is a device that produces printed paper output, known in the computer industry as hard copy because it is tangible and permanent (unlike soft copy, which is displayed on a screen). Some printers produce only letters and numbers, whereas others can also produce graphics. 
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Letters and numbers are formed by a printer either as solid characters or as dot-matrix characters. Dot-matrix printers create characters in the same way that individual lights in a pattern spell out words on a basketball scoreboard. Dot-matrix printers construct a character by activating a matrix of pins that produce the shape of the character. A traditional matrix is 5x7-that is, five dots wide and seven dots high. These printers are sometimes called 9-pin printers, because they have two extra vertical dots for descenders on the lowercase letters g, j, p, and y. The 24-pin dot-matrix printer, which uses a series of overlapping dots, dominates the dot-matrix market. The more dots, the better the quality of the character produced. Some dot-matrix printers can produce colour images.

There are two ways of printing an image on paper: the impact method and the non-impact method. Let us take a closer look at the difference. 

Impact Printers 
The term impact refers to the fact that impact printers use some sort of physical contact with the paper to produce an image, physically striking paper, ribbon, and print hammer together. The impact may be produced by a print hammer character, like that of a typewriter key striking a ribbon against the paper, or by a print hammer hitting paper and ribbon against a character. A dot-matrix printer is one example of an impact printer. High- quality impact printers print only one character at a time. 

However, users who are more concerned about high volume than high quality usually use line printers - impact printers that print an entire line at a time. Organizations that use mainframe and minicomputers usually have several line printers. Such organizations are likely to print hearty reports, perhaps relating to payroll or costs, for internal use. The volume of the report and the fact that it will not be seen by customers makes the speedy-and less expensive line printer appropriate. One final note about impact printers: An impact printer must be used if printing a multiple-copy report so that the duplicate copies will receive the imprint. 

Non-impact Printers 
A non-impact printer places an image on a page without physically touching the page. The major technologies competing in the non-impact market are laser and ink-jet. Laser printers use a light beam to help transfer images to paper, producing extremely high-quality results. Laser printers print a page at a time at impressive speeds. Large organizations use laser printers to produce high-volume customer-oriented reports. At the personal computer end, low-end black and white laser printers can now be purchased for a few hundred dollars. However, colour laser jet printers are more expensive. 

The rush to laser printers has been influenced by the trend toward desktop publishing-using a personal computer, a laser printer, and special software to make professional-looking publications, such as newsletters. 

Ink-jet printers, by spraying ink from multiple jet nozzles, can print both black and white and in several different colours of ink to produce excellent graphics. As good as they are, colour printers are not perfect. The colour you see on your computer screen is not necessarily the colour you will see on the printed output. Nor is it likely to be the colour you would see on a four-color offset printing press. Nevertheless, with low-end printers now under $250, they may be a bargain for users who want their own colour output capability. 

There are many advantages to non-impact printers over impact ones, but there are two major reasons for their growing popularity: They are faster and quieter. Other advantages of non-impact printers over conventional mechanical printers are their ability to change typefaces automatically and their ability to produce high-quality graphics. 

Voice Output 
We have already examined voice input in some detail. As you will see in this section, however, computers are frequently like people in the sense that they find it easier to talk than to listen. Speech synthesis is the process of enabling machines to talk to people is much easier than speech recognition. "The key is in the ignition," your car says to you as you open the car door to get out. Machine voices are not real human voices. They are the product of voice synthesizers (also called voice-output devices or audio-response units), which convert data in main storage to vocalized sounds understandable to humans. 

There are two basic approaches to getting a computer to talk. The first is synthesis by analysis, in which the device analyses the input of an actual human voice speaking words, stores and processes the spoken sounds, and reproduces them as needed. The process of storing words is similar to the digitizing process we discussed earlier when considering voice input. In essence, synthesis by analysis uses the computer as a digital tape recorder. 

The second approach to synthesizing speech is synthesis by rule, in which the device applies a complex set of linguistic rules to create artificial speech. Synthesis based on the human voice has the advantage of sounding more natural, but it is limited to the number of words stored in the computer. 

Voice output has become common in such places as airline and bus terminals, banks, and brokerage houses. It is typically used when an inquiry is followed by a short reply (such as a bank balance or flight time). Many businesses have found other creative uses for voice output as it applies to the telephone. Automatic telephone voices ("Hello, this is a computer speaking. . . " ) take surveys, inform customers that catalogue orders are ready to be picked up, and, perhaps, remind consumers that they have not paid their bills. 

Music Output 
Personal computer users have occasionally sent primitive musical messages, feeble tones that wheezed from the tiny internal speaker. Many users remain at this level, but a significant change is in progress. 

Professional musicians lead the way, using special sound chips that simulate different instruments. A sound card, installed internally in the computer, and attached speakers complete the output environment. Now, using appropriate software, the computer can produce the sound of an orchestra or a rock band. Those of us who simply enjoy music can have a full sight/sound experience using multimedia, which we will explore in detail in the next chapter. 
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Computer Graphics

Let us take a moment to glimpse everyone's favourite, computer graphics. Just about everyone has seen TV commercials or movies that use computer-produced animated graphics. Computer graphics can also be found in education, computer art, science, sports, and more. But perhaps their most prevalent use today is in business. 

Business Graphics 
It might seem wasteful to use colour graphics to display what could more inexpensively be shown to managers as numbers in standard computer printouts. However, colourful graphics, maps, and charts can help managers compare data more easily, spot trends, and make decisions more quickly. Also, the use of colour helps people get the picture-literally. Finally, although color graphs and charts have been used in business for years-usually to make presentations to higher management or outside clients-the computer allows them to be rendered quickly, before information becomes outdated. One user refers to business graphics as "computer- assisted insight." 
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Video Graphics 
Video graphics can be as creative as an animated cartoon. Although they operate on the same principle as a moving picture or cartoon-one frame at a time in quick succession video graphics are produced by computers. Video graphics have made their biggest splash on television, but many people do not realize they are watching a computer at work. The next time you watch television, skip the trip to the kitchen and pay special attention to the commercials. Unless there is a live human in the advertisement, there is a good chance that the moving objects you see, such as floating cars and bobbing electric razors, are computer output. Another fertile ground for video graphics is a television network's logo and theme. Accompanied by music and swooshing sounds, the network symbol spins and cavorts and turns itself inside out, all with the finesse that only a computer could supply. 

Computer-Aided Design/Computer-Aided Manufacturing 
For more than a decade, computer graphics have also been part and parcel of a field known by the abbreviation CAD/CAM-short for computer- aided design/computer-aided manufacturing. In this area computers are used to create two- and three-dimensional pictures of everything from hand tools to tractors. CAD/CAM provides a bridge between design (planning what a product will be) and manufacturing (actually making the planned product). As a manager at Chrysler said, "Many companies have design data and manufacturing data, and the two are never the same. At Chrysler, we have only one set of data that everyone dips into." Keeping data in one place, of course, makes changes easier and encourages consistency. 
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Graphics Input Devices 
There are many ways to produce and interact with screen graphics. We have already described the mouse; the following are some other common devices that allow the user to interact with screen graphics. A digitizing tablet lets you create your own images. This device has a special stylus that you can use to draw or trace images, which are then converted to digital data that can be processed by the computer. 

For direct interaction with your computer screen, the light pen is ideal. It is versatile enough to modify screen graphics or make a menu selection-that is, to choose from a list of activity choices on the screen. A light pen has a light-sensitive cell at one end. When you place the light pen against the screen, it closes a photoelectric circuit that pinpoints the spot the pen is touching. This tells the computer where to enter or modify pictures or data on the screen. 

Finally, a well-known graphics input device is the joystick, dear to the hearts of video game fans. This device allows fingertip control of figures on a CRT screen. 

Graphics Output Devices 
Just as there are many different ways to input graphics to the computer, there are many different ways to output graphics. Graphics are most commonly output on a screen or printed paper, as previously discussed. Another popular graphics output device is the plotter, which can draw hard-copy graphics output in the form of maps, bar charts, engineering drawings, and even two- or three-dimensional illustrations. Plotters often come with a set of four pens in four different colors. Most plotters also offer shading features. 


New forms of computer input and output are announced regularly, often with promises of multiple benefits and new ease of use. Part of the excitement of the computer world is that these promises are usually kept, and users reap the benefits directly. Input and output just keep getting better.
Fay-Wolfe, Dr. V (n.d.) How Computers Work: Input and Output
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Operating Systems
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	Figure 1: The Operating System in a Hierarchy


When a brand new computer comes off the factory assembly line, it can do nothing. The hardware needs software to make it work. Are we talking about applications software such as word processing or spreadsheet software? Partly. 

But an applications software package does not communicate directly with the hardware. As shown in Figure 1, between the applications software and the hardware is a software interface - an operating system. An operating system is a set of programs that lies between applications software and the computer hardware. Conceptually the operating system software is an intermediary between the hardware and the applications software. Incidentally, the term system software is sometimes used interchangeably with operating system, but system software means all programs related to coordinating computer operations. System software does include the operating system, but it also includes the BIOS software, drivers, and service programs, which we will discuss briefly in this chapter (see Figure 2). 
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	Figure 2: System Software


Note that we said that an operating system is a set of programs. The most important program in the operating system, the program that manages the operating system, is the supervisor program, most of which remains in memory and is thus referred to as resident. The supervisor controls the entire operating system and loads into memory other operating system programs (called non-resident) from disk storage only as needed.

An operating system has three main functions: (1) manage the computer's resources, such as the central processing unit, memory, disk drives, and printers, (2) establish a user interface, and (3) execute and provide services for applications software. Keep in mind, however, that much of the work of an operating system is hidden from the user; many necessary tasks are performed behind the scenes. In particular, the first listed function, managing the computer's resources, is taken care of without the user being aware of the details. Furthermore, all input and output operations, although invoked by an applications program, are actually carried out by the operating system. Although much of the operating system functions are hidden from view, you will know when you are using an applications software package, and this requires that you invoke-call into action-the operating system. Thus you both establish a user interface and execute software. 

Operating systems for mainframe and other large computers are even more complex because they must keep track of several programs from several users all running in the same time frame. Although some personal computer operating systems-most often found in business or learning environments-can support multiple programs and users, most are concerned only with a single user. We begin by focusing on the interaction between a single user and a personal computer operating system. 

Operating Systems for Personal Computers: An Overview 
If you peruse software offerings at a retail store, you will generally find the software grouped according to the computer, probably IBM (that is, IBM compatible) or Macintosh, on which the software can be used. But the distinction is actually finer than the differences among computers: Applications software-word processing, spreadsheets, games, whatever-are really distinguished by the operating system on which the software can run. 

Generally, an application program can run on just one operating system. just as you cannot place a Nissan engine in a Ford truck, you cannot take a version of WordPerfect designed to run on an IBM machine and run it on an Apple Macintosh. The reason is that IBM personal computers and others like them have Intel-compatible microprocessors and usually use Microsoft's operating system, called MS-DOS (for Microsoft disk operating system) on older computers, and Windows95 or Windows98 on more modern computers. Computers that have come out since the year 2000 often come with Windows ME (Millennium Edition), or Windows2000. Macintoshes use an entirely different operating system, called the Macintosh operating system, which is produced by Apple. Over 75 percent of personal computers use versions of Windows as their operating systems. Macintosh comprises about 15 percent of the market, with other operating systems such as Linux comprising the rest. 

Users do not set out to buy operating systems; they want computers and the applications software to make them useful. However, since the operating system determines what software is available for a given computer, many users observe the high volume of software available for MS-DOS machines and make their computer purchases accordingly. Others prefer the user-friendly style of the Macintosh operating system and choose Macs for that reason. 

Although operating systems differ, many of their basic functions are similar. We will show some of the basic functions of operating systems by examining MS-DOS. 

A Look at MS-DOS 
Most users today have a computer with a hard disk drive. When the computer is turned on, the operating system will be loaded from the hard drive into the computer's memory, thus making it available for use. The process of loading the operating system into memory is called bootstrapping, or booting the system. The word booting is used because, figuratively speaking, the operating system pulls itself up by its own bootstraps. When the computer is switched on, a small program (in ROM-read-only memory) automatically pulls up the basic components of the operating system from the hard disk. From now on, we will refer to MS-DOS by its commonly used abbreviated name, DOS, pronounced to rhyme with boss. 

The net observable result of booting DOS is that the characters C> (or possibly C:\>) appear on the screen. The C refers to the disk drive; the > is a prompt, a signal that the system is prompting you to do something. At this point you must give some instruction to the computer. Perhaps all you need to do is key certain letters to make the application software take the lead. But it could be more complicated than that because C> is actually a signal for direct communication between the user and the operating system. 

Although the prompt is the only visible result of booting the system, DOS also provides the basic software that coordinates the computer's hardware components and a set of programs that lets you perform the many computer system tasks you need to do. To execute a given DOS program, a user must issue a command, a name that invokes a specific DOS program. Whole books have been written about DOS commands, but we will consider just a few that people use for ordinary activities. Some typical tasks you can do with DOS commands are prepare (format) new diskettes for use, list the files on a disk, copy files from one disk to another, and erase files from a disk. 
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Microsoft Windows: An Overview 
Microsoft Windows started out as a shell. Windows uses a colorful graphics interface that, among other things, eases access to the operating system. The feature that makes Windows so easy to use is a graphical user interface (GUI-pronounced "goo-ee"), in which users work with on-screen pictures called icons and with menus rather than with keyed-in. They are called pull-down menus because they appear to pull down like a window shade from the original selection. Some menus, in contrast, called pop-up menus originate from a selection on the bottom of the screen. Furthermore, icons and menus encourage pointing and clicking with a mouse, an approach that can make computer use both fast and easy. 

To enhance ease of use, Windows is usually set up so that the colourful Windows display is the first thing a user sees when the computer is turned on. DOS is still there, under Windows, but a user need never see C> during routine activities. The user points and clicks among a series of narrowing choices until arriving at the desired software. 

Although the screen presentation and user interaction are the most visible evidence of change, Windows offers changes that are even more fundamental. To understand these changes more fully, it is helpful at this point to make a comparison between traditional operating systems for large computers and Windows. 

In addition to adding a friendly GUI, Windows operating systems added another important feature to DOS - multi-tasking. Multi-tasking occurs when the computer has several programs executing at one time. PCs that ran under DOS could only run one program at a time. Windows-based computers can have multiple programs (e.g. a browser, a word processor, and several Instant Messaging instances) running at the same time. When programs are executing at the same time, they are said to be executing concurrently. 

As we learned, personal computers have only one CPU that handles just one instruction at a time. Computers using the MS-DOS operating system without a shell are limited not only to just one user at a time but also to just one program at a time. If, for example, a user were using a word processing program to write a financial report and wanted to access some spreadsheet figures, he or she would have to perform a series of arcane steps: exit the word processing program, enter and use and then exit the spreadsheet program, and then re-enter the word processing program to complete the report. This is wasteful in two ways: (1) the CPU is often idle because only one program is executing at a time, and (2) the user is required to move inconveniently from program to program. 

Multi-tasking allows several programs to be active at the same time, although at an instant in time the CPU is doing only one instruction for one of the active programs. The Operating System manages which instructions to send to the CPU. Since computers are so fast, the operating system can switch the program that gets to execute on the CPU so quickly, the user can not tell. This is what allows your computer to be "listening" for incoming instant messages, for instance, while you use a word processor to write a paper. 

How The Operating System Works 

Booting
When the power to a computer is turned on, the first program that runs is usually a set of instructions kept in the computer's Read-Only Memory (ROM) that examines the system hardware to make sure everything is functioning properly. This Power-On Self Test (POST) checks the CPU, memory, and basic input-output systems for errors and stores the result in a special memory location. Once the POST has successfully completed, the software loaded in ROM (sometimes called firmware) will begin to activate the computer's disk drives. In most modern computers, when the computer activates the hard disk drive, it finds the first piece of the operating system, the bootstrap loader. 
The bootstrap loader is a small program that has a single function: It loads the operating system into memory and allows it to begin operation. In the most basic form, the bootstrap loader sets up the small driver programs that interface with and control the various hardware sub-systems of the computer. It sets up the divisions of memory that hold the operating system, user information and applications. It establishes the data structures that will hold the myriad signals, flags and semaphores that are used to communicate within and between the sub-systems and applications of the computer. Finally it turns control of the computer over to the operating system. 

The operating system's tasks, in the most general sense, fall into six categories: 

1. Processor management 

2. Memory management 

3. Device management 

4. Storage management 

5. Application Interface 

6. User Interface 
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While there are some who argue that an operating system should do more than these six tasks, and some operating system vendors that build many more utility programs and auxiliary functions into their operating systems, these six tasks define the core of essentially all operating systems. Let's look at the tools the operating system uses to perform each of these functions. 
Processor Management
The heart of managing the processor comes down to two related issues: First, ensuring that each process and application receives enough of the processor's time to function properly and, second, using as many processor cycles for real work as is possible. The basic unit of software that the operating system deals with in scheduling the work done by the processor is either a process or a thread, depending on the operating system. 
It's tempting to think of a process as an application, but that gives an incomplete picture of how processes relate to the operating system and hardware. The application you see (word processor or spreadsheet or game) is, indeed, a process, but that application may cause several other processes to begin, for tasks like communications with other devices or other computers. There are also numerous processes that run without giving you direct evidence that they ever exist. A process, then, is software that performs some action and can be controlled -- by a user, by other applications or by the operating system. 
It is processes, rather than applications, that the operating system controls and schedules for execution by the CPU. In a single-tasking system, the schedule is straightforward. The operating system allows the application to begin running, suspending the execution only long enough to deal with interrupts and user input. Interrupts are special signals sent by hardware or software to the CPU. It's as if some part of the computer suddenly raised its hand to ask for the CPU's attention in a lively meeting. Sometimes the operating system will schedule the priority of processes so that interrupts are masked, that is, the operating system will ignore the interrupts from some sources so that a particular job can be finished as quickly as possible. There are some interrupts (such as those from error conditions or problems with memory) that are so important that they can't be ignored. These non-mask able interrupts (NMIs) must be dealt with immediately, regardless of the other tasks at hand. 
While interrupts add some complication to the execution of processes in a single-tasking system, the job of the operating system becomes much more complicated in a multi-tasking system. Now, the operating system must arrange the execution of applications so that you believe that there are several things happening at once. This is complicated because the CPU can only do one thing at a time. In order to give the appearance of lots of things happening at the same time, the operating system has to switch between different processes thousands of times a second. Here's how it happens. A process occupies a certain amount of RAM. In addition, the process will make use of registers, stacks and queues within the CPU and operating system memory space. When two processes are multi-tasking, the operating system will allow a certain number of CPU execution cycles to one program. After that number of cycles, the operating system will make copies of all the registers, stacks and queues used by the processes, and note the point at which the process paused in its execution. It will then load all the registers, stacks and queues used by the second process and allow it a certain number of CPU cycles. When those are complete, it makes copies of all the registers, stacks and queues used by the second program, and loads the first program. 
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All of the information needed to keep track of a process when switching is kept in a data package called a process control block. The process control block typically contains an ID number that identifies the process, pointers to the locations in the program and its data where processing last occurred, register contents, states of various flags and switches, pointers to the upper and lower bounds of the memory required for the process, a list of files opened by the process, the priority of the process, and the status of all I/O devices needed by the process. When the status of the process changes, from pending to active, for example, or from suspended to running, the information in the process control block must be used like the data in any other program to direct execution of the task-switching portion of the operating system. 
This process swapping happens without direct user interference, and each process will get enough CPU time to accomplish its task in a reasonable amount of time. Trouble can come, though, if the user tries to have too many processes functioning at the same time. The operating system itself requires some CPU cycles to perform the saving and swapping of all the registers, queues and stacks of the application processes. If enough processes are started, and if the operating system hasn't been carefully designed, the system can begin to use the vast majority of its available CPU cycles to swap between processes rather than run processes. When this happens, it's called thrashing, and it usually requires some sort of direct user intervention to stop processes and bring order back to the system. 
One way that operating system designers reduce the chance of thrashing is to reduce the need for new processes to perform various tasks. Some operating systems allow for a "process-lite," called a thread, that can deal with all the CPU-intensive work of a normal process, but generally does not deal with the various types of I/O, and does not establish structures requiring the extensive process control block of a regular process. Finally, a process may start many threads or other processes, but a thread cannot start a process. 
So far, all the scheduling we've discussed has concerned a single CPU. In a system with two or more CPUs, the operating system must divide the workload among the CPUs, trying to balance the demands of the required processes with the available cycles on the different CPUs. Some operating systems (called asymmetric) will use one CPU for their own needs, dividing application processes among the remaining CPUs. Other operating systems (called symmetric) will divide themselves among the various CPUs, balancing demand versus CPU availability even when the operating system itself is all that's running. Even if the operating system is the only software with execution needs, the CPU is not the only resource to be scheduled. Memory management is the next crucial step in making sure that all processes run smoothly. 

Memory and Storage Management
When an operating system manages the computer's memory, there are two broad tasks to be accomplished. First, each process must have enough memory in which to execute, and it can neither run into the memory space of another process, nor be run into by another process. Next, the different types of memory in the system must be used properly, so that each process can run most effectively. The first task requires the operating system to set up memory boundaries for types of software, and for individual applications. 

As an example, let's look at an imaginary system with 1 megabyte of RAM. During the boot process, the operating system of our imaginary computer is designed to go to the top of available memory and then "back up" far enough to meet the needs of the operating system itself. Let's say that the operating system needs 300 kilobytes to run. Now, the operating system goes to the bottom of the pool of RAM, and starts building up with the various driver software required to control the hardware subsystems of the computer. In our imaginary computer, the drivers take up 200 kilobytes. Now, after getting the operating system completely loaded, there are 500 kilobytes remaining for application processes. 
When applications begin to be loaded into memory, they are loaded in block sizes determined by the operating system. If the block size is 2 kilobytes, then every process that is loaded will be given a chunk of memory that is a multiple of 2 kilobytes in size. Applications will be loaded in these fixed block sizes, with the blocks starting and ending on boundaries established by words of 4 or 8 bytes. These blocks and boundaries help to ensure that applications won't be loaded on top of one another's space by a poorly calculated bit or two. With that ensured, the larger question of what to do when the 500 kilobyte application space is filled. 
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In most computers it's possible to add memory beyond the original capacity. For example, you might expand RAM from 1 to 2 megabytes. This works fine, but tends to be relatively expensive. It also ignores a fundamental fact of life -- most of the information that an application stores in memory is not being used at any given moment. A processor can only access memory one location at a time, so the vast majority of RAM is unused at any moment. Since disk space is cheap compared to RAM, then moving information in RAM to hard disk intelligently can greatly expand RAM space at no cost. This technique is called Virtual Memory Management. 

Disk storage is only one of the memory types that must be managed by the operating system, and is the slowest. Ranked in order of speed, the memory in a computer system is: 

· High-speed cache -- This is fast, relatively small amounts of memory that are available to the CPU through the fastest connections. Cache controllers predict which pieces of data the CPU will need next and pull it from main memory into high-speed cache to speed system performance. 

· Main memory --The RAM that you see measured in megabytes when you buy a computer. 

· Secondary memory --This is most often some sort of rotating magnetic storage that keeps applications and data available to be used, and serves as virtual RAM under the control of the operating system. 

The operating system must balance the needs of the various processes with the availability of the different types of memory, moving data in blocks called pages between available memory as the schedule of processes dictates. 

Device Management
The path between the operating system and virtually all hardware not on the computer's motherboard goes through a special program called a driver. Much of a driver's function is as translator between the electrical signals of the hardware sub-systems and the high-level programming languages of the operating system and application programs. Drivers take data that the operating system has defined as a file and translate them into streams of bits placed in specific locations on storage devices, or a series of laser pulses in a printer. 

Because there are such wide differences in the hardware controlled through drivers, there are differences in the way that the driver programs function, but most are run when the device is required, and function much the same as any other process. The operating system will frequently assign high priorities blocks to drivers so that the hardware resource can be released and readied for further use as quickly as possible. 
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One reason that drivers are separate from the operating system is so that new functions can be added to the driver-and thus to the hardware subsystems-without requiring the operating system itself to be modified, recompiled and redistributed. Through the development of new hardware device drivers, development often performed or paid for by the manufacturer of the subsystems rather than the publisher of the operating system, input/output capabilities of the overall system can be greatly enhanced. 

Managing input and output is largely a matter of managing queues and buffers, special storage facilities that take a stream of bits from a device, from keyboards to serial communications ports, holding the bits, and releasing them to the CPU at a rate slow enough for the CPU to cope with. This function is especially important when a number of processes are running and taking up processor time. The operating system will instruct a buffer to continue taking input from the device, but to stop sending data to the CPU while the process using the input is suspended. Then, when the process needing input is made active once again, the operating system will command the buffer to send data. This process allows a keyboard or a modem to deal with external users or computers at a high speed even though there are times when the CPU can't use input from those sources. 

Managing all the resource of the computer system is a large part of the operating system's function and, in the case of real-time operating systems, may be virtually all the functionality required. For other operating systems, though, providing a relatively simple, consistent way for applications and humans to use the power of the hardware is a crucial part of their reason for existing. 


The continuing growth of the Internet and the proliferation of computers that aren't standard desktop or laptop machines means that operating systems will change to keep pace, but the core management and interface functions will continue, even as they evolve. 
Fay-Wolfe, Dr. V. (n.d.) Operating Systems 
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Computer Networks
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Data Communications: How It All Began 
Mail, telephone, TV and radio, books, newspapers, and periodicals-these are the principal ways we send and receive information, and they have not changed appreciably in a generation. However, data communications systems-computer systems that transmit data over communications lines such as telephone lines or cables-have been gradually evolving since the mid-1960s. Let us take a look at how they came about. 

In the early days of computing, centralized data processing placed everything - all processing, hardware, and software - in one central location. Computer manufacturers responded to this trend by building even larger, general-purpose computers so that all departments within an organization could be serviced. Eventually, however, total centralization proved inconvenient. All input data had to be physically transported to the computer, and all processed material had to be picked up and delivered to the users. Insisting on centralized data processing was like insisting that all conversations between people occur face-to-face in one designated room. 

The next logical step was teleprocessing systems-terminals connected to the central computer via communications lines. Teleprocessing systems permitted users to have remote access to the central computer from their terminals in other buildings and even other cities. However, even though access to the computer system was decentralized, all processing was still centralized-that is, performed by a company's one central computer. 

In the 1970s businesses began to use minicomputers, which were often at a distance from the central computer. These were clearly decentralized systems because the smaller computers could do some processing on their own, yet some also had access to the central computer.  This new setup was labeled distributed data processing (DDP). It is similar to teleprocessing, except that it accommodates not only remote access but also remote processing. A typical application of a distributed data processing system is a business or organization with many locations-perhaps branch offices or retail outlets. 

The whole picture of distributed data processing has changed dramatically with the advent of networks of personal computers. By network we mean a computer system that uses communications equipment to connect two or more computers and their resources. DDP systems are networks. But of particular interest in today's business world are local area networks (LANs), which are designed to share data and resources among several individual computer users in an office or building. We will examine networking in more detail in later sections of the chapter. 

In the next section we will preview the components of a communications system to give you an overview of how these components work together. 
Putting Together a Network: A First Look 
Even though the components needed to transmit data from one computer to another seem quite basic, the business of putting together a network can be extremely complex. We begin with the initial components and then move to the list of factors that a network designer would have to consider. 


Getting Started 
The basic configuration-how the computers are put together-is pretty straightforward, but there is a great variety of components to choose from, and technology is ever changing. Assume that you have some data-a message-to transmit from one place to another. The basic components of a data communications system used to transmit that message are (1) a sending device, (2) a communications link, and (3) a receiving device. Suppose, for example that you work at a sports store. You might want to send a message to the warehouse to inquire about a Wilson tennis racquet, an item you need for a customer. In this case the sending device is your computer terminal at the store, the communications channel is the phone line, and the receiving device is the computer at the warehouse. As you will see later, however, there are many other possibilities. 
Data Transmission 
A terminal or computer produces digital signals, which are simply the presence or absence of an electric pulse. The state of being on or off represents the binary number 1 or 0, respectively. Some communications lines accept digital transmission directly, and the trend in the communications industry is toward digital signals. However, most telephone lines through which these digital signals are sent were originally built for voice transmission, and voice transmission requires analog signals. We will look at these two types of transmission and then study modems, which translate between them. 
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Digital transmission sends data as distinct pulses, either on or off, in much the same way that data travels through the computer. However, most communications media are not digital. Communications devices such as telephone lines, coaxial cables, and microwave circuits are already in place for voice transmission. The easiest choice for most users is to piggyback on one of these. Thus, the most common communications devices all use analog transmission, a continuous electric signal in the form of a wave.


To be sent over analog lines, a digital signal must first be converted to an analog form. It is converted by altering an analog signal, called a carrier wave, which has alterable characteristics. One such characteristic is the amplitude, or height of a wave, which can be increased to represent the binary number 1. Another characteristic that can be altered is frequency, or number of times a wave repeats during a specific time interval; frequency can be increased to represent a 1. 

Conversion from digital to analog signals is called modulation, and the reverse process-reconstructing the original digital message at the other end of the transmission-is called demodulation. (You probably know amplitude and frequency modulation by their abbreviations, AM and FM, the methods used for radio transmission.) An extra device is needed to make the conversions: a modem. 

Modems 
A modem is a device that converts a digital signal to an analog signal and vice versa. Modem is short for modulate/demodulate. 

Modem Data Speeds 
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Users who connect their computers via communications services may pay charges based on the time the computers are connected. Thus, there is a strong incentive to transmit as quickly as possible. The old standard modem speeds of 1200, 2400, and 9600 bits per second (bps) have now been superseded by modems that transmit at 33,300 or now 56,000 bps. If you buy a modem today, you will probably find only modems with the 56K bps. However, transmission from one modem to another can be no faster than the speed of the slower modem, and many services to which you may be connected still receive and transmit at the lower rates. Still, there is no harm having the faster rate in anticipation of the day when all services will also transmit at that rate. 

Cable modems, sold by your cable TV company, are more expensive than traditional phone line modems (often over $200) and some require an external modem and an internal ethernet card (LAN) (discussed below). A cable modem essentially puts the home on a Local Area Network (discussed below). These modems can deliver over 1Mbps (million bits per second) - substantially faster than phone modems.  

An alternative to cable for fast internet access in the home is the Digital Subscriber Line (DSL) usually offered by phone companies. DSL does not require cable, but instead uses the existing phone lines coming to the home. It also differs in that once connected, you have a point-to-point direct connection to the Internet, like you do with a normal modem. This differs from being on a LAN as happens with cable modem connections. DSL too can achieve speeds of 1Mbps and allow simultaneous phone and computer connections. It was  less widely available in Rhode Island in 2001, but is growing. DSL has a stronger base in small businesses which are choosing it as their means of connecting to the Internet. 

Another technology, called Integrated Services Digital Network (ISDN) is popular in Europe and has a small clientele in the US. ISDN uses existing phone lines, although some older ones need to be upgraded. ISDN allows data transfer at 64,000 bps and a phone call on the same line. Without the phone call being there too, it can achieve up to 128,000 bps speeds. ISDN is provided by phone companies in some areas of the US.

Communications Links 
The cost for linking widely scattered computers is substantial, so it is worthwhile to examine the communications options. Telephone lines are the most convenient communications channel because an extensive system is already in place, but there are many other options. A communications link is the physical medium used for transmission.
Types of Communications Links 
There are several kinds of communications links. Some may be familiar to you already.
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Wire pairs 
One of the most common communications media is the wire pair, also known as the twisted pair. Wire pairs are wires twisted together to form a cable, which is then insulated. Wire pairs are inexpensive. Further, they are often used because they had already been installed in a building for other purposes or because they are already in use in telephone systems. However, they are susceptible to electrical interference, or noise. Noise is anything that causes distortion in the signal when it is received. High-voltage equipment and even the sun can be sources of noise. 

Coaxial Cables 
Known for sending a strong signal, a coaxial cable is a single conductor wire within a shielded enclosure. Bundles of cables can be laid underground or undersea. These cables can transmit data much faster than wire pairs and are less prone to noise. These are the kind of cables that carry Cable TV into homes. Cable companies are now coming out with Internet Service to the homes (Cox@Home is an example in Rhode Island) that use cable lines and provide much faster access than phone lines can provide. 

Fiber Optics 
Traditionally, most phone lines transmitted data electrically over wires made of metal, usually copper. These metal wires had to be protected from water and other corrosive substances. Fiber optics technology eliminates this requirement. Instead of using electricity to send data, fiber optics uses light. The cables are made of glass fibers, each thinner than a human hair, that can guide light beams for miles. Fiber optics transmits data faster than some technologies, yet the materials are substantially lighter and less expensive than wire cables. It can also send and receive a wider assortment of data frequencies at one time. The range of frequencies that a device can handle is known as its bandwidth; bandwidth is a measure of the capacity of the link. The broad bandwidth of fiber optics translates into promising multimedia possibilities, since fiber optics is well suited for handling all types of data-voice, Pictures, music, and video-at the same time. 

Microwave Transmission 
Another popular medium is microwave transmission, which uses what is called line-of-sight transmission of data signals through the atmosphere. Since these signals cannot bend around the curvature of the earth, relay stations-often antennas in high places such as the tops of mountains and buildings-are positioned at points approximately 30 miles apart to continue the transmission. [image: image190.jpg]


Microwave transmission offers speed, cost-effectiveness, and ease of implementation. Unfortunately, in major metropolitan areas tall buildings may interfere with microwave transmission. 

Satellite Transmission 
The basic components of satellite transmission are earth stations, which send and receive signals, and a satellite component called a transponder. The transponder receives the transmission from an earth station, amplifies the signal, changes the frequency, and retransmits the data to a receiving earth station. (The frequency is changed so that the weaker incoming signals will not be impaired by the stronger outgoing signals.) This entire process takes a matter of a few seconds. 

If a signal must travel thousands of miles, satellites are usually part of the link. A message being sent around the world probably travels by cable or some other physical link only as far as the nearest satellite earth transmission station. From there it is beamed to a satellite, which sends it back to earth to another transmission station near the data destination. Communications satellites are launched into space where they are suspended about 22,300 miles above the earth. Why 22,300 miles? That is where satellites reach geosynchronous orbit-the orbit that allows them to remain positioned over the same spot on the earth. 

Mixing and Matching 
A network system is not limited to one kind of link and, in fact, often works in various combinations, especially over long distances. An office worker who needs data from a company computer on the opposite coast will most likely use wire pairs in the phone lines, followed by microwave and satellite transmission. Astonishingly, the trip across the country and back, with a brief stop to pick up the data, may take only seconds. 
Protocols 
A protocol is a set of rules for the exchange of data between a terminal and a computer or between two computers. A protocol is embedded in the network software. Think of protocol as a sort of pre-communication to make sure everything is in order before a message or data is sent. Protocols are handled by software related to the network, so that users need only worry about their own data. 


Protocol Communications 
Two devices must be able to ask each other questions (Are you ready to receive a message? Did you get my last message? Is there trouble at your end?) and to keep each other informed (I am sending data now). In addition, the two devices must agree on how data is to be transferred, including data transmission speed and duplex setting. But this must be done in a formal way. When communication is desired among computers from different vendors (or even different models from the same vendor), the software development can be a nightmare because different vendors use different protocols. Standards would help. 

Setting Standards 
Standards are important in the computer industry; it saves money if we can all coordinate effectively. Nowhere is this more obvious than in data communications systems, where many components must "come together." But it is hard to get people to agree to a standard. 

Communications standards exist, however, and are constantly evolving and being updated for new communications forms. Standards provide a framework for how data is transmitted. The International Standards Organization (ISO), based in Geneva, Switzerland, has defined a set of communications protocols called the Open Systems Interconnection (OSI) model. (Yes, that is ISO giving us OSI.) The OSI model has been endorsed by the United Nations. As we will discuss shortly, particular types of protocols are used for local area networks. 
Network Topologies 
As we have noted, a network is a computer system that uses communications equipment to connect computers. They can be connected in different ways. The physical layout of a network is called a topology. There are three common topologies: star, ring, and bus networks. In describing a network topology, we often refer to a node, which is a computer on a network. 
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A star network has a hub computer that is responsible for managing the Network. All messages are routed through the central computer, which acts as a traffic cop to prevent collisions. Any connection failure between a node and the hub will not affect the overall system. However, if the hub computer fails, the network fails. 
Advantages: 

1. It is easy to modify and add new computers to a star network without disturbing the rest of the network. 

2. If there is a fault in the network then it can be fixed only by fixing the central hub and not affecting any other computers. 

3. Single computer failure does not necessarily bring down the whole star network. The hub can detect the fault and can isolate the faulty computer. 

Disadvantages:

1. If the central hub fails, the whole network fails to operate. 
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Star networking is expensive because all network cables must be pulled to one central point, requiring more cable than other network topologies. 

A ring network links all nodes together in a circular chain. Data messages travel in only one direction around the ring. Any data that passes by is examined by the node to see if it is the addressee; if not, the data is passed on to the next node in the ring. Since data travels in only one direction, there is no danger of data collision. However, if one node falls, then the entire network falls. 
Advantages:

1. Because every computer is given equal access to the token, no one computer can monopolize the network. 

2. Even when more computers are added to a ring network it continues to function in a useful but slower manner rather than fail once capacity is exceeded. 
[image: image193.png]Spectro i BB



A bus network has a single line to which all the network nodes are attached. Computers on the network transmit data in the hope that it will not collide with data transmitted by other nodes; if this happens, the sending node simply tries again. Nodes can be attached to or detached from the network without affecting the network. Furthermore, if one node fails, it does not affect the rest of the network. 

Advantages:

1. The bus is simple, reliable in very small networks, easy to use and easy to understand. 

2. It requires the least amount of cable to connect the computers togather and hence it is less expensive. 

3. It is easy to extend a bus. Two cables can be joined into one longer cable with a device called a barrel connector. This makes a long cable and allows more computers to join the network. 

Disadvantages:

1. Heavy network traffic can slow a bus considerably since only one computer at a time can send a message. 

2. Barrel connectors used to extend a bus weakens the electric signal. Too many of them may prevent the signal from being correctly received all along the bus. 

3. A cable break or loose connector causes reflection and stops all network activity.
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Wide Area Networks 
There are different kinds of networks. We begin with the geographically largest, a wide area network. 

A wide area network (WAN) is a network of geographically distant computers and terminals. In business, a personal computer sending data any significant distance is probably sending it to a minicomputer or mainframe computer. Since these larger computers are designed to be accessed by terminals, a personal computer can communicate with a minicomputer or mainframe only if the personal computer emulates, or imitates, a terminal. This is accomplished by using terminal emulation software on the personal computer. The larger computer then considers the personal computer or workstation as just another user input/output communications device- a terminal. 

The larger computer to which the terminal or personal computer is attached is called the host computer. If a personal computer is being used as a terminal, file transfer software permits users to download data files from the host or upload data files to the host. To download a file means to retrieve it from another computer and to send it to the computer of the user who requested the file. To upload a file, a user sends a file to another computer. 
Local Area Networks 
[image: image195.png]


A local area network (LAN) is a collection of computers, usually personal computers, that share hardware, software, and data. In simple terms, LANs hook personal computers together through communications media so that each personal computer can share the resources of the others. As the name implies, LANs cover short distances, usually one office or building or a group of buildings that are close together. 

Local Area Network Components 
LANs do not use the telephone network. Networks that are LANs are made up of a standard set of components. 

1. All networks need some system for interconnection. In some LANs the nodes are connected by a shared network cable. Low-cost LANs are connected with twisted wire pairs, but many LANs use coaxial cable or fiber optic cable, which are both more expensive and faster. Some local area networks, however, are wireless, using infrared or radio wave transmissions instead of cables. Wireless networks are easy to set up and reconfigure, since there are no cables to connect or disconnect, but they have slower transmission rates and limit the distance between nodes. 

2. A network-interface card, sometimes called a NIC, connects each computer to the wiring to the network. A NIC is a circuit board that fits in one of the computer's internal expansion slots. 

3. Similar networks can be connected by a bridge, which recognizes the messages on a network and passes on those addressed to nodes in other networks. For example, a fabric designer whose computer is part of a department LAN for a textile manufacturer could send cost data, via a bridge, to someone in the accounting department whose computer is part of another company LAN, one used for financial matters. 

4. A gateway is a collection of hardware and software resources that lets a node communicate with a computer on another dissimilar network. A gateway, for example, could connect an attorney on a local area network to a legal service offered through a wide area network. 

[image: image196.png]


Network Protocols 
We have already noted that networks must have a set of rules, called protocols, to transmit data in an orderly fashion that will be understood by other computers. Recall that a protocol is embedded in the network software. There are four layers of protocols that are widely used in the ISO model:
1. The Data Link Layer - The Data Link Layer determines how digital data is pulsed over the communication like: how many bits at one time, when to pulse, how often to pulse, etc. There two most prevalent Data Link Layer protocols are ethernet and Point-To-Point Protocol (PPP). Ethernet is used on local area networks and cable modems, and PPP is used for phone modem connections and DSL. 

Ethernet uses a bus topology and is inexpensive and relatively simple. Since all the nodes (computers) in a LAN use the same cable to transmit and receive data, the nodes must follow a set of rules about when to communicate; otherwise, two or more nodes could transmit at the same time, causing garbled or lost messages. Operating much like a party line, before transmitting data a node "listens" to find out if the cable is in use. If the cable is in use, the node must wait. When the cable is free from other transmissions, the node can begin transmitting immediately. This transmission method is called by the fancy name of carrier sense multiple access with collision detection, or CSMVCD. 

If, by chance, two nodes transmit data at the same time, the messages collide. When a collision occurs a special message, lasting a fraction of a second, is sent out over the network to indicate that it is jammed. Each node stops transmitting, waits a random period of time, and then transmits again. Since the wait period for each node is random, it is unlikely that they will begin transmitting at the same time again 

Unlike ethernet, PPP is a direct connection from one modem to another modem over a phone line. There are no collisions when data is transmitted. Most Internet Service Providers (ISPs), like America On-line or Edgenet (in Rhode Island) will expect to interact with their customers using PPP. Windows 95/98/ME/2000 have PPP built in to their dial-up adapter software that most people use to call into their ISP.
2. The Internet Layer - The Internet Layer allows computers of different networks to talk to each other - essentially forming the large multi-faceted network that we know as the Internet. The key to the Internet Layer is that each computer that participates is assigned a unique 32 bit address called an IP Address (Internet Protocol Address). IP addresses are usually shown in four three digit numbers. For instance, the Web server for this text, homepage.cs.uri.edu has IP address 131.128.81.37 . Every computer that does anything on the Internet (send and receive email, serve a Web page, browse a Web page etc) must have an IP address. If your computer is on a LAN, the IP address is probably fixed. For instance, students in URI's dorm rooms with their computers attached to the campus network were given an IP Address by URI for their room. They had to enter this address into their computer using the Network Control Panel on either Windows 95, 98, or a Macintosh. If your computer dials an ISP to gain access, then the IP address is assigned to your computer by the ISP for the duration of your connection to the ISP's modem. ISPs have a large pool of IP Addresses that they temporarily assign to customers while they are connected. You could have a different IP Address every time you use America Online, for instance. With 32 bits, there about 4 billion possible IP Addresses - and the world is running out! A new IP address format is being designed to allow many more IP addresses. 
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The IP protocol software adds bits to all messages that the computers sends indicating the IP address for the destination of the message. 
3. The Transport Layer - The Transport Layer Protocol checks messages that are sent and received to make sure that they are error free and received in the right order. If the Transport Layer software of the receiving computer detects errors, it sends a message to the original sending computer asking it to re-transmit the message. The Transport Layer protocol used on the Internet is called TCP (Transmission Control Protocol). On the Internet IP and TCP are used together so you often see the protocol referred to as TCP/IP. TCP/IP software is usually part of the operating system. Other than occasionally setting an IP address via the Network Control Panel, you probably will not directly notice or interact with the TCP/IP software. 
4. The Application Layer. The Application Layer provides protocols for specific tasks like sending email or obtaining a Web page. For instance the Simple Mail Transfer Protocol (SMTP) is used on the Internet to format email messages. It is the SMTP that requires the fields we are familiar with: to, from, subject, etc, as well the date of the message and all of the other information we see in email headers. Here are some common Application Layer Protocols in the Internet: 

· SMTP - protocol for transmitting email messages; 

· POP - protocol for retrieving email message from a server to a local disk (Eudora uses this protocol). 

· IMAP - protocol for viewing email via a Web browser where the email is stored on the server (URI's WebMail uses this protocol). 

· HTTP - protocol for a client (e.g. Netscape) to ask for a Web page from a Web server (e.g. from einstein.cs.uri.edu). 

· FTP - protocol for a remote computer to ask for any file to be transferred to or from it. 

· Telnet - protocol to allow one computer to act as a terminal for remotely logging into another computer. This is how you can access URI's or Brown's library catalog from a remote computer. 

· SSL - protocol to allow secure transmission of data. This protocol scrambles messages on the sending end and de-scrambles them on the receiving end. 

There are other protocols too. Application Layer protocols are usually hidden in an application program like Netscape or Eudora. In fact, the most important thing programs like Netscape does is to be able to "talk" these protocols to other computers on the Internet. 


Each protocol layer adds bits to a message. For instance, say you wanted to send "HI" in email to a friend. The 'H' and 'I' each take eight bits for their ASCII representation, so you want to transmit 16 bits. However when the email leaves your email program, the SMTP protocol requires that to, from, subject, etc fields be added - all of which add on a few hundred more bits. The IP protocol software in the operating system then adds 32 bits for the IP address of the destination computer and 32 bits for the IP address of the sending computer (and some other Bits) - for another 100 or so bits added. The TCP protocol software adds bits to allow error checking and sequencing. Ethernet or PPP protocol software also add bits to control the pulsing on the communication link. Thus, a simple 16 bit "HI" message gets transmitted as several hundred bits! This seems wasteful, but is necessary to get computers from all over the world to understand each other. 
[image: image198.png]Number of employees in IT&T industry Percentage oftotel

New South Wales a6 265 124
Victoria e 02
Quesnsiand 2002 s
Western Australla 12501 a1
South Australla 007 ]
Australian Capial Terrtory 519 2

Tasmania 2160 i
Northern Tertory o871 05
Australia 23653 1000




Organizing Computers On a Network 
Two ways to organize the resources of a network are client/server and peer-to-peer. 

Client/Server 
A client/server arrangement involves a server, which is a computer that controls the network. In particular, a server has the hard disks holding shared files and often has the highest-quality printer, which can be used by all nodes. The clients are all the other computers on the network. Under the client/server arrangement, processing is usually done by the server, and only the results are sent to the node. Sometimes the server and the node share processing. For example, a server, upon request from the node, could search a database of cars in the state of Maryland and come up with a list of all jeep Cherokees. This data could be passed on to the node computer, which could process the data further, perhaps looking for certain equipment or license plate letters. This method can be contrasted with a file server relationship, in which the server transmits the entire file to the node, which does all its own processing. Using the jeep example, the entire car file would be sent to the node, instead of just the extracted jeep Cherokee records.

Client/server has attracted a lot of attention because a well-designed system reduces the volume of data traffic on the network and allows faster response at each node. Also, since the server does most of the heavy work, less expensive computers can be used as nodes. 

Peer-to-Peer 
All computers in a peer-to-peer arrangement have equal status; no one computer is in control. With all files and peripheral devices distributed across several computers, users share each other's data and devices as needed. An example might involve a corporate building in which marketing wants its files kept on its own computer, public relations wants its files kept on its own computer, personnel wants its files kept on its own computer, and so on; all can still gain access to the other's files when needed. The main disadvantage is lack of speed-most peer-to-peer networks slow down under heavy use. 

A prime example of peer-to-peer computing is Napster. With Napster millions of personal computers act as both clients and servers to each other requesting and serving up music files. 

Many networks are hybrids, containing elements of both client/server and peer-to-peer arrangements. 
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The Internet 
Although the Internet could fall under the previous section on the work of networking, we choose to give it its own section because it is unique and important. The Internet, sometimes called simply the Net, is the largest and most far-flung network system of them all. Surprisingly, the Internet is not really a network at all but a loosely organized collection of hundreds of thousands of networks accessed by computers worldwide. Many people are astonished to discover that no one owns the Internet; it is run by volunteers. It has no central headquarters, no centrally offered services, and no comprehensive online index to tell you what information is available. 

How can all the different types of computers talk to each other? They use a standardized protocol called Transmission Control Protocol/Internet Protocol (TCP/IP). A user must access the Internet through a computer called a server, which has special software that uses the Internet protocol. 

Originally developed and still subsidized by the United States government, the Internet connects libraries, college campuses, research labs, and businesses. The great attraction of Internet for these users is that, once the sign-up fees are paid, there are no extra charges. Therefore, and this is a key drawing card, electronic mail is free, regardless of the amount of use. In contrast, individuals using the Internet on their own personal computers must pay ongoing monthly fees to whoever is their service provider. 

The Internet consists of many applications such email, web browsing, instant messaging, video conferencing, IP telephony, and many others. All of them are based on standard protocols using the ISO model we discussed previously.  
The complexity of Networks 
Networks can be designed in an amazing variety of ways, from a simple in-office group of three personal computers connected to a shared printer to a global spread including thousands of personal computers, minicomputers, and mainframes. The latter, of course, would not be a single network but, instead, a collection of connected networks. 

You have already glimpsed the complexity of networks. Now let us consider a set of networks for a toy manufacturer. 

The toy company has a bus local area network for the marketing department, consisting of six personal computers, a modem used by outside field representatives to call in for price data, a shared laser printer, shared marketing program and data files, and a server. The LAN for the design department, also a bus network, consists of three personal computers, a shared printer, shared files, and a server. Both LANs use the Ethernet protocol and have client/server relationships. The design department sometimes sends its in-progress work to the marketing representatives for their evaluation; similarly, the marketing department sends new ideas from the field to the design department. The two departments communicate, one LAN to another, via a bridge. It makes sense to have two separate LANs, rather than one big LAN, because the two departments need to communicate with each other only occasionally. 

In addition to communicating with each other, users on each LAN, both marketing and design, occasionally need to communicate with the mainframe computer, which can be accessed through a gateway. All communications for the mainframe are handled by the front-end processor. Users in the purchasing, administrative, and personnel departments have terminals attached directly to the mainframe computer. The mainframe also has a modem that connects to telephone lines and then, via satellite, to the mainframe computer at corporate headquarters in another state. 

Network factors that add to complexity but are not specifically addressed in our example include the electronic data interchange setups between the toy manufacturer's purchasing department and seven of its major customers, the availability of electronic mail throughout the networks, and the fact that-via a modem to an outside line-individual employees can access the Internet. 


The near future in data communications is not difficult to see. The demand for services is just beginning to swell. Electronic mail already pervades the office and the campus and homes. Expect instant access to all manner of information from a variety of convenient locations (e.g. hand held wireless devices, your car, your TV). Prepare to become blasé about communications services available in your own home and everywhere you go. 

Fay-Wolfe, Dr. V (n.d.) Computer Networks    
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Basic Equipment Maintenance
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Maintaining Your Computer System

· Keep track of the serial numbers of all your equipment and software. Also have handy a phone list of your dealer and help phone lines. 

· Don't let your files build up. If they are important and you will need them in the future, save them on a disk, otherwise delete them from your disk space. 

· If working inside your computer, make sure everything is unplugged and shut off. 

· Keep a dust free environment around your computer. 

· Back up important files and data. 

· Protect your computer from viruses. 

· Learn to use a system diagnostic program  to check for problems in your system

Data Backup

There are two reasons for data loss; either there was no backup or the media used failed to successfully capture the data. To reduce the possibility of data loss we require clients to maintain backups on Tape, CDRW, Jazz or Zip disk. Floppy disks have a high rate of failure and should not be used to protect vital information. Backups are verified during each service visit to ensure that critical data is being safely captured. In the event of a system failure data will be transferred to another working system while repairs are being made. 
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Anti Virus Protection

Clients are required to maintain a current version of an anti-virus software. Systems will be configured to automatically perform virus definition updates and perform full system virus scans weekly. The anti-virus software is configured to scan in-coming and out-going emails, the most common method of virus transfer. Anti-virus settings and definition files are verified during each service visit to ensure that data is protected from virus damage. Our product of choice is Symantec's Norton Anti-Virus. 

Firewall Protection

Symantec’s Norton Personal Firewall keeps personal data in and hackers out. Right out of the box, it makes your PC invisible on the Internet so that hackers can’t find it. The program’s intelligent intrusion prevention technology blocks suspicious Internet traffic. And easy-to-use privacy controls prevent personal information from being sent out without your knowledge. 

Internal/External Component Cleaning

Dust is one of the leading causes of hardware failure. All moving components are thoroughly cleaned and lubricated during service visits. The case is opened and dust is removed from the motherboard and all system boards. The CPU fan, power supply fan and any other board fans are cleaned, lubricated and tested.

All data cables are checked to be sure they are securely seated on system boards. CD and floppy drives are opened, cleaned and tested for data transfer. External components such as keyboard, mouse, monitor and printers are cleaned of dust and debris and all cable connections are checked. Connections to surge protectors or UPS are checked.

Software Updates/System Optimization

Operating system updates and patches are downloaded and installed to ensure that your system has the most current version of the OS software. Internet browser software updates or upgrades are preformed as software changes become available. 

Updated component drivers are installed as they become available or are required by system changes. Hardware configurations are checked to be sure that they are operating efficiently and without conflict with other components.
Defrag and scan disk maintenance programs are run to detect any problems that your hard drive may have. Specialty error diagnostic software is run on other system components to verify that they are in good working order. Hard drive file organization is checked and any misplaced files are moved to their correct data folders. Any temporary or unneeded files are located and removed.
University of Regina, and North Country Computer, (n.d. ) Basic Equipment Maintenance
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Basic Scanning Techniques
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Each scanner comes with a TWAIN-compliant software program that allows your scanner to communicate with your photo programs. 
     What you can and can not do with your scanner depends a great deal upon that TWAIN-compliant software. Unfortunately, the TWAIN-compliant software (and what it will allow you to do) differs from brand to brand.  And, unfortunately, the TWAIN-compliant software is brand specific.  Microtek's® software will only work with Microtek's® scanners.  UMAX's® software will only work with UMAX's® scanners.  And so on.  Because of this, some of you won't have a Descreen setting.  Some of you will only able to scan at preset DPI values.  And others won't be allowed to adjust their UnSharp Masking values.  And so on.

Type or How Many Colours?

So, what do you scan at?  Billions of Colours?  Millions of Colours?  256 Shades of Gray?  Line Art? 
Scanning Colour Photos

For scanning colour photos, use either Billions of Colours (if available) or Millions of Colours. 

What if both Billions of Colours and Millions of Colours are offered?  Which should you use?  It's a matter of personal choice.  Whichever looks the best to you. Scanning a colour photo with 256 Shades of Gray will turn a colour photo into a black and white scan. 
Black and White Photos

Use 256 Shades of Gray for black and white photos. There are two reasons for doing this. 

One reason is that old black and white photos are often discoloured, yellow with age.  Scanning at 256 Shades of Gray will filter that out. 
Another reason is that a photo scanned at 256 Shades of Gray has a smaller file size than a photo scanned at Millions or Billions of Colours. 
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Black and White Photo 
Scanned at Millions of Colours 
File size: 65 KB
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Black and White Photo 
Scanned at 256 shades of Gray 
File size: 21 KB


Line Art

Line art is for scanning text or images that are only black and white. 

Line Art scans everything as if it was black or white.  Nothing in-between.  No grays.  Just black and white.
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Black and White Photo 
Scanned with 256 Shades of Gray
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Black and White Photo 
Scanned with Line Art


DPI: Scanning For The Monitor

Photos scanned for the monitor are normally scanned with a DPI setting of between 75 and 150. 

That's because the monitor ignores the size of the original photo.  The monitor uses one pixel of the screen resolution to display one dot of the scan. 

What does this mean?  As the DPI of your scan increases, so does the size of the scan when it is displayed on your monitor.  A 150 DPI scan is four times larger than a 75 DPI scan. 
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Photo Scanned at 75 DPI
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Photo Scanned at 150 DPI

	Scan of 6 x 4 inch photo  
displayed on a monitor  
with a screen resolution of 
640 x 480 pixels
	DPI Scanned at 

 75 DPI 
100 DPI 
150 DPI 
300 DPI 
600 DPI
	Approximate Size on Monitor 

1/2 of screen 
3/4 of  screen 
1.5 bigger than screen 
 7 times bigger than screen 
28 times bigger than screen


300 DPI scan more detailed than a 75 to 150 DPI scan?

You would think that a 300 DPI scan would have more detail than a 75 to 150 DPI scan.  After all, there are more dots per inch, which means more information.  Which should mean more detail. 

But, in most cases, scanning a photo at 300 DPI won't give you a more detailed scan on your monitor.  It will give you a larger picture that will then have to be resampled (resized) in order for you to see all of it on your monitor. 
Below are two scans of the same photo.  The first scan is at 75 DPI.  The second scan is at 300 DPI and then resampled to be the same size as the 75 DPI scan.  (The original 300 DPI scan is bigger than a monitor set to a screen resolution of 640 x 480 pixels.) 
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Scanned at 75 DPI 
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Scanned at 300 DPI 
Resampled to the same size 
as the 75 DPI Scan and then  
refocused using Sharpen


Should you ever Scan for the Monitor at more than 75 to 150 DPI?

Yes.  Especially if you want to enlarge a photo or a segment of a photo. 

Below are two scans of a very small photo.  (The original photo is only 0.47 inches X 0.71 inches.)  

Scanned at 75 DPI, it is unviewable.  Not only is it too small for comfortable viewing but, even when enlarged, there just isn't enough information (dots per inch) to accurately display the image. 

Scanned at 300 DPI, it is large enough to be comfortably viewed and there is enough information (dots per inch) to accurately reproduce it. 
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0.47 inch X 0.71 inch  
photo  
Scanned at 75 DPI
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75 DPI Scan Enlarged by 400% 
At 75 DPI, not enough 
information to accurately 
display the image.
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Same Photo Scanned at 300 DPI 
(Photo was just scanned.  
No work was done on it 
with a photo program.)


DPI and Image File Size

One important thing to remember is that the higher the DPI setting, the larger the scan's file size. 

  

	Scanning a  
6 x 4 inch photo 
(millions of colours)
	DPI Scanned at 

75 DPI 
100 DPI 
150 DPI 
300 DPI 
600 DPI
	File Size 

396 KB 
704 KB 
1,583 KB 
6,331 KB 
25,318 KB


DPI: Scanning for the Printer
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Photo Scanned at 75 DPI 
Printed on photo quality inkjet paper 
at 720 DPI 
Rescanned at 100 DPI
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Photo Scanned at 300 DPI 
Printed on photo quality inkjet paper 
at 720 DPI 
Rescanned at 100 DPI


The photo you scanned at 75 DPI looks great on your monitor.  But when you print it, it looks horrible. That's because, unlike the computer monitor, the printer software doesn't ignore the original size of the photo.  It prints a 6 x 4 inch photo as a 6 x 4 inch photo.  It doesn't matter whether the photo was scanned at 75 DPI or 300 DPI.  A 6 x 4 inch photo is printed as a 6 x 4 inch photo.  (If you resize or resample the scan, the size of the printed photo will change by the same percentage.)  Because of this, a 300 DPI scan has more detail than a 75 DPI scan when they are printed.  The 300 DPI scan has more dots per inch, which means more information for the printer software to use.  This means a better printed photo.  

     
Let's say your printer will print photo quality images at 720 DPI.  For a photo scanned at 75 DPI, the software only has 75 DPI to change into 720 DPI for the printer.  For a photo scanned at 300 DPI, it has 300 DPI to change into 720 DPI for the printer. Your scanner will do 600 DPI.  Why not scan the photo at that?  Then the software will have 600 DPI to change into 720 DPI for the printer. 

You can.  But will the printout look better than 300 DPI?  Depends on your scanner and printer.  The only way to find out is to try it. Just remember that scanning at a higher DPI takes longer and needs more memory.
An 8 x 10 photo scanned at 600 DPI has a file size of more than 98 megs and can take several hours to scan and then print. With my printer, a 75 DPI scan at looks horrible when I print it.  (Printed on photo quality ink jet paper at 720 DPI.) 
    A 100 DPI scan looks okay. 
    A 300 DPI scan looks great.

There are a few (mostly older) photo programs that don't pass along the information about the photo's original size to the printer. When you print a scan using one of these programs, the printer will print one dot for one dot.  In other words, a 6 x 4 inch photo scanned at 100 DPI will be seen as a 600 x 400 pixel photo. Printed at 720 DPI, the printed photo will be 0.84 inches x 0.56 inches instead of 6 inches by 4 inches. Printed at 1440 DPI, the printed photo will be 0.42 inches by 0.28 inches.


DPI: Scanning Photos for  E-mail and the Web

There are two things you need to be concerned with when you e-mail photos or display them on the Web. The picture quality and the file size.  You want the highest possible picture quality at the lowest possible file size. Generally speaking, there are three ways to do this.  Scan the photo at 75 to 100 DPI.  Save the photo as a JPG (JPEG).  Crop the photo. 

Scan at 75 to 100 DPI

As the DPI increases so does the scan's file size (and the size of the scan when it is displayed on the monitor).  
Scanning a 6 x 4 inch photo (millions of colours)

	Scanned at: 

75 DPI 
100 DPI 
150 DPI 
300 DPI 
600 DPI
	Scan File Size: 

396 KB 
704 KB 
1,583 KB 
6,331 KB 
25,318 KB 
	Approximate Size on Monitor 

1/2 of screen 
3/4 of  screen 
1.5 bigger than screen 
 7 times bigger than screen 
28 times bigger than screen


A 6 x 4 inch photo scanned at 600 DPI (with a file size of more than 25 megabytes) would take several hours to upload to the web (with a 56K modem) so it could be e-mailed. 

Save your scan as a JPG (JPEG)

The JPG format is a lossey format.  It compresses a picture as you save it.  It does this by discarding information.  This results in a smaller file size. But it doesn't stop there.  The JPG format allows you to choose how much you want to compress your scan.  The more a photo is compressed, the smaller the file size.  (100% picture quality means no additional compressing)  
6 x 4 inch photo 
Scanned at 75 DPI(millions of colours) 
Original file size: 396 KB
	396 KB Scan saved at JPG (JPEG) 

100% picture quality  
90 % picture quality 
80% picture quality 
50% picture quality
	JPG File Size 

134 KB 
46 KB 
30 KB 
15 KB
	Picture quality of JPG 

Excellent 
Good 
Okay 
Poor


        
The JPG file size varies from photo to photo.  How much space is saved depends on the complexity of the photo.  

Just remember, the more a picture is compressed past a certain point, the worse it looks.
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Photo Scanned at 75 DPI 
(millions of colours) 
Saved as a JPG 
90 % image quality 
File size: 16 KB
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Photo Scanned at 75 DPI 
(millions of colours) 
Saved as a JPG 
50 % image quality 
File size: 6 KB


There's another reason why you should use the JPG format for e-mail.  The JPG format is one of the most widely recognized formats around.  Almost everyone has a photo program that will allow them to view a JPG.  It doesn't do much good to e-mail a photo if the person receiving it is unable to view it. 
  
Cropping the Photo

One of the easiest ways of keeping the picture quality up and the file size down is by cropping the photo.  Take a good look at the photo.  Decide what is important. 
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Scan of 6 x 4 inch photo that was resized to smaller size


Above is a resized scan of a 6 X 4 inch photo of my nephew Evan.  The original full sized scan (photo scanned with a DPI of 75 and saved as a JPG with 90% picture quality) has a file size of 46 KB. I could e-mail it but, for all practical purposes, it's too large to use on a web page.  It would take too long to download. 
What is important about this photo?  Is it the dog?  Or the kitchen cabinets?  No, it's Evan.  To display this photo on the web, I would crop out everything but Evan.  Now, cropped, scanned at 75 DPI and saved as a JPG with 90% picture quality, it has a file size of 16 KB.  Much better than the original 396 KB.
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Histogram (Shadows and Highlights)

The Histogram is a chart of the reflected light values that make up a photo.  It's based on a scale of 0 to 255.  0 reflection is black.  255 reflection is white. The Histogram is not a chart of the colours in the photo.  It is a chart of the intensity of the reflected light.  Bright blue might have a reflected value of 210.  But then, so might bright red or light gray. Ideally, the colours in a photo would always reflect the right amount of light.  But far too often, they don't.  Sometimes they reflect too much light.  Other times not enough. That's where the Histogram comes in.  By adjusting the high and low points of the Histogram, you can adjust the amount of light that the colours reflect.  

   
Below is a photo and it's histogram.  It's obvious that the photo is too dark.  None of the colours are reflecting the amount of light that they should.  And the histogram shows that. 
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Histogram Not Adjusted
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Histogram Not Adjusted


The reflected light from the white should show up in the histogram at 255.  But there is nothing there.  Instead the reflected light from the white is showing up at 223. 

Adjusting the Histogram's  High and Low Points

Adjusting the Histogram's high and low points is simple.  Just move the black pointer to the right so it's under the first line.  And move the white pointer to the left so it's under the last line. 
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Histogram Adjusted


In effect, what I did was tell the histogram that black should reflect 0 light and white should reflect 255 light.  Now, when the photo is scanned, the colours will reflect the amount of light they are supposed to.  
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Histogram Not Adjusted
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Histogram Adjusted


Setting the high and low points of the Histogram affects more than just the black and white of the photo.  It also changes the amount of light reflected by all the values in-between.  By changing the white pointer from 255 to 223, I increased the amount of light that white reflects.  And I also increased the amount of light reflected by blue, red, green, etc. If I'd had to move the black pointer to the right, it would have decreased the amount of light that black reflects.  And decreased the amount of light reflected by blue, red, green, etc. If, at this point, the scan is still too light or too dark, use your photo program's brightness and/or contrast to make the necessary adjustments. 

Adjusting the Histogram's  Midpoint

You may have noticed that the Histogram has third pointer (the gray one) in the middle.  Moving the gray pointer to the left will lighten the scan.  Moving the gray pointer to the right will darken the scan. Moving this pointer won't affect the high and low points of the Histogram.  Black will still reflect 0 light.  White will still reflect 255 light.  It will affect all the values in-between. 

Adjusting the Histogram  No White and/or Black in Photo

But what do you do if there isn't any black and/or white in the photo?  There's only one thing you can do.  You take an educated guess. 
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Histogram adjusted as if there was white in photo.
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Scan with Histogram adjusted  
as though there was white


In the above photo there isn't any white but I adjusted the Histogram as if there was.  And look at what happened to the photo.  The yellow is reflecting too much light.  The subtle highlights and shadows inside the blossoms are gone. 

Leaving the Histogram's high point at 255 and using a photo program's Brightness and/or Contrast to make adjustments results a better looking scan. 

UnSharp Masking or Refocusing the Scan
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Without UnSharp Masking
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With UnSharp Masking


When you scan a photo, the scanner's software will recreate the photo with a series of dots.  The scanner's software fills the empty spaces between the dots by blurring.  This means a loss of focus. 

UnSharp Masking refocuses the scan by adjusting the contrast of edge detail.  (An edge occurs when there is any difference between two adjacent pixels in a photo.)  To do this, you adjust the Radius, the Amount, and the Threshold. 
Radius

The Radius determines the depth of the area surrounding an edge that is sharpened. 

 
large Radius means that a wide area around the edge will be sharpened. 

    
A small Radius means a narrow area around the edge will be sharpened. 

Which should you use?  A large or a small Radius?  That depends on two things.  The DPI you scan at and the detail in the photo. 
Radius and Scan DPI

   As the DPI increases, so must the UnSharp Masking Radius. 

    At 75 DPI, the edge of a leaf might be one pixel thick. 
    At 150 DPI it would be 2 pixels thick. 
    At 300 DPI, it would be 4 pixels thick. 

    As the thickness of the edges increase, so does the area that needs to be sharpened. 
Radius and Scan Detail

    If the photo has small, fine detail, use a small radius.  With small, fine detail, the edges are close together.  If you use a large radius, the sharpened areas overlap.

Below is a scan of a tiny photo.  (The original photo is only 0.55 x 0.71 inches.)  Because the photo is so small, the edges are small and close together. 

    The photo on the left was scanned using the settings for a photo with small, fine details.  The photo on the right was scanned using the settings for a normal photo.
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 Amount:  The Amount is how much you want the edges to be emphasized. 

Threshold

The Threshold setting lets you choose how much of a difference there has to be between pixels before the software treats it as an edge. A Threshold setting of 0 means to ignore none of the differences between adjacent pixels.  It will emphasize all edges. A Threshold setting of 0 can make objects with minor differences in colour, like the human skin or the sky, look blotchy.  A maximum Threshold setting means to ignore all of the differences between pixels.  Basically, it will give you the same results as not using the UnSharp Mask.  A value of 5 to 10 works well for me. 
Recommended Settings or Settings that work for Me

The UnSharp Masking settings listed here are offered as a place to start.  They are not meant to taken as absolute values.  They are the settings that work for me. The final settings you will use will depend on the quality of the original photo, the brand of scanner you own, the quality of your monitor, your own personal preferences and so on. For me, photos are two basic types.  Normal photos.  And photos that have small, fine detail. 
Normal Photos  (Your average, everyday photo)

	DPI: Photo Scanned  

75 DPI 
100 DPI 
150 DPI 
300 DPI
	Radius 

0.5 
0.8 
1.0 
2.0
	Amount 

50 
50 
50 to 100 
50 to 100
	Threshold 

10 
10 
10 
10


Photos with Small, Fine Detail (Includes tiny photos and small segments of  
photos that you want to enlarge)

	DPI: Photo Scanned  

75 DPI 
100 DPI 
150 DPI 
300 DPI
	Radius 

0.3 
0.3 
0.4 
0.4
	Amount 

400 
500 
150 
250
	Threshold 

10 
10 
10 
10


When you use a small Radius like 0.3, you need to use a large Amount.  This is because the area being sharpened is small and hard to see.  You need to emphasize the edge as much as possible so it can be seen. As the Radius increases, the edge becomes easier to see so you need a smaller amount to make it stand out.
Descreen or Removing the Moiré Pattern 
(Newspaper and Magazine Photos)
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Magazine Photo  
Scanned Without Descreen
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Magazine Photo  
Scanned with Descreen


Photos in Magazines and Newspapers are printed using a method called halftoning.  Photos are printed as a series of overlapping dots that fool the eyes into seeing more colours than are actually there. Because of the overlapping dots, photos scanned from a magazine or newspaper will display a Moiré pattern.  (A moiré is an undesirable pattern in printing that results from incorrect screen angles of overprinting halftones.) Descreen allows you to remove the moiré pattern. Descreen should not be used when scanning photos.  Using it while scanning photos can blur the scan.
But what if your scanner's software doesn't have Descreen or Remove Moiré?

Check your photo program to see if it has Descreen or Remove Moiré. 

If it doesn't: 

1.  Scan at a high resolution (DPI). 
2.  Use your photo program to blur the scan just enough to get rid 
of the moiré pattern. 
3.  Resample or resize the scan to the size you want. 
4   Refocus the scan by using your photo program's UnSharp Mask or 
Sharpen or Focus.
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Newspaper Photo Scanned at 75 DPI  
No Descreen 
  
  
	[image: image66.jpg]



Newspaper Photo Scanned at 300 DPI   
No Descreen Blurred 
Resampled to same size  as 75 DPI scan 
Refocused using sharpen


More Settings

Colour tint, Brightness and Contrast, Blur, Sharpen

These settings, while important, are settings that a photo program can do as good a job as the scanning software.  And a lot quicker. As you gain more experience, you might want to try adjusting these settings using your scanning software.  But for now, scan using the default values for these settings.  Use your photo program to make any necessary adjustments. 
Colour Tint (Hue and Saturation)

Hue refers to the property of a colour that determines it's position in the spectrum.  Changing the hue will change the colour of a scan. Saturation refers to the intensity of a colour.  Increasing the saturation will make the colours more intense.  Decreasing the saturation will make the colours look washed out. 
Brightness and Contrast

Brightness is the intensity of light and dark shades in an image. 

Contrast is the number of shades in an image.  An image with low contrast looks dull and flat. 
Blur

Blur decreases the contrast between pixels in an image.  It makes the image appear out of focus. 
Sharpen

Sharpen increases the contrast between pixels in an image.  It makes the image appear more focused.

Saving Scans To The Hard Drive

You've scanned your photo and now you want to save it to your hard drive.  What file format do you use?  BMP?  JPG?  TGA?  PCX?  PNG?  TIF?  GIF?  Or any of a dozen others? As a new scanner there are only three formats that you need to be concerned with (as you gain experience, this will change).  JPG.  TIF.  BMP. 
JPG or JPEG  (Joint Photographic Experts Group)

The JPG (JPEG) format is one of the most popular formats for pictures.  There are three reasons for this. The JPG format is capable of saving millions of colours.  The JPG format is one of the most widely recognized formats.  There are few programs that aren't capable of displaying a JPG photo. 

The JPG format is a lossey format.  It compresses a picture as you save it.  It does this by discarding information.  A 396 KB scan can be saved as 125 KB file (actual JPG file size varies depending on the complexity of the picture and how much you want to compress it). Because JPG is a lossey format, each time you open and then save a JPG, you lose more information.  What you are doing is making a copy of a copy.  Do this enough times and the image quality of the scan starts to deteriorate. If you plan on touching up your scan, do not save it as a JPG until after you finish.  If you have to save your scan before you finish, save it using a non lossey format such as a TIF or BMP.

TIF (Tagged Image File)

A TIF is a non-lossey format.  A one megabyte scan is saved as a 1 megabyte file (approximately).  You can open a TIF and save it as many times as you want without a loss of image quality.  Like the JPG, the TIF is a widely recognized format and it is also capable of saving millions of colours. 

BMP (BitMap Picture)

Like the TIF, the BMP is a non-lossey format.  Not as widely recognized as the TIF or JPG but it is capable of saving millions of colours.  The main advantage of saving a photo as a BMP is that Windows® uses the BMP format for it's wallpaper.  If you use Windows® and you want to use a scan as wallpaper on your computer monitor, save it as a BMP.

Printing Scans (Inkjet Printers)
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Photo printed on 
Regular Typing 
Paper
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Photo printed 
on Inkjet 
Paper
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Photo Printed on 
Photo Quality  
Inkjet Paper
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Photo Printed on 
Photo Quality  
Glossy Paper


Photo was scanned at 300 DPI with a Microtek® ScanMaker E3 and the same scan was printed on different types of paper using an EPSON® STYLUS COLOR 600 Inkjet Printer.  The printed photos were then scanned at 75 DPI.  Just as important as scanning for the printer is printing on the best quality paper you can afford. 
Paper for Inkjet Printers

Normal typing paper. 
    
Avoid it.  -     

The paper is too porous. 

    
The ink bleeds.  
    
A photo printed on it looks dull and blurry. 

Inkjet Paper. 
    
Better but not great.  
    
The ink bleeds some.  
   
 A photo printed on it looks dull. 

Photo Quality Inkjet Paper. 
    
Much better.  
   
 Ink doesn't bleed.  
    
A photo printed on it looks good. 

Photo Quality Glossy Paper. 
   
Excellent.  
  
 Ink doesn't bleed.  
   
Colours are vibrant.  
With the right printer, a photo printed on it is hard to tell from the original photo.  (Scan at the top of page doesn't do justice to the actual printed photo.) 

Photo Quality Glossy Inkjet Film. 
It is supposed to be the best (and most expensive) for printing photos.  I've never used it.

Your Scanner  What the numbers mean

Let's say that your scanner is a single pass, 36-bit colour scanner with a maximum optical resolution of 600 X 1200 DPI and a maximum interpolated resolution of 9600 DPI. 

36-bit Colour
That's the number of colours the scanner is capable of scanning.  36-bit colour means that your scanner is capable of scanning 68.7 billion colours.  30-bit colour means your scanner is capable of scanning 1 billion colours.  24-bit colour means your scanner is capable of scanning 16.7 million colours. 
Maximum Optical Resolution of 600 DPI X 1200 DPI

The first number, the 600 DPI, is the number of light sensitive circuits per inch on the scanner bar. 

The maximum the scanner can scan across is 600 DPI. 

The second number, the 1200 DPI, is the maximum number of times the scanner bar can stop per inch. In other words, if you scan a photo at 600 DPI, the scanner bar will stop every 1/600 of an inch to scan the photo.  For a photo scanned at 100 DPI, the scanner bar will stop every 1/100 of an inch.  And so on. 
Maximum interpolated resolution of 9600 DPI

Physically, the scanner is only capable of scanning 600 DPI 1200 times per inch.  The 9600 x 9600 DPI is the maximum DPI the TWAIN-compliant software is capable of rendering using this information.

A Checklist

Don't forget to read the manual that came with your scanner. 

1. Scanner on.  Photo inserted. 

2. Start your photo program.  

3. Use your photo program to launch scanner's software.  

At this point, you should be seeing the scanner's software preview window.

4. Reset the scanner's software settings to their default values.  

If you are going to scan more than one photo, the scanner's software settings must be reset to their default settings for each photo.  Not resetting the values throws the Histogram off, making it impossible to properly set the high and low points.

5. Preview the photo. 

6. Crop the photo. (Select the area you want to scan.) 

7. Select how many colours you want to scan at. 

8. Select the DPI you want to scan at. 

9. Preview the photo again. 

10. Set the Histogram's high and low points. 

11. Set the Unsharp Masking settings.     (The settings depend upon the DPI you're scanning at.) 

12. Set the Descreen. (Do this only if you're scanning a magazine or newspaper photo.)

13. Scan the photo.

Thames Clark R. (1998), Basic Scanning Techniques.
Chapter 15. - Guide to Digital Cameras


Digital imaging is rapidly becoming the next big thing for PC enthusiasts. With the proliferation of digital imaging products such as digital cameras, scanners, printers, and high-quality consumables, industry analysts are forecasting a boom in imaging product sales. Many are also predicting digital camera sales will exceed those of conventional film cameras over the next 12 months.

So, you're thinking of taking the plunge and purchasing a digital camera, but need some help wading through the photo and technical jargon? Then read on.

First things first: why do you want one? 

The main decision you'll need to make before purchasing a digital camera is how you intend to use it. If, for example, you're an amateur photographer who's not interested in getting "arty" but just wants to take basic photos to e-mail to friends, then a lower-end camera will most likely suffice. If, however, you're keen to manipulate your photos and want to get into creative photography, a camera with manual options is going to better suit your needs.
For the purpose of this guide, we've described digital cameras as fitting into three main types: the lower-end or entry-level "point and click" device; the mid-range product, which can offer some manual capabilities; and the higher-end device, which has a wider range of manual tools as well as optional extras.
Entry-level cameras are just that: good cameras for users who are keen to take small, medium-quality shots or the occasional family shot, or for users who don't know much about photography and want to get used to digital photography first. Entry-level cameras usually have a resolution range of up to 2 mega pixels (1 mega pixel equals 1 million pixels) with little or no manual options, and are priced around the $300-400 mark.
Mid-range cameras, the largest category of digital cameras, tend to offer more advanced features, such as manual shooting modes, quality optics, and a resolution of 2 to 3.3 mega pixels, so you can make large prints and crop effectively. Most intermediate digital cameras will have an LCD screen and higher lens quality with optical zoom. Expect to pay anything from $500 to $1200.

By opting for a higher-end camera (usually $1200 and up) you could also be looking at either more mega pixels (above 4 mega pixels) or smaller product size: you can often pay extra for a more compact camera, even if the product is lacking in photo features. Higher-end cameras are also focused on more creative control, and offer various extra features, such as increased zoom, interchangeable lenses and external flash.
To help you figure out which one is best for you, we've put together some of the key features that you need to look at when purchasing a digital camera, as well as an overview of how digital cameras work.

How digital cameras work 

A digital camera is based on similar photographic processes as those used in film photography, so it's worth pointing out how a film camera works first, in order to understand how a digital camera works. 
A film camera is basically a light-tight box with a lens at the front, featuring light-sensitive material (the film) inside. The lens focuses light onto the film, while a shutter sitting behind the lens controls the level of light allowed through to the film. A film camera has mechanisms that then allow the film to be wound along, and provide control over the lens aperture and shutter speed.

The other complicated element which then comes into play is the viewfinder. Less expensive film cameras can sometimes have a separate lens that shows in the viewfinder the approximate scene that will be recorded onto the film. A high-quality film camera, known as an SLR (single lens reflex), instead uses the camera's main lens for the viewfinder. The advantage of this is that what the user sees via the viewfinder is exactly what will appear on the film - even down to seeing the focus of the picture. 
Although digital cameras work on a similar principle, the biggest difference between them and their predecessors is the replacement of film with light-sensitive sensors. Instead of using film, the light sensor device absorbs the light particles and converts them into electrical charges. Sensors can be thought of as a grid of thousands or millions of solar cells which transform the image into an electrical charge. The bigger the hit of light to the sensors, the greater the electrical charge produced, which means the photo will be more exposed.
Once these charges have been recorded, the next step is to read the accumulated charge of each. When capturing and converting these charges, the sensor cells are colour-blind, recognising only the intensity of the light. Digital cameras, therefore, have to employ coloured filters to produce the spectrum of colours which is present in the picture. The standard way of doing this is to rotate coloured filters across the sensor. These are usually green-red and green-blue filters. 

Once both the charge and colour have been recorded, the final step is to convert the analog signal to a digital one by passing the information on the sensor through an analog to digital converter. This will turn the information into binary form, which can then be interpreted by a PC.
The predominant sensor used in digital cameras today is a charge coupled device (CCD). The actual size of CCDs (which can measure anything from 0.25in to 0.66in across) is relatively unimportant: it's the number of pixels that matter. The point at which digital cameras compete seriously with 35mm film cameras is the 5 megapixel point. For small prints, however, or screen-based work such as Web pages, 2 or 3 megapixel cameras represent a good compromise.
And the CCD isn't everything, either: some of the higher-end cameras have only 2 megapixel sensors, and rely on a more expensive lens. Another thing to note is that sensors in a digital camera are smaller than their film counterpart, so the lens required to produce similar-sized images via a digital camera is smaller. So, while the lens on a digital camera doesn't need to be as big, it will nevertheless affect the quality of your image as much as a lens on a conventional camera.

Most low-end digital cameras have a fixed focal lens, while the mid-range models provide more flexible autofocus for subjects at a variety of distances. Manual focus lenses, which are common on SLR film cameras, are making an appearance on digital cameras, but only at the higher end of the scale.

CCD versus CMOS 

While digital cameras based on CCD are what you're likely to come by, some manufacturers produce products based on another sensor technology called complementary metal oxide semiconductor (CMOS).
Most of the principles behind CMOS technology are similar to that of CCD, but the manufacturing process and device architecture differs. Namely, while both are developed in silicon foundries, CCD was developed specifically for imaging applications, and has been optimised for this (a foundry is a targeted software development community built around a specific technology focus). On the other hand, CMOS imagers are made using a standard silicon process in high-volume foundries. The result is that other peripheral electronics can easily be integrated into the same manufacturing process, but at the cost of sensor quality.

CMOS has several benefits over CCD technology. It is less expensive to manufacture, and allows the integration of additional circuitry onto the same chips - making it ideal for mobile, multifunction products.

The use of CMOS technology in digital cameras has yet to take off. This is partly because CCD sensors have been produced for more than 25 years, whereas CMOS technology for digital cameras has only just been launched into the mass production phase. 

The performance of CMOS imagers has also prevented manufacturers from rapidly adopting the technology. According to Kodak's development team, early implementations of these devices were disappointing, as they delivered poor imaging performance and poor image quality.

At present, Canon's EOS D60 is the only digital camera based on CMOS technology available in Australia.

Camera features 

Resolution 

One of the most critical ways to judge a digital camera's image performance is by its resolution. A camera's resolution is defined by multiplying the number of pixels on the sensors horizontally with those vertically - otherwise referred to as the pixel rating.

Pixels (short for picture element) are minuscule dots which, when put together, create the image that appears on a digital screen. The more of these pixels there are on the screen, the sharper the image created and the greater the flexibility when taking and printing your photos.

Typically, CCD resolution ranges from under 1 megapixel (in lower-end products) to as much as 5 megapixels. This can also be represented as 604x480 pixels (which is suitable for Web or e-mail photos) to 2560x1920 pixels. 
Alongside these figures, several manufacturers use two terms to describe the camera's resolution: effective versus total resolution. The total resolution figure represents the total number of pixels on the CCD. Effective resolution represents the number of pixels which are used to produce the image. Not all of the pixels on the sensor are used in generating the image, partly because some pixels are used as part of the circuitry for calculating the levels of charge across the sensors, and also because the CCD or CMOS device can create picture degradation on the very edge of the device.

So, a digital camera with a total resolution of 2384x1734, for example, can only generate images with a maximum effective image resolution of 2272x1712. Therefore, the figure which accurately gauges the camera's resolution is the effective one. 

If you intend to take pictures only to e-mail to distant friends or to print at snapshot size, a camera with a low resolution will do. Even so, more pixels give you greater flexibility - you can print sharper pictures at larger sizes, or crop small pieces out of pictures. PC World's rules of thumb: a 2-megapixel camera can usually produce a pretty 5x7in print; a 3-megapixel camera, an 8x10in; and a 4-megapixel model, an 11x17in.
Cameras on the higher end of the resolution scale will have a steeper price tag, though, so make sure you know what you want to use the digital camera for before buying. 

Digital cameras will also come with a selection of resolution choices, which often confuses the user. Setting an image in a high or "fine" resolution will result in a better quality picture, but will inevitably take up more memory than an image set in a lower resolution mode.

Zoom lens 

Two types of zoom feature on digital cameras: digital zoom and optical zoom.

Digital zoom simply crops an image to the centre - similar to the way a software image editor works. For example, when a user zooms in to take a picture at a magnification level of 2X (more on this below), the resulting image will have half the resolution of the original. In other words, the pixels that would have been used to capture the original or "un-zoomed" image are simply magnified. To compensate for the loss of actual pixelation, digital cameras then use a process called "interpolating", which adds pixels to the zoomed image using a complicated algorithm. The resulting image, however, is still far less vivid and effective than if the actual pixels had been used.

On the other hand, an optical zoom magnifies the image using a real multifocal-length lens. This means that the lens is actually magnifying the focal length and zooming in before the image is captured in pixels (the focal length is a property of the lens that dictates the amount by which it magnifies the scene).
The amount of this magnification is expressed in degrees, such as "2X" or "3X". A "2X" optical zoom, for example, means that if the camera's minimum focal length is 50mm, then it has the ability to take pictures up to 100mm. 
Lower-end cameras often lack optical zoom lenses and, instead, use digital zoom to increase the size of the images. This will degrade the quality of the images you take. However, most middle and higher-end cameras boast 3X optical zoom capabilities as well as digital zoom of 4X.

If you are faced with choosing between an optical zoom and a one-step-higher resolution, take the zoom - you won't have to magnify and crop the image in software (and discard image resolution as a result).

Usability 

Good cameras can take pictures, display them, and let you scroll through menus quickly without having to stab buttons again and again to get something to work. Compare models side by side to gauge their speed, as well as the usability of the menu settings and functions. 
After all, you don't want to spend your time trying to figure out how to swap between stored images and photo-taking modes when capturing that once-in-a-lifetime pic.
A plethora of menu and usability choices is out there. Some cameras use LCD panels to display your menu options, while others employ dials for various image and setting options. Again, the quality of the camera you buy will determine the number of functionality features on the camera. 
	Photo Terminology 

	Aperture: The aperture of a lens is related to its diameter and is a measure of how much light the lens allows in. Altering the aperture, therefore, is an important means of controlling the exposure recorded within the image. Aperture is measured in f-stops, although, confusingly, the larger the aperture, the smaller the f-stop.

	

	f-stop: A measure of how much light a lens lets in. More precisely, it's the ratio of the diameter to the focal length. So a lens with a true focal length of 20mm, which is 10mm in diameter, has a maximum aperture of f/2. An implication of this is that a zoom lens will have a smaller maximum aperture when it is zoomed in. f-stops range from f/2 to f/22.

	

	Shutter speed: This is the length of time light is allowed into the camera when a photo is taken. Commonly, shutter speed can be varied from 1/1000 second to a few seconds. One of the most important things to note about shutter speed is its effect on movement. With a slow shutter speed, a moving object will be portrayed as blurry. Faster shutter speeds allow the user to capture a moving object much more clearly - even droplets of water in a fountain will appear to be frozen in mid-air.

	

	Focal length: The focal length is a property of the lens which dictates the amount by which it magnifies the scene. Low-end digital cameras have no zoom control, which means that the focal length is fixed. The zoom control on higher-end cameras is the means by which the focal length is altered. Commonly, the focal length of a digital camera is given as a 35mm equivalent because so many people are familiar with 35mm cameras. The actual focal length will be shorter, because the CCD is smaller than 35mm film. 

You should also be aware that changing the focal length affects perspective. A short focal length exaggerates perspective; a long focal length shortens it. 


LCD Screen 

LCD (liquid crystal display) screens not only allow you to see the image you've just saved, they are also good for framing your image when you're actually taking it. Equipped with only an optical viewfinder, budget-priced digital cameras can often be an inaccurate way to frame a scene.
LCD is a technology that produces images on a flat surface by shining light through liquid crystals and coloured filters. The liquid crystals can be aligned precisely when subjected to electrical fields - much in the way metal shavings line up in the field of a magnet. When properly aligned, the liquid crystals allow light to pass through.
An LCD screen is multi-layered, with a fluorescent backlight situated behind the screen. This light passes through the first of two polarising filters. The polarised light then passes through a layer that contains thousands of liquid crystal blobs arrayed in tiny containers called cells. The cells are, in turn, arrayed in rows across the screen; one or more cells make up one pixel. Electric leads around the edge of the LCD create an electric field that twists the crystal molecule, which lines up the light with the second polarising filter and allows it to pass through. 
Colour LCD screen pixels are made up of three liquid crystal cells. Each of those three cells is fronted by a red, green, or blue filter. Light passes through the filtered cells to create the colours you see on the LCD. Nearly all modern colour LCDs also use a thin-film transistor, known as an active matrix, to activate each cell.

LCD screens on digital cameras are sized between 1in and 2in wide. Quality varies widely; many wash out in sunlight or become grainy in low light, or the image changes if you tilt the camera slightly.

Another thing to be wary of is that LCD will also use up considerable battery power. This could make a digital camera which uses expensive batteries much more costly in the long term (see the "Batteries" section of this guide for more information).

Manual Focus 

All digital cameras use autofocus to focus on the subject. Generally a higher-end feature, manual focus will allow you to focus the image you are taking yourself. This can be useful for close-ups or situations in which the camera can't get an automatic focus lock.
Lower-end cameras often omit manual focusing or allow only stepped focusing, meaning you must choose from a few preset distances. This is great for users who want to keep photo-taking simple, but won't please the avid photographers who want more control over the focal length or depth of field used in the image (see "Photo terminology" section for more on these terms).

Also, look for a macro focus option. This will allow you to take very close-up photos of subjects on which you wouldn't otherwise be able to focus with a normal lens. Macro lenses can focus on a subject as close as 6cm.

White balance 

Almost all digital cameras let you choose a white-balance setting via presets. These settings tell the camera the colour temperature of the light in a setting so that white comes out white and black comes out black - and, by inference, red comes out red. 

Although all digital cameras have an automatic white balance control and will do an overall good job of figuring out the light when you take a photo, they're not always accurate. Some light sources, such as sun light or fluorescent light, may cast slightly coloured hues across your lens, which will then affect the quality of your image.
If you are concerned about colour accuracy, look for a digital camera with a manual calibrator in which you press a button while aiming at a white object.

Exposure settings 

The same goes for the camera's automatic exposure. 

Although all digital cameras have an automatic exposure control and will do an overall good job of figuring out the light when you take a photo, they're not always accurate. Shadows or dubious light sources can trick the camera into thinking there is more or less light present. This will then affect the exposure and hence the quality of your image.
All digital cameras let you shoot in fully automatic mode, but higher quality cameras offer aperture- and shutter-priority modes, in which you adjust, respectively, either the size of the lens opening or how long the shutter stays open; the camera automatically controls the other variable to give you the proper exposure. Usually the same cameras also offer full-manual exposure control, in which you set both variables. These modes make a camera adaptable to almost any situation (for more on these photo techniques, see the "Taking photos" breakout box).

Program modes let you select from presets that manage the exposure automatically. For example, choosing "sports" will open the aperture to a wide setting and force a fast shutter speed. They're useful, but you may have to spend extra time deciding which mode fits your setting.

Storage 

Digital camera removable storage is considered the digital replacement to film, as it allows users to save and store images which can then be downloaded onto their PC.

The advantage of a removable flash memory card is that images can be viewed, kept, or replaced on the spot. Most cameras have built-in memory, but this tends to be very limited and capable of storing only a few images at the lowest resolution.
Flash memory is different to standard RAM memory because it reads and writes information in blocks, rather than in bytes. Reading and retrieving from these blocks make it easier for the system to update information as it loads up. Flash memory is often used to house control code, such as the Input/Output system in the BIOS chip in your PC, but has also developed into a removable storage format for a variety of digital devices like digital still and video cameras and audio players.

Removable storage media cards used in digital cameras come in five main formats: CompactFlash, Smart Media, Memory Stick, Secure Digital and MultiMediaCard. While the differences in performance between these storage technologies is not enough to warrant purchasing one type over another, users should be aware that digital camera manufacturers have opted for one particular media type for their range of products, and that the various media types are not interchangeable (with one exception: you can use MultiMediaCards in SD slots, but not vice versa). 
Unless you want to juggle a bunch of memory cards in competing formats, find out which memory card the digital camera uses, and whether you can use that same type of card in devices you already own. Additionally, if you want to be able to swap media cards with friends, it will be worth your while to do a bit of homework on what types of memory are supported in which devices. 

Each storage type also comes in various sizes, currently from 8MB cards up to 1GB. Having a good idea of how many pictures you plan on taking, as well as the quality of those images (for instance, if you want to be able to print all of your pictures versus taking e-mail happy snaps), should also influence your final decision. 

To give you an idea of how many images can be stored on media cards, a typical 2-megapixel model can store eight to 10 images on an 8MB "starter" memory card on its highest resolution. A 1GB card, on the other hand, can potentially store 1000 low-resolution images!

The price of the memory cards, of course, will factor into your decision as well, as some are cheaper than others.

CompactFlash (CF) 

CompactFlash has several advantages over its competitors. It offers the highest data storage capacities, it's the most widely compatible card, and, at least for now, it appears in the most devices. CF also offers higher read/write speeds than some of its competitors. It is the largest removable memory card format on the market, but because of its size, can store more data.
CF cards comes in two sizes, type I and type II. Type II cards are larger and can contain IBM Microdrives within them. Type I cards are about the same size as Smart Media cards, but four times thicker. CF cards will operate at both 3.3V and 5V. The voltage refers to how much power the media card draws from the camera. Obviously, the lower the voltage, the less power needed by the card.

IBM Microdrives, which currently come in 340MB and 1GB sizes, are tiny hard disks which fit within the CF type II memory slot, allowing users to store a much higher amount of image data. Be aware that in order to use a Microdrive, the digital camera must support type II CF cards. 

CF cards are currently available in 16MB, 32MB, 64MB, 128MB, 256MB, 512MB and 1GB increments. A 64MB card will cost between $80 and 100, or $150 for 128MB.

Manufacturers who support CF include Canon and Kodak.

Smart Media 

Smart Media cards are around the same thickness as a credit card and are about one-third of the size. Smart Media contains a single flash chip embedded in a thin plastic card. A floppy adapter can be used to input images from the card straight to the PC's floppy drive.

Cards are available in 16MB, 32MB, 64MB and 128MB increments. They come in two voltage types, 3.3V and 5V: the 3.3V cards have a notch on right side, the 5V cards a notch on the left.

Smart Media cards are similar in price to CF cards, costing around $80 to 100 for 64MB, or $150 for 128MB. 

Both Fujifilm and Olympus currently support the Smart Media format.

Secure Digital (SD) 

The big up-and-comer in small storage is SD. SD cards are significantly smaller than CF cards (SDs are about the size of a postage stamp size and weigh around 2 grams), and come in 8MB, 16MB, 32MB, 64MB and 128MB sizes. 512MB cards are expected to enter the market by the end of this year.

SD cards were designed with built-in cryptographic technology for protected content, to ensure secure distribution of copyright data. The card's namesake security readiness is now a moot point, however. Though SD was intended to protect the music industry by incorporating the Secure Digital Music Initiative's digital rights management and copy-protection scheme, the specification was publicly cracked shortly after its publication, and the SDMI consortium is no longer active.

Secure Digital cards cost more than other removable memory types: about $180 for 64MB, or $320 to $330 for 128MB. Hewlett-Packard, Panasonic and Kodak cameras use the SD format.

MultiMediaCards (MMC) 

MultiMediaCards (MMCs), though slightly thinner than Secure Digital cards, are the only type of removable media format which can interact with another format (SD). Most manufacturers are building SD slots into their devices instead of slots for MMCs, because the SD format offers faster read/write performance. However, because MMCs fit into SD slots, don't be afraid to purchase this type of media to use with SD-based digital products.

MMC cards are available in 16MB, 32MB, 64MB and 128MB sizes, with 64MB cards starting at $115 and 128MB cards at $230.

Memory Stick 

Despite being used predominantly in Sony products, Memory Stick media could be the best bet for digital camera buyers with other Sony devices.

Designed for use with both PCs and a wide variety of digital AV (audio/video) products, the Memory Stick can be used to store, transfer and play back AV content such as images, sounds and music as well as information including data, text and graphics. Sony's Memory Stick digital storage medium is no larger than a stick of gum - about one-eighth the size of a regular floppy disk - and is currently available in 4MB, 8MB, 16MB, 32MB and 64MB, with a 128MB due out soon. 

The sticks can also employ an authentication technology. Protected content is recorded and transferred in an encrypted format to prevent unauthorised copying of playback. At the moment, only Sony has provided any products that support the Memory Stick, although several companies have expressed interest in the technology.

Sony Memory Stick is on the expensive side. A 16MB card will set you back around $70, and a 128MB card $220.

Some Sony digital cameras store images on floppy disks or compact discs. Floppy storage is slow, though, and the disks hold only one or two high-resolution images. CDs store more images, but the cameras that use them are both slow and bulky.

Memory Stick Duo 

Launched in Japan in August, the new Memory Stick Duo card is about half the size of the original Memory Stick and has been designed as the next generation of flash media for very small devices, such as headphones and mobile phones.

The Memory Stick Duo is expected to be launched in Australia in November. Further details on the device were not available at the time of publication.

No definite plans to change digital cameras over to the new Memory Stick Duo format have been announced by Sony.

xD-picture card 

A brand new addition to the removable storage format race is xDigital (Extreme Digital). Two of the companies behind the SmartMedia card format, Fuji Photo Film and Olympus, have announced plans to move away from that card, choosing to develop a new format of their own. 

The xD-Picture Card is only 20x25mm in size. In terms of capacity, it is too early to tell how the XD Picture Card measures up because commercial products are not expected to be available until the third quarter of this year. Olympus said it plans to launch the format with 16MB, 32MB, 64MB and 128MB cards, and follow with a 256MB card in December. The only other capacity firmly on the roadmap is a 512MB card due next year, although the company says the card specification scales up to 8GB. 
In addition to the cards, the two companies plan to put on sale PC Card and Compact Flash adapters that will allow xD Picture Cards to be used in devices supporting those formats. 

Toshiba will also manufacture the xD-Picture Card. 

Digital cameras supporting the new storage format will be available in Australia in the coming months.

Reader drives for your PC

 There are several ways of transferring the images from a digital camera to the PC: either by connecting the camera directly to the PC via USB and downloading the images (more on this in the connectivity section below), or by using a memory card reader.

Memory card readers are beneficial in that they allow users to transfer images from the memory card onto the PC without having to connect the PC directly to the camera. This means you can use the camera while the images are transferring across (but, of course, you won't be able to use the memory card). 
There are a range of memory card readers now available in the market, for both specific memory types and multiple memory types. Single card readers start at $50 for Compact Flash-only readers, while multiple memory readers sit around the $150 mark. For users with older PCs, Sony and Fuji also produce floppy adapters for Memory Stick and Smart Media cards for about $140. Most card readers connect to your PC via a USB slot.
Select vendors have also taken image downloading a step farther, and released printers which allow you simply to hook your digital camera directly to the printer to print images, bypassing the PC. Some now also contain built-in multiple memory card readers, so you can print your images directly from your memory card. These types of readers will not let you edit, delete, or change the order of the images on the card, however, so if you want to perform these functions without hooking your camera directly up to the PC or printer, you will need an external card reader.

Connectivity

The standard your camera uses to transfer data requires your PC to have the relevant ports. How fast data transfer is will depend on these and your camera's connection standard.

Universal Serial Bus

The vast majority of digital cameras on the market use Universal Serial Bus (USB) to connect to a PC. USB allows easy installation of peripheral devices; just connect your camera to its cable and the cable to your PC. You don't have to install device drivers or even turn off your PC. 

The common speed of USB connections is currently undergoing change. The days of new cameras using USB 1.1, which allows data transfer at 12Mbps, are numbered. USB 2.0, also known as Hi-Speed USB, is slowly making its way into the market. USB 2.0 allows data transfer at 480Mbps.

To use USB 2.0, you will need a camera that supports it, as well as a USB 2.0 port on your PC. At the time of writing, USB 2.0 ports in new PCs were scarce. 
While USB 2.0 will soon be the standard, you're not obliged to use it. USB 2.0 is backwards-compatible, therefore such a camera will work on a USB 1.1 port, it just won't provide USB 2.0 speeds. Likewise, a USB 1.1 camera will work on a USB 2.0 port, but won't provide USB 2.0 speeds. 

FireWire

FireWire, also known as IEEE 1394, transfers data at the same speed as USB 2.0, but is more commonly used by digital video cameras to transfer video.

An advantage of FireWire is that it allows some cameras to receive power from the connection. Therefore, you could connect your unpowered camera with a FireWire connection and receive power from the bus.
Another benefit is that FireWire uses peer to peer connections, letting you transfer data between FireWire devices without a PC. USB is host-based, requiring a connection to a PC. Peer to peer connections are useful if you want to move photos from one camera to another, or perhaps from a camera to a digital video camera. 

FireWire requires that you have a compatible camera and a FireWire port. Few motherboards have a dedicated FireWire port, so if you buy a camera that uses FireWire, it's likely you'll need to buy an interface FireWire card.

Dock

Docks don't use their own connection standard, but connect via a model-specific cradle that remains connected to your computer. When docked, the camera will automatically connect to your computer, upload its images, and launch software for editing, e-mailing, and printing. 

Cameras that use docks are generally aimed at novice users. Kodak is the only manufacturer now supporting docks.

Video Out

High-end digital cameras usually come with the capability of recording video, and an audio visual (AV) output terminal. Using an AV cable, video can be transferred from your camera to your TV, VCR or PC. If transferring data to your TV, the AV cable will connect to its video in and audio in terminals.

Serial Ports

Also called communication (COM) ports, serial ports have been around for decades and are the oldest and slowest ports for transferring data. Most PCs have four serial ports. 

Support for serial port connections is hard to find among new cameras. USB and FireWire have almost made such connections obsolete. However, if a serial port connection is not supported, you may be able to find third party adapters. It may also take some scouting around to find the appropriate cable.

The only remaining advantage of serial ports is compatibility; they are on almost all PCs and work under most operating system

Batteries 

Most cameras include an AC adapter to charge batteries or run the camera from an outlet. Some cameras will charge batteries in-camera. However, there are still four types of batteries used in digital cameras, and each have their pros and cons.
Alkaline

These are your standard off-the-shelf AA-sized batteries. Their biggest selling point is their availability. Their weakness is that they don't last as long as other battery types. If you're going to use alkalines, be prepared to buy more batteries regularly, particularly if you use the LCD often.
Ni-MH

Ni-MH (Nickel Metal Hydride) are rechargeable, AA-sized batteries, and can be used in cameras that use AA-sized alkalines. While Ni-MH batteries last longer than alkalines, they don't last as long as lithiums. They're also environmentally friendly.
Lithium and Li-ions

The longer lasting but most expensive types of batteries are Lithium and Li-ion (lithium ion) batteries. Lithium ion batteries are rechargeable; Lithium batteries are not. Rechargeable Lithium ions have a predictable voltage curve which allows cameras to have a reliable "fuel gauge" indicating how much charge remains. The bad news about Li-ions is they are not available in standard sizes such as AA and are more difficult (expensive) to manufacture. Therefore, if your camera can use only Li-ions, you won't have much choice when it comes to buying extra batteries or faster battery chargers.
Lithium batteries come in standard sizes and voltages, deliver two to three times as many shots as alkaline batteries of the same size, and have a shelf life of up to 10 years. While they may be too expensive for everyday use, their shelf life and capacity make them ideal spares.

Image Compression 

Most digital cameras will store images as JPEGs. This file format stands for joint Photographic Experts Group, and saves image data by compressing it. The more compression (and therefore the smaller the file), the greater the loss of image quality. Users will usually be able to choose from "finer" or "normal" JPEG resolution modes on the camera, which offer more or less compression. 
Some mid and higher-end models will be able to record images as other raw file types, such as TIFF (Tagged Image File Format). Because these types of files are not compressed like JPEGs, they take a lot more memory. The advantage of raw files is that you won't lose any image data in the compression process. 

Unless you're a professional photographer, this isn't really a big issue, however, as the quality promised by a "finer" JPEG file should give you an excellent image quality suitable for printing your photos. 

Weight 

The weight of the digital camera should also be a consideration when you're looking at buying one. Those who plan to travel with it, for example, may find that a lighter model is easier to carry around. Also, the physical size of the camera can be a persuading factor: you may prefer one which fits in your pocket to one you have to carry in a bag. 

The majority of digital cameras weigh between 200g and 800g, although several lightweight cameras come in at a trim 150g. Be aware that a light camera will most likely have fewer features - and can wear a more expensive price tag.

Extra features 

Movies and sound

Two additional features you may find on a higher-end camera are movie and audio. A movie feature will allow you to record a snippet of footage, which you can then play back on either the camera or on your PC. These are usually recorded as MJPEG, MPEG, QuickTime or AVI files. 
Both MPEG and MJPEG files are the multimedia equivalent to JPEG and can be used for storing digital video and audio files. The difference between the two formats is that an MJPEG file saves each individual frame, rather than just saving the differences from one frame to another, like an MPEG file does. As a result, an MJPEG file will take up more memory space than an MPEG file, but has the advantage of being simpler to edit frame-by-frame than its counterpart.

AVI (Audio Visual Interleaved) is a sound and motion format developed by Microsoft for digital video in Windows. This means you will need a Windows operating system to be able to download and view these files on your PC.
QuickTime is another multimedia file type, developed by Apple. It can be used on any Mac or PC equipped with a QuickTime player, and combines images, graphics, audio and video into a single file.

As a whole, users can expect to get 15 to 120 seconds of video footage on a digital camera (opting for a low resolution will increase the amount of footage recorded). A way of checking the quality of this feature across different digital cameras is to look at the frame rate: how many image frames are played back each second? A faster frame rate will reduce the time between each image frame, and make the transition between each frame much smoother.
An audio clip allows users to record a sound bite, which can then be played alongside an image or video clip. If you do buy a camera with this feature, you should get an average of 30 seconds of audio time. Audio files on digital cameras are usually saved as .WAV files - an uncompressed audio file type developed by Microsoft, which can be used both on PCs and Macs.

Hot shoe

The hot shoe is a contact slot used for attaching an electronic external flash unit to a camera. While available on most convention SLR cameras, this tends to be an extra feature on higher-end digital cameras and will probably only interest professional photographers.

Panoramic shots

There is a gamut of software programs now available which allow users to combine their single photos into a panoramic shot. 

To help these software programs, some cameras offer a "stitching" feature which groups the photos you want to include in a panoramic shot when you actually take them. The function basically allows you to tag which image you want to include as panoramic, while the software actually joins up the images together.

Red-eye Reduction

Some cameras with a flash feature also offer red-eye reduction, a means of preventing your subjects' eyes turning red when using a flash. The camera precedes the main flash with a small burst of light, which allows the subject's pupils to contract - hence minimising the amount of light reflected.

Despite being a handy feature, red-eye mode does add a short delay to the exposure process, and if you're not expecting the pre-flash, you might move the camera just as the picture is being taken, resulting in a blurry image. It's not a good option for action shots, either, as these usually involve taking the image as quickly as possible.

Software

Few cameras come with truly valuable image editing software, such as Adobe Photoshop Elements or Ulead PhotoImpact. However, you will find that most cameras include software programs as part of the retail cost. This software is enough to keep you busy once you have taken your photos. You will find some of the software is third party, while others are developed in-house by the camera manufacturer.

The types of software you will see varies. For example, you may get video image editing software that can turn your photos into slide show presentations in AVI, MPEG, and EXE formats. Other software may allow you to edit and retouch your photos, then add special effects or place them in cards, calendars, frames and templates. You can even remove red eyes from pictures. Or, your camera may also come with software that allows you to create your own photo album using your digital photos or even convert your album for uploading to the Web. If you are interested in the software, research the camera you have in mind and then check the specs, where you should find any bundled software. If you are unsure what the software does, just copy the name of it in a search engine - and a quick search will yield all the info you need.

System requirements

Aside from having a digital camera to take the pics, if you want to print them, you are going to need a printer, colour cartridges, and a stash of photo paper.

To print high-quality images for a reasonable price, your best bet is an inkjet printer.

Inkjet printers create the printed image or text by squirting drops of ink through extremely tiny nozzles. These nozzles are bundled together to form a print head. Most inkjet printers use four hues of ink in the well-established colour set used on colour printing presses: cyan, magenta, yellow, and black, often abbreviated as CMYK. Inkjets then employ a dot pattern process known as dithering to recreate the combination of colours needed to accurately convey the image. 
For serious users concerned with image quality, the best inkjets are photo-quality or photo-realistic printers. To achieve "photographic quality", or a continuous colour tone similar to a photograph, these types of printers usually have two additional colour inks - a light cyan and a light magenta - for a total of six colours.
There is a large range of photo-quality paper available, with most camera manufacturers offering their own brands of high-quality coated, glossy or matt paper types. If you want to keep your images for posterity, or make your photos appear as realistic as possible, spending the extra cash and buying high quality photo paper will ensure your images last longer and look better. 

To download images from the digital camera to the PC, users are recommended to have a minimum 64MB of RAM, hard drive space to install the digital imaging software plus additional room to store your images, and a CD-ROM drive for downloading the imaging software. The amount of hard drive space will vary, depending on the software provided by each manufacturer (a rough estimate would be around 120MB to 300MB). A high-speed processor is also recommended for downloading and editing images, but is not vital.

To connect the digital camera or the card reader to the PC, you will need a compatible port, such as USB.

Questions to ask the retailer:

Why should I buy a digital stills camera over a digital video camera?

Apart from the fact that a digital video camera is sure to make a bigger dent in your pocket, digital video cameras do not offer the same resolution quality as digital still cameras. Despite having better and larger lenses, the actual quality of the pixels only compares to the lower end of the digital camera range.

In addition, most digital video cameras that boast of more than 1 megapixel image resolution are large and bulky, and suitable only for taking basic Web or e-mail images.

What sort of warranty do I get with this?

Generally, digital cameras come with a one-year limited warranty.

A question worth asking if you plan on spending a lot of time overseas is whether the product warranty covers international travel. Camera users who want to take their digital camera away on holidays may not be aware that this could void the warranty. In some cases, warranties are region-based, so if the camera breaks whilst you are overseas, you will have to pay for the repair yourself. In addition, an extended warranty on a digital camera, such as a two-year warranty, will usually cover Australia only. 

What accesories do I get?

Besides software, digital cameras can also come bundled with a range of accessories, including camera bags, pouches and straps, printing consumables, storage media and batteries. Find out what extra accessories your camera comes with, as these items can be expensive when purchased separately. In particular, check the amount of storage memory included - while most come with 8MB cards, you may be lucky enough to find a 16MB or even 32MB card bundled with the camera.

	Photo Taking Tips

	Focus on the prize: Have a razor-sharp focus on the wrong subject? That can happen if you're trying to take a picture of something that's not in the centre of the picture. The solution is to aim the camera at the real subject and put a little pressure on the shutter button to lock in the focus. Then reframe your picture, being careful to keep a little pressure on the button. Once the image is framed, simply take the pic.

	Anticipate the delay: Digital cameras are unique (and sometimes annoying) in that there can be a lag between when you snap the shutter and when the picture is actually taken. This is because the camera does all sorts of things when you press the button, from focusing to setting exposure and white balance. The delay is not a problem for still or portrait shots, but is a pain for action shots. The best way to overcome this is to anticipate the delay - get used to it. You can also try panning the camera, which means turning your body to keep the subject in the viewfinder before, during and after the exposure.

	Steady as you go: If you're taking still photographs, use a tripod. This allows you to frame your subject more carefully and avoids that common problem with digital cameras: blurring caused by the delay between pressing the shutter button and taking the picture. 

	Lighting is key: The best lighting is indirect, such as what you find indoors away from a window or outside in the shade. Very bright sunlight creates harsh colours, and electronic flash is worse: it can cause the dreaded red-eye effect. 

	It's behind you: Focus on the subject, but be aware of what's in the background. Common background objects, such as telegraph poles or washing lines, are easy to miss when taking a photo, but they can draw attention away from the subject in the final image.
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Chapter 16. - Basics of Digital Audio and Video


In order to create the best possible sounds of your own, it is important to know something about digital sound. In this article I will try to explain to you, in plain English, some things which will hopefully help you a lot.
Sound - Almost all computers come standard today with a sound card. You can record sound from any external audio device, tape player, stereo, DVD player, VCR, etc, by connecting the audio output of the external device to the input jack of the computer. You can also record/rip sound directly off of an audio CD that is inserted in the computer's CD-Drive. 

Video - The simplest way to capture video is to do so through the firewire port by attaching either a digital video camera or an analog-to-digital converter which can be attached to a VCR or other analog device. Some video cards also allow you to capture video from analog sources, even directly from a TV. All of these options require special software for capturing and editing. 

Video files consume large amounts of disk space, and can therefore be difficult to store, manipulate, and distribute. One minute of digital video, captured directly off of a DV camera, occupies approximately 220 MegaBytes of disk space.

Formats

Some of the main formats of interest in digital audio are wave (.wav), MP3 (.mp3), MIDI (.mid), RealAudio (.ra), and Windows Media (.wma). Each format has its particular strengths and specific uses. Wave and MP3 files are the two kinds of files generally involved in creating custom CDs. When you convert analog sound to digital by recording music with your computer, the resulting file will be in wave (.wav) format. 

Sound Formats

· Wave (.wav) Wave is the standard form for uncompressed audio on a PC. Since a wave file is uncompressed data - as close a copy to the original analog data as possible - it is therefore much larger than the same file would be in a compressed format such as mp3 or RealAudio. Audio CDs store their audio in, essentially, the wave format. Your audio will need to be in this format in order to be edited using a wave editor, or burned to an audio CD that will play in your home stereo. 
· MP3 (.mp3) is a popular compressed audio format widely used to transfer music over the internet. MP3s are created by taking wave audio data and processing it with a special algorithm. This algorithm removes parts of the audio that theoretically cannot be detected with the human ear; in actuality, there will be some degradation of quality, but this depends on the quality (bit rate) with which you choose to encode the file. 

The net result is an MP3 file which is vastly smaller than the original wave file, but sounds very nearly as good. As an example of the huge size different between a wave file and an MP3, a three minute song will take up 30 Mb as a wave file, but only between 2 and 7 Mb as an MP3 (depending on the bit rate you choose). This explains why MP3 files are so popular for trading music on the internet. 

· RealAudio (.ra) is a streaming audio format often used by internet radio stations and for posting sound files on websites. RealAudio files are smaller even than MP3 files - around 500 Kb a song - but are of lower quality if compressed enough to play over a slow connection (such as a 56 kbps modem). 
· MIDI (.mid) is an entirely different sort of file. Unlike the previous two formats, it is not compressed audio. MIDI is a kind of ‘language’ that allows computers and certain musical instruments to communicate. This language consists of instructions telling the instrument (or the MIDI synthesizer in your sound card) which notes to play, with what instrument, and when. MIDI can be used entirely within a computer, with no external instruments. MIDI files have a synthesized sound, and are quite small, around 30-60 Kb for your average song. One fun feature of MIDI files is that you can add and synchronize song lyrics to create Karaoke files (.mid and .kar). MIDI and Karaoke files are widely available on the internet as well. Blaze Audio’s MIDIMaster Karaoke works great as a midi player as well as a karaoke player. 

· Windows Media (.wma) is a format similar to MP3. This is essentially a competing format created by Microsoft and used primarily in Windows Media Player and other compatible programs. Microsoft claims that Windows Media files are even better than MP3 files, but MP3 files are still much more prevalent on the internet. 

Most software allows you to produce some or all of these formats. You can also use a program like Cleaner to convert files to different formats. 

Video Formats

DV and AVI are uncompressed, high-quality formats. Captured, unedited video is usually saved in this format. File sizes are quite large. 

MPEG2 is a high-quality DVD format. This is the format created for burning onto DVDs. 

MPEG1 - medium quality, cross-platform format. Combines video and audio into one track which is hard to separate. 

MOV (Quicktime format) 

Real media format 

WMV - Windows Media File 
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Basic signal theory

As you probably know, sound is air which is moving very quickly. The speed of these movements is called "frequency", which is a very important property of sound, especially music. The frequency of a sound is measured in Hz (=Hertz, named after a man called Hertz :-/ who did a lot of research into sound and acoustics some time ago). Most people can hear frequencies in the range between 100Hz-15000Hz. Some people can hear very high frequencies above 19000Hz, but scientists always assume that the human ear is able to discern frequencies between 20Hz-20000Hz, since those numbers make their calculations a lot easier.
Here's a few examples of different frequencies, if you'd like to play with them for a while:
	60 Hz
	440 Hz
	4000Hz
	13000Hz
	20000Hz

	-very- low
	A'
	audible
	ouch!
	too high


Another very important property of sound is its level; most people call it volume. It is measured in dB (=deciBell, named after a man called deciBell (NOT!!) all right, his real name was Bell, but he did invent the telephone and that is why us Dutch people still say 'mag ik hier misschien even bellen?' when they want to use your phone).

So why don't we measure loudness in Bell instead of deciBell? Well, mainly because your ear really can discern an incredible amount (1.200.000.000.000, that's 11 zeroes) of different loudness levels, so they had to think of a trick(which I'm not going to explain here, sorry!) be able to describe an incredible range with only a few numbers. They agreed to use 10th's of Bells, deciBells, dB, instead of Bells.

Most professional audio equipment uses a VU meter (=Volume Unit meter) which shows you the input or output level of your equipment. This is very convenient, but only if you know how to use it: A general rule is to set up the input and output levels of your equipment so that the loudest part of the piece you want to record/play approaches the 0dB lights. It is important to stay on the lower side of 0dB, because if you don't, your sound will be distorted badly and there's no way to restore that. If you're recording to (analog!) tape, instead of (digital) harddisk, you can increase the levels a bit, there is enough so-called 'headroom' (=ability to amplify a little more without distortion) to push the VU-meters to +6dB. There is some more information on calibrating equipment levels inthe recording section below.
Some examples of different levels, if you'd like to play with them for a while:

	0,0dB = 100%
	-6,0dB = 50,0%
	-18,0dB = 12,5%
	+6,0dB = 200%

	maximum level
	half power
	very quiet
	a little too loud-a lot of distortion


Okay, now that you know the most important things about sound, let's finally go to the digital bit (ooh, a pun :-/ ): I've just told you about the properties of 'normal' (analog) sound. Now I'll tell you what the most important properties of digital sound are.

Digital Audio Theory

First of all, the famous 'sample rate'. The sample rate of a piece of digital audio is defined as 'the number of samples recorded per second'. Sample rates are measured in Hz, or kHz (kiloHertz, a thousand samples per second). The most common sample rates used in multimedia applications are: 

	8000 Hz
	11025 Hz
	22050 Hz

	really yucky
	not much better
	only use it if you have to

	Professionals use higher rates:

	32000 Hz
	44100 Hz
	48000 Hz

	only a couple of old samplers
	ahh, what a relief
	some audio cards, DAT recorders



Some modern equipment has the processing power required to enable even higher rates: 96000Hz or even an awesome 192.000Hz will possibly / probably be the professional (DVD?) standard rates in couple of years. The advantages of a higher samplerate are simple: increased sound quality. The disadvantages are also simple: a sample with a higher samplerate requires an awful lot more disk space than a low-rate sample. But with the harddisk and CD-R prices of today that isn't too much of a problem anymore.

....But Why?!

To answer that, let's look at a single period of a simple sine wave:

	it starts at zero.. 

..then it goes way up.. 

..then it goes back to zero.. 

..then it goes way down.. 

..then it goes back to zero. 

and so on...Sine waves sure have monotonous lives ;-) 
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a sine wave 


When recording a certain frequency, you will need at least (but preferably more than) two samples for each period, to accurately record it's peak and valley. This means you will need a samplerate which is at least (more than) twice as high as the highest frequency you'd like to record, which, for humans, is around 20000Hz. That's why the pro's use 44100Hz or higher as the minimum samplerate! They can record frequencies up to 22050Hz with that. (Now you know why an 8000 Hz sample sounds so horrible: it only plays back a tiny part of what we can hear!)

Using an even higher samplerate, like 96000Hz, you can record higher frequencies, but you won't hear things like 48000Hz anyway. That's not the main goal of those super-rates. If you record at 96000Hz, you will have more than four samples for each 20000Hz period, so the chance of losing high frequencies will decrease dramatically! It will take quite a few years for consumer level soundcards to support these numbers, though. There are a few pro cards which already do, but you could easily buy a small car for the same money...

That's enough about frequency for now. As I said before, another very important property of sound is its level. Let's have a look at how digital audio cards process the sound levels.

Dynamic range

The capacity of digital audio cards is measured in bits, e.g. 8-bit soundcards, 16-bit soundcards. The number of bits a sound cards can manage tells you something about how accurately it can record sound: it tells you how many differences it can detect. Each extra bit on a sound cards gives you another 6dB of accurately represented sound (Why? Well, Because. It's just a way of nature). This means 8-bit soundcards have a dynamic range(=difference between the softest possible signal and the loudest possible signal) of 8x6dB=48dB. Not a lot, since people can hear up to 120dB. So, people invented 16-bit audio, which gives us 16x6dB=96dB. That's still not 120dB, but as you know, CD's sound really good, compared to tapes. Some freaks, that's including myself ;-) want to be able to make full use of the ear's potentials by spending money on soundcards with 18-bit, 20-bit, or even 24-bit or 32-bit ADC's (Analog to Digital Convertors, the gadgets that create the actual sample) which gives them dynamic ranges of 108dB, 120dB, or even 144dB or 192dB.

Unfortunately, all of the dynamic ranges I mentioned are strictly theoretical maximum levels. There's absolutely not a way in the world you'll get 96dB out of a standard 16-bit multimedia sound card!!! Most professional audio card manufacturers are quite proud of a dynamic range over 90 dB on a 16bit audio card. This is partly because of the fact that it's not that easy to put a lot of electronic components on a small area without a lot of different physical laws trying to get attention. Induction, conduction or even bad connections or (very likely) cheap components simply aren't very friendly to the dynamic range and overall quality of a soundcard. But there's another problem that will become clear in the next paragraph.

Quantization noise

Back in the old days, when the first digital piano's were put on the market, (most of us didn't even live yet) nobody really wanted them. Why not? Such a cool and modern instrument, and you coould even choose a different piano sound!

The problem with those things was that they weren't as sophisticated as today's digital music equipment. Mainly because they didn't feature as many bits (and so they weren't even half as dynamic as the real thing) but also because they had a very clearly rough edge at the end of the samples. 

Imagine a piano sample like the one you see here. It slowly fades out until you here nothing.
At least, that's what you'll want... As you can see by looking at the two separate images, that's not at all what you get... These images both are extreme close-ups of the same area of the original piano sample. The highest image could be the soft end of a piano tone. The lowest image however looks more like morse code than a piano sample! the sample has been converted to 8 bit, which leaves only 256 levels instead of the original 65536. The result is devastating. 

Imagine playing the digital piano in a very soft and subtle way, what'd you get? some futuristic composition for square waves! That's not what you paid for ;-) This froth is called quantization noise, because it is noise that is generated by (bad) quantization.


There is a way to prevent this from happening, though. While sampling the piano, the soundcard can add a little noise to the signal (about 3-6dB, that's literally a bit of noise) which will help the signal to become a little louder. That way, it might just be big enough to get a little more realistic variation instead of a square wave. The funny part is that you won't hear the noise, because it's so soft and it doesn't change as much as the recorded signal, so your ears automatically forget it. This technique is called dithering. It is also used in some graphics programs e.g. for resizing an image. 

Jitter

Another problem with digital audio equipment, is called jitter. Until now, I've always assumed that the soundcard recorded the sample at exactly 44100Hz, taking one sample every 1/44100 second. Unfortunately that is -totally- unreal. There *always* is a tiny timing error which causes the sample to be taken just a little too late or just a little too soon.

Does this make a big difference then? Well, you could start nagging about everything, but then you'd probably have bought a more expensive soundcard in the first place. The really bad part is that jitter is frequency dependent. Because it's related to the timing of the sample, it can change the recorded frequencies just a little. If it records a sample just a little too soon, the card thinks that the recorded frequency is a little lower than it really is. This is noticable at frequencies below 5000Hz but especially bad at the lowest frequencies, because the influence of a little error is much bigger there. Typical jitter-times go between 1.0 x 10 -9 seconds (that's a NANOsecond, read:almost nothing) and 1.0 x 10 -7 seconds (that's a hundred NANOseconds, not a lot more) but they make the difference between a 'pro' sound and a 'consumer' sound on e.g. different CD-players.

 Digitizing sound

When you record a sample with your sound card, it goes through a lot of stages before you can store it on your hard disk as a sound file. Fortunately you don't have to worry about these stages, because modern sound cards and samplers take care of them for you.
I'm going to be a big bore and tell you about these stages anyway.

Let's see what happens when you press 'rec':

	The sound card starts a very accurate stopwatch (the samplerate).
	
Analog to Digital Conversion process 

	Then it transforms the sound coming in: it simply cuts off the very high frequencies which it cannot handle. This cripples the sound a lot, but it is required to prevent even more serious damage to the sound, which would make the sound unrecognizable. This is a low-pass (cut the 'high' frequencies, let the 'low' frequencies pass through) anti-aliasing (smoothing, blurring) filter (because it takes away some parts and leaves the rest)
	

	Every time the stopwatch has completed a cycle, the sound card's ADC looks at the filtered input signal. It calculates how loud the incoming sound is at that exact moment in time (very much like a microphone would measure air pressure) and transforms the loudness level into the nearest digital number.
	

	and shouts that number to the computer, which stores it somewhere in memory, probably on a hard disk.
	



Sound card manufacturers put a brickwall-filter (look at the image below!) in their sound card, to prevent a very nasty side-effect called 'foldover'. Foldover is a pretty difficult concept, but I'll try to keep it simple.

It's more or less the same thing that happens when you look at a car's wheel when it drives past you very quickly. You'll sometimes see the wheel moving backwards. Another example can be found in old western movies where you'll see a train going by. The 'wheels' of the train will be moving backwards too, if the train's going fast enough.

All these 'illusions' are foldover-effects. They occur when a fast system at regular intervals analyzes something which is moving even faster than the system itself. 
When recording at 22050Hz, your sound card will simply not be able to record any frequencies above 11025Hz, because you need at least two samples for each period, as described above. Without the low-pass filter, the sound card would blindly try to record those frequencies. But afterwards, when you play back the sample, you'll hear a totally different frequency instead of the original one. Just like the car's wheel that seems to be moving backwards, while it really isn't.
(The frequency you'll actually hear equals the sampling frequency minus the original frequency, e.g. 22050-12050=10000Hz, instead of the original frequency, in this case 12050Hz).
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	a brickwall filter at 4000Hz 


Therefore, the maximum frequency that can be recorded with a certain sample rate, is half the sample rate. That frequency is called the Nyquist frequency, sometimes abbreviated to fN, after a man named Harold Nyquist, who worked at Bell Telephone Laboratories and more or less invented audio sampling. A big guy in digital audio.  Anyway, to prevent all that from happening, the sound card manufacturers put a special filter in their card (see figure of brickwall filter on the right).

This low-pass filter removes high frequencies like any equalizer or Hi-Cut Switch does, except it is *much* more agressive. You can see that the filter allows all sound below 1000Hz to pass through, and that it gives the frequency range of 1000Hz-3500Hz a small boost. (This boost is necessary to be able to cut off the higher frequencies with such violence.) Frequencies above 4000Hz are eliminated extremely agressively. That is why they call it a brickwall-filter, because of the wall-like slope. 

The filter displayed above might be used for a sample rate of about 8000Hz, since an 8000Hz sample has a Nyquist frequency, the maximum recordable frequency, of 4000Hz. This makes it very important to choose the appropriate sample rate for your sample; that is, if you've got a legitimate reason not to record at 44100Hz, or higher ;-)

Recording digital sound of your own

Let's go through this step by step.

We'll start by selecting File->New, somthing which every sample editor I know can handle ;-). You'll want to select the number of bits you'll want to use for each sample. You'll also want to select the sample rate. My advice is: pick the highest your hardware can handle. That is most likely 16 bits at 44100Hz, since most, if not all, consumer sound cards support CD-quality playback & record.

Then let the band, or whatever, play for a while, to see if you're recording levels aren't too high or too low. Your program probably supports input monitoring and If if yours doesn't, it should! Get yourself another program ;-) You'll probably see a variant of the good ole VU-meter I like the one to the right. The loudest part of the sound you want to capture to disk should be somewhere very near 0.0dB, but it should not, ever, never ever!! exceed 0.0dB, since that results in very nasty distortion, which is cool on analog recorders but really horrible in the digital world. 

If you want that distortion efftect, get a program to do it for you, but don't record at a too high level! Sonic Foundry's Sound Forge has a really good Distortion feature. Also, there are lots of Direct-X plugins which emulate tube compression and tape saturation etc. This type of digital distortion is called 'clipping' because all samples that exceed the maximum level are 'clipped', (cut off and reduced) to the maximum level. 

Don't set your recording levels too low, though.It will further reduce the accuracy of your home recording, since mutimedia cards already add a very significant bit of noise. In fact, they sometimes hardly leave you any dynamic range at all!
So, be very picky about your input levels.

Next, think about the source of your recording. A microphone? A keyboard or synthesizer? a DAT-tape? If the source already is digital, like with DAT and CD, please go ahead and stay digital! Use a digital connection between the DAT and the soundcard, to prevent the operation of digital-to-analog conversion -> transmission through a cheap cable -> analog-to-digital conversion from adding noise or distortion!

If you're recording with a microphone, first let the microphone record a minute or so of 'silence'. Then play that recorded 'silence' back over headphones and listen the amount of noise coming from the room. Be sure to keep this data, because some good programs can eliminate that noise from the actual recording, by using the data as a 'noise print' (They analize the noise print data and then 'subtract' it from the real recording. Sound Forge and CoolEdit have this great feature.)

Also, if you have the opportunity, try several different microphones for the same recording. Learn to trust your ears. If you have several different recordings of the same event, pick the one that sounds best. Don't automatically pick the one recorded by the most expensive mic. That! Does! Not! Work! Pick the one that sounds best. You'll be surprised to hear the number of top hits being recorded with cheap mics. But I'm not saying you should be using cheap mics... There are several pretty good all-round microphones available from $30 (like the Behringer XM-2000). A really good mic for vocals and guitar is the SM-58 by Shure. These are a little more expensive (over $100), but they are used all over the world in pro studio's.  The problem with these microphones is, you'll need a pre-amplifier too, because the original microphone signal is very weak, and an 'XLR-cable' to connect it to your gear. Most mixers have microphone pre-amps on them. If you're looking for a good value-for-money mixer, I suggest you take a look at Behringer's website. They're not 100% top quality, but if 90% is good enough for you (It's that last 10% of perfection which makes audio equipment so darn expensive) Behringer is the place to be. 
If you're recording from a different piece of hardware e.g. directly from synthesizer/keyboard, check your manual to see if your hardware has balanced outputs. If it does, you'll need to get/make two stereo jack plugs and three wires of the same length, or even better: an insulated cable with three separately insulated wires (that's a multi-buck issue, though...) to make sure your audio isn't distorted before it goes into your sound card's inputs.

A normal wire has 1) a signal wire and 2) a ground wire. If you use normal wire over long distances, preferably close to stage lighting ;-) you'll notice the wire picks up an awful lot of noise and buzzing on the way. This has something to do with induction and magnetic fields but all you'll need to know is that it sucks. To prevent such 50Hz (AC power!) buzzing, the professionals use balanced cables. 

The balanced cable system is a very nice way of connecting equipment over long distances without loss of sound quality or unwanted induction. This is possible because a balanced cable has three wires instead of two: 1) a signal wire, 2) an inverted signal wire and 3) a ground wire. At the output of the synthesizer / mixer / whatever, the output signal is routed to both the signal-wire and the inverted-signal-wire. 

The signal going to the inverted signal wire is then inverted (multiplied by -1, turned upside down, given a phaseshift of 180 degrees) and transported together with the signal wire all the way through the cable to the other connector and on the way, both wires pick up all the usual noise and humms. But when the signal arrives at its destination, the inverted signal is inverted again, so that the signal it was carrying is back to normal again. But this inversion also inverts the noise and buzz, so now we have: a signal wire with 1) the signal and 2) the noise, and we have the re-inverted(=normal!) wire with 1)the signal and 2)the inverted noise. These two are mixed together by the equipment: signal + signal + noise - noise, which gives twice the signal strength and no noise whatsoever!

Boomkamp, (n.d.) The basics of Digital Audio
How MP3 Files Work

The MP3 movement is one of the most amazing phenomena that the music industry has ever seen. Unlike other movements -- for example, the introduction of the cassette tape or the CD -- the MP3 movement started not with the industry itself but with a huge audience of music lovers on the Internet. The MP3 format for digital music has had, and will continue to have, a huge impact on how people collect, listen to and distribute music.

If you have ever wondered how MP3 files work, or if you have heard about MP3 files and wondered how to use them yourself, then this article is for you! In this article, you will learn about the MP3 file format and how you can start downloading, listening to and saving MP3 files onto CDs! 

The MP3 Format

If you have read How CDs Work, then you know something about how CDs store music. A CD stores a song as digital information. The data on a CD uses an uncompressed, high-resolution format. Here's what happens when a CD is created: 

Music is sampled 44,100 times per second. The samples are 2 bytes (16 bits) long. 

Separate samples are taken for the left and right speakers in a stereo system. 

So a CD stores a huge number of bits for each second of music: 
44,100 samples/second * 16 bits/sample * 2 channels = 1,411,200 bits per second
Let's break that down: 1.4 million bits per second equals 176,000 bytes per second. If an average song is three minutes long, then the average song on a CD consumes about 32 million bytes of space. That's a lot of space for one song, and it's especially large when you consider that over a 56K modem, it would take close to two hours to download that one song. 

The MP3 format is a compression system for music. The MP3 format helps reduce the number of bytes in a song without hurting the quality of the song's sound. The goal of the MP3 format is to compress a CD-quality song by a factor of 10 to 14 without noticably affecting the CD-quality sound. With MP3, a 32-megabyte (MB) song on a CD compresses down to about 3 MB. This lets you download a song in minutes rather than hours, and store hundreds of songs on your computer's hard disk without taking up that much space. 

[image: image73.png]W

If there Is a loud sound In one band,
the compression algorithm can
ignore allof the other bands.





Is it possible to compress a song without hurting its quality? We use compression algorithms for images all the time. For example, a GIF file is a compressed image. So is a JPG file. We create Zip files to compress text. So we are familiar with compression algorithms for images and words and we know they work. To make a good compression algorithm for sound, a technique called perceptual noise shaping is used. It is "perceptual" partly because the MP3 format uses characteristics of the human ear to design the compression algorithm. For example: 

· There are certain sounds that the human ear cannot hear. 

· There are certain sounds that the human ear hears much better than others. 

· If there are two sounds playing simultaneously, we hear the louder one but cannot hear the softer one. 

Using facts like these, certain parts of a song can be eliminated without significantly hurting the quality of the song for the listener. Compressing the rest of the song with well-known compression techniques shrinks the song considerably -- by a factor of 10 at least. (If you would like to learn more about the specific compression algorithms, see the links at the end this article.) When you are done creating an MP3 file, what you have is a "near CD quality" song. The MP3 version of the song does not sound exactly the same as the original CD song because some of it has been removed, but it's very close. 
From this description, you can see that MP3 is nothing magical. It is simply a file format that compresses a song into a smaller size so it is easier to move around on the Internet and store. 

Using the MP3 Format      

Knowing about the MP3 format isn't half as interesting as using it. The MP3 movement -- consisting of the MP3 format and the Web's ability to advertise and distribute MP3 files -- has done several things for music: 

It has made it easy for anyone to distribute music at nearly no cost (or for free). 

· It has made it easy for anyone to find music and access it instantly.
· It has taught people a great deal about manipulating sound on a computer
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Technology has made it easier to download and play your favourite music.


That third one was accidental but important. A big part of the MP3 movement is the fact that it has brought an incredible array of powerful tools to desktop computers and given people a reason to learn how they work. Because of these tools, it is now extremely easy for you to: 

· Download an MP3 file from a Web site and play it 

· Rip a song from a music CD and play it directly or encode it as an MP3 file 

· Record a song yourself, convert it to an MP3 file and make it available to the world 

· Convert MP3 files into CD files and create your own audio CDs from MP3 files on the Web
· Rip songs off of various music CDs and recombine them into your own custom CDs 

· Store hundreds of MP3 files on data CDs 

Load MP3 files into tiny portable players and listen to them wherever you go 

To do all of these amazing things, all you need is a computer with a sound card and speakers, an Internet connection, a CD-R drive to create CDs and an MP3 player. If you simply want to download MP3 files from the Web and listen to them, then all you need is a computer with a sound card and speakers and an Internet connection -- things you probably already have! 

Let's look at many of the different things you can do with MP3 files and the software that makes it possible. 

Downloading and Listening
If you would like to download and then listen to MP3 files on your computer, then you need: 

A computer 

A sound card and speakers for the computer (If your computer has speakers, it has a sound card.) 

An Internet connection (If you are browsing the Web to read this article, then you have an Internet connection and it is working fine.) 

An MP3 player (a software application you can download from the Web in 10 minutes) 

If you have recently purchased a new computer, chances are it already has software that can play MP3 files installed on its hard disk. The easiest way to find out if you already have an MP3 player installed is to download an MP3 file and try to double-click on it. If it plays, you are set. If not, you need to download a player, which is very easy to do. 

There are literally thousands of sites on the Web where you can download MP3 files. (Click here to do a search for MP3 download sites.) Go to one of these sites, find a song and download it to your hard disk (most MP3 sites let you either listen to the song as a streaming file or download it -- you want to download). Most songs range between 2 and 4 MB, so it will take 10 to 15 minutes unless you have a high-speed Internet connection. Once the song has finished downloading, try to double-click on the file and see what happens. If your computer plays it, then you are set. 
Marshall Brain.(2006) How MP3 Files work. 
AVI Format and Video Compression

AVI is the Microsoft-specified format for saving digital videos. (AVI = Audio-Video Interleaved) 

AVI video files are very large and this can lead to storage difficulties. In order to reduce the amount of memory needed to save AVI files, compression methods have been developed, otherwise known as Codecs (Compressor Decompressor). 

To be able to play an AVI video, the PC has to have access to the same decompression Codec that was used to compress the file originally. 

Unfortunately, however, the number of Codecs available in the market has been mushrooming recently, meaning that an AVI created on one PC will only work on another provided the same Codec happens to have been installed. 

Determining which codes are installed.

How to find out which codes are installed on a PC: 

· Cue the system control (Windows Start - Settings - System Control) 

· Click on "Multimedia". 

· Click on "Hardware". 

· Select "Video Codecs" and click on the "Properties" button. 

All the codes available on the PC are displayed. 
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How to find out which AVI Codec is used

How to find out which Codec a given AVI video uses: 

· Click on the AVI video file in Windows Explorer with your right mouse key. 

· Select "Properties". 

· Click on the "File Info" register. 

Creating AVI videos that can be played on all PCs.

· If you want to create your own AVIs, make sure you save them using a Codec that is available on all PCs. (See list below). 

· If somebody else is creating your AVIs for you, make sure they use one of the Codecs listed below. 

· If you have access to graphics software (such Paint Shop Pro) which supports AVIs, please proceed as follows: Load AVI and playback using one of the codes listed below. 

Use a sure-fire Codec

The following Codecs are installed on all Win32 systems (Win95...XP): 

· RLE: Microsoft RLE Codec 

· IV32: Indeo Codec R3.2 by Intel 

· CVID: Cinepak Codec Radius Inc. 

· CRAM: Microsoft Video 1 

· Uncompressed: Uncompressed AVIs don't need a Codec and can be played on all systems. 

Important:
You can only be certain that your video will be played on all PCs if you use one of the "sure-fire codes" listed above when saving your AVI file.

Klaus Schwenk Software (2006) AVI Format and Video Compression.
Chapter 17. -   The Principles of Design


Starting with the Basics

This column is about Web design—really, it is—though it may at times seem a bit distant and distracted. In my opinion, any good discussion about design begins with the fundamentals. Almost by definition, the primary tenets around which any field is based are universal: they can be applied to a variety of disciplines in a variety of ways. This can cause some confusion as principle is put into practice within the unique constraints of a particular medium.
Web design is a relatively new profession compared to other forms of design, due to the youth of our medium. As with any design discipline, there are aspects of the Web design process that are unique to the medium, such as screen resolution, additive color spaces and image compression. But too often these more unique details override our sense of the bigger picture. We focus on the fact that it is Web design and push aside core design concepts—concepts that can that make any project stronger without interfering in the more technical considerations later on.

How Does Web Design Fit In?

We can group all of the basic tenets of design into two categories: principles and elements. For this article, the principles of design are the overarching truths of the profession. They represent the basic assumptions of the world that guide the design practice, and affect the arrangement of objects within a composition.
I tend to define Web design as being one of many disciplines within the larger field of design (a peer to print design, industrial design, interior design, etc.). To step back even further, I see design as a discipline within the field of art (a peer to painting, illustration, sculpture, etc.) The point is that in order to start with a discussion about the fundamentals of design as they relate to Web design we need to understand that there is a good degree of inheritance that design has received over the years from other art forms. These art forms, such as lithography, typography, painting/illustration and industrial design, evolved over many centuries, and a number of basic ideas have emerged as providing universal guidance to any artistic endeavour. When talking about fundamental concepts we inevitably look outside our discipline and adopt a slightly larger perspective.

The first three articles of this column will be dedicated to unearthing these universal gems of insight so that we may better understand our profession. In the first two articles, we will adopt a larger perspective to establish a foundation. In the third article we will tie it all together, using real-world examples to see how the basics are put into practice through the medium of the Web.

The Elements of Design

These are features that you control when deciding on your design.  These include features like:

· Line: thickness, style

· Shape
· Perspective
· Scale
· Texture

· Colour
· Typography: style of text
The Principles of Design

There are many basic concepts that underlay the field of design. They are often categorized differently depending on philosophy or teaching methodology. The first thing we need to do is organize them, so that we have a framework for this discussion.
We can group all of the basic tenets of design into two categories: principles and elements. For this article, the principles of design are the overarching truths of the profession. They represent the basic assumptions of the world that guide the design practice, and affect the arrangement of objects within a composition. By comparison, the elements of design are the components of design themselves, the objects to be arranged. 
Let’s begin by focusing on the principles of design, the axioms of our profession. Specifically, we will be looking at the following principles:

· Balance 

· Rhythm 

· Proportion 

· Dominance 

· Unity 

Balance

Balance is an equilibrium that results from looking at images and judging them against our ideas of physical structure (such as mass, gravity or the sides of a page). It is the arrangement of the objects in a given design as it relates to their visual weight within a composition. Balance usually comes in two forms: symmetrical and asymmetrical.

Symmetrical

Symmetrical balance occurs when the weight of a composition is evenly distributed around a central vertical or horizontal axis. Under normal circumstances it assumes identical forms on both sides of the axis. When symmetry occurs with similar, but not identical, forms it is called approximate symmetry. In addition, it is possible to build a composition equally around a central point resulting in radial symmetry1. Symmetrical balance is also known as formal balance. 

Asymmetrical

Asymmetrical balance occurs when the weight of a composition is not evenly distributed around a central axis. It involves the arranging of objects of differing size in a composition such that they balance one another with their respective visual weights. Often there is one dominant form that is offset by many smaller forms. In general, asymmetrical compositions tend to have a greater sense of visual tension. Asymmetrical balance is also known as informal balance.
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Rhythm

Rhythm is the repetition or alternation of elements, often with defined intervals between them. Rhythm can create a sense of movement, and can establish pattern and texture. There are many different kinds of rhythm, often defined by the feeling it evokes when looking at it. 

Regular: A regular rhythm occurs when the intervals between the elements, and often the elements themselves, are similar in size or length.

Flowing: A flowing rhythm gives a sense of movement, and is often more organic in nature.

Progressive: A progressive rhythm shows a sequence of forms through a progression of steps.
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Proportion

Proportion is the comparison of dimensions or distribution of forms. It is the relationship in scale between one element and another, or between a whole object and one of its parts. Differing proportions within a composition can relate to different kinds of balance or symmetry, and can help establish visual weight and depth. In the below examples, notice how the smaller elements seem to recede into the background while the larger elements come to the front.
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Dominance

Dominance relates to varying degrees of emphasis in design. It determines the visual weight of a composition, establishes space and perspective, and often resolves where the eye goes first when looking at a design. There are three stages of dominance, each relating to the weight of a particular object within a composition.

Dominant: The object given the most visual weight, the element of primary emphasis that advances to the foreground in the composition.

Sub-dominant: The element of secondary emphasis, the elements in the middle ground of the composition.

Subordinate: The object given the least visual weight, the element of tertiary emphasis that recedes to the background of the composition.

In the below example, the trees act as the dominant element, the house and hills as the secondary element, and the mountains as the tertiary element.
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Unity

The concept of unity describes the relationship between the individual parts and the whole of a composition. It investigates the aspects of a given design that are necessary to tie the composition together, to give it a sense of wholeness, or to break it apart and give it a sense of variety. Unity in design is a concept that stems from some of the Gestalt theories of visual perception and psychology, specifically those dealing with how the human brain organizes visual information into categories, or groups2.

Gestalt theory itself is rather lengthy and complex, dealing in various levels of abstraction and generalization, but some of the basic ideas that come out of this kind of thinking are more universal. 

Closure

Closure is the idea that the brain tends to fill in missing information when it perceives an object is missing some of its pieces. Objects can be deconstructed into groups of smaller parts, and when some of these parts are missing the brain tends to add information about an object to achieve closure. In the below examples, we compulsively fill in the missing information to create shape.

Continuance

Continuance is the idea that once you begin looking in one direction, you will continue to do so until something more significant catches your attention. Perspective, or the use of dominant directional lines, tends to successfully direct the viewers eye in a given direction. In addition, the eye direction of any subjects in the design itself can cause a similar effect. In the below example, the eye immediately goes down the direction of the road ending up in the upper right corner of the frame of reference. There is no other dominant object to catch and redirect the attention.
[image: image87.png]



Similarity, Proximity and Alignment

Items of similar size, shape and color tend to be grouped together by the brain, and a semantic relationship between the items is formed. In addition, items in close proximity to or aligned with one another tend to be grouped in a similar way. In the below example, notice how much easier it is to group and define the shape of the objects in the upper left than the lower right. 
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Related Concepts
There are many additional concepts that are related to the principles of design. These can include specific terms and/or techniques that are in some way based on one or more of the above tenets. In they end, they add to the collection of compositional tools available for use by the designer.

Contrast or Opposition

Contrast addresses the notion of dynamic tension or the degree of conflict that exists within a given design between the visual elements in the composition. 

Positive and Negative Space

Positive and negative space refers to the juxtaposition of figure and ground in a composition. The objects in the environment represent the positive space, and the environment itself is the negative space. 
Rule of Thirds

The rule of thirds is a compositional tool that makes use of the notion that the most interesting compositions are those in which the primary element is off centre. Basically, take any frame of reference and divide it into thirds placing the elements of the composition on the lines in between.
Visual Centre
The visual centre of any page is just slightly above and to the right of the actual (mathematical) centre. This tends to be the natural placement of visual focus, and is also sometimes referred to as museum height.

Colour: How to use colour effectively

The issue of colour tends to be rather confusing because of conflicting research on the subject. There is no question that coloured type reduces legibility dramatically and background colours inhibit comprehension, BUT there is an undisputed attraction value of colour. Colour appeals to the senses and creates associations with sight, sound, smell, touch and taste. The National Retail Merchants Association has found that if the object isn't familiar, colour will increase retention by 50% and our memory for colour is so strong that when we see black and white, we visualise colour. Hicks and Essinger (1991:107) also find that memory for colour attributes deteriorates less than memory for various shape attributes. This is important when attempting to exploit and display relationships between different things. 
According to Shneiderman (1987 p337) colours soothe, attract, create interest, increase subtle discrimination, emphasise organisation and evoke emotional responses. 

There is no question that working with colour is a highly subjective practice. Every culture sees colours differently and places different values on them (Brereton, 1994:48). Colour also effects our state of mind, from inducing depression to imparting a feeling of joy. (Birren, 1978:98). Studies have shown that people believe that colour enhances their learning, whereas the actual levels of performance may be quite different (Hicks & Essinger, 1991:107), although memory for colour information appears to be superior to black and white. 
The challenge in designing a screen presentation, is to find colours that improve recognition, attract attention and communicate a concept. The key to this is to use simple colours and colour combinations. When planning the screen presentation, it must be remembered that the presentation is going to be projected, magnified many times, which may cause the colours to change, cause the saturation to weaken and can change the way the image looks completely. So what looks good on the computer screen may lose all impact when projected. The ambient lighting is also a strong factor. Most video projectors (most commonly RGB - Red Green Blue) and Liquid Crystal Display (LCD) projector panels require a low level of ambient lighting. This can change the way the colours appear. 
Another consideration for the design process is to consider colour blindness. Approximately 8% of Caucasian males suffer colour blindness (Marcus, 1992:80) and as Hicks and Essinger (1991) discuss, colour blindness can take many forms, from the common red and green, green/blue confusions, through to total colour blindness, either through old age or congenitally caused. 

When selecting colours, choose a minimum number. Hicks & Essigner show that the human mind has difficulty in maintaining more than five to seven elements in short term (active) memory simultaneously and Alessi & Trollip (1991, p 42) assert that more than four to seven simultaneous colours should be avoided, especially for beginning students. This is to reduce the cognitive load of new material. A good general rule, therefore, is to use a maximum of five colours plus or minus two. According to Marcus (1992:82) "this allows about an extra 20 seconds in short term memory which can store five words or shapes, six letters, seven colours and eight digits". 
If too many colours are used, particularly bright colours, the eyes become tired trying to focus between them and reader productivity will suffer. Bright colours will have the same effect as they cause the pupil to contract and the action of dilating again when focusing on duller colours causes muscular tiredness. 
Most presentation software comes with standard templates and the general background colour for slides is blue. The reason for this is that blue has a short wavelength and the eye's retina and fovea have few blue-sensitive cones making it a hard colour for the eye to focus on, and therefore making it an ideal background colour. (Hicks & Essinger, 1991:109, Marcus, 1992:83). From a practical perspective though, blue backgrounds tend to be dark and with an already reduced ambient light, the reflection from the screen can be negligible. For slide projection this tends not to be a problem because there is a very strong light being focused through a small piece of 35 mm film with rich colour, but for a data show or data projector, the colour tends to become diffused, the light source is not as strong and the general effect can be disappointing. 
Red and green should be used in the centre of the visual field as the fovea (or eye focus) is more receptive to these colours and the peripheral vision of the eye is less receptive. (Marcus, 1994:83). A general rule is to use colours in the middle of the light spectrum as the focus colours and those at the extreme edges of the spectrum as peripheral or background colours. 
Apart from these general rules, choose colours that work well together. An easy way to determine which colours go with which is to take the colour wheel resident in any Macintosh program and draw an equal angled triangle with the first point sitting on the main colour you wish to use. The other two points will fall on contrasting but harmonious colours (Brereton, 1994). This is an important concept because contrast will hold the attention of the reader and contrast should be aimed for when selecting a colour for type. 

Typography

One of the major problems with electronic presentations, from the audience's viewpoint, is the fact that the typography is often difficult to read. Whilst it is very common to use the same typeface for both print and electronic media, the variables between the two media make it worth while exploring some of the implications of typography. Some of the fundamental principles of print media can be transferred to electronic media, particularly the use of all capitals and the use of underscore. Many presenters consider that capitals are bigger and are therefore easier to read, but in fact, the exact opposite is true. All capitals are considered to be a typographic sin (Endersby, 1993) as they reduce reading speed by 12% (Marcus, 1992:35) and use up 30% more space than proportionally spaced characters. The major problem with capitals is that the shape and colour of the words become identical unlike the lower case forms. The illustration below from Williams (1990, p 31) demonstrates this concept. 
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From this we can deduce that it is better to use lower case for the bulk of the type and to eliminate underscoring altogether replacing it with bold and italics for emphasis. 

Serif v sans serif

Type is characterised by two main letter forms - serif faces and sans-serif faces. A serif face is one such as Palatino that has small ticks at the end of each stroke. Sans-serif typefaces do not have these ticks. In print based text it is usual to have a sans-serif typeface for headings and a serif face for the body of the text. The convention for projected images is the reverse (Talman, 1992:146). The serifs in a serifed typeface can cause confusion and clutter when projected and the thin arts of the strokes can virtually disappear. This can cause severe problems for visually impaired people (even those with slight astigmatism) and for the aging. Sans-serif faces, on the other had, tend to be of even weights and have more open counters (the white space inside the rounded characters, such as "0"s and "a"s giving them a bigger x-height). This makes them legible in poor ambient light conditions and when magnified many times through a projector. Although an entire page of sans-serif type can be boring, a slide set in sans-serif can be very effective (Parker, 1990:293). 

McClurg-Genevese, J. (2005), The principals of Design.
Wynn, S. (1995), Design principles for slides and overheads
Chapter 18. - Effects of Information Technology

Types of effects

The effects of information technology can be classified into four main categories:

· Economic

· Legal

· Social (including health and safety)

· Ethical.

These effects can be experienced by both users and providers of information technology. The term ‘user’ refers to the people who are required to use the technology either in their job or in the course of everyday life. ‘Providers’ are organisations that introduce information systems for others to use, such as public transport organisations, schools and businesses.
The introduction of any new technology, whether it involves computers or not, will always have implications for an organisation, including the people who work there and the customers. Some of these implications may be beneficial for all concerned, while others may have negative effects on some of the people involved in the system. For example, introducing email into an organisation may speed up communications with clients and suppliers, but managers may wish to monitor staff email, and this may cause tension. 

Sometimes a benefit to the management may be a disadvantage to the staff, such as when increased automation leads to staff redundancies. A benefit to staff may be a disadvantage to clients. An example of this is the increasing reliance on automatic teller machines for day-to-day banking transactions. While many people find this technology convenient, some groups, such as the elderly, may have difficulty with the technology and prefer a more personal service.

Information technology and the workplace

In the business world, information technology is making businesses more efficient. It is saving time, reducing effort, and because of this, ultimately saving money. The more that businesses can save money by reducing costs and increasing their output, the more competitive they become in the market place. Companies that offer customers additional or alternative services, such as the ability to pay by EFTPOS or to shop on the Internet, are more likely to appeal to a wider market. By taking advantage of the cost savings and efficiencies offered by information technology, businesses are likely to attract more customers. But there are costs associated with the introduction of new technology.

The financial cost of information technology

When an organisation introduces information technology, a large initial financial outlay is required to cover the costs of the hardware, software, installation, additional infrastructure and training. Compatibility with existing information technology equipment must also be investigated. Further costs will be incurred if a systems analyst needs to be employed to analyse and design the information system. All of these costs are passed onto the consumer.

Improved productivity

All organisations, including community-based non-profit organisations, must be financially viable if they are to stay in existence. One goal of all commercial organisations is to increase profits. They therefore aim to run their operations efficiently because in the long term inefficiency costs money and reduces profit.

Staff wages are a significant expense in any organisation. Increased computerisation can result in a reduction of staff numbers and, therefore, costs. Although some additional staff may be needed to operate and maintain the computer system, overall staff numbers can still be reduced. Over time, this saving in wages will outweigh the expense involved in introducing the new technology. For example, by centralising the cash registers at convenient locations throughout a large department store, the need for staff in each separate sales area is reduced. 

The introduction of technology can also assist organisations in reducing production costs and improving productivity. For example, the introduction of computer-aided design (CAD) and computer aided manufacturing (CAM) into a large engineering workshop would reduce the number of times staff were required to manually perform particular tasks. On a production line, computerised checks would lower the number of defective goods passed on to consumers. This would reduce the number of service calls received and increase customer confidence in the product so more goods would be sold. This in turn would result in lower production costs.

Improvements in business opportunities

Many organisations use the Internet to advertise their goods to a worldwide market. Some businesses are now offering additional electronic services including online shopping and online banking. As techniques improve to safeguard credit card details, more and more Internet users are using these methods as alternatives to traditional methods of shopping and banking.

E-commerce

E-commerce is short for ‘electronic commerce’ and it means any commercial transaction carried out electronically. Although e-commerce is now developing at a remarkable rate, its precursors have been around for quite a long time—the first electronic data interchange (EDI) systems were developed 20 years ago. E-commerce is not simply about technology, however; it’s also about providing a more efficient service to customers using technology.

The rapid increase in the use of technology for commerce has resulted in the Federal government introducing the draft Electronic Transactions Bill in February 1999. The Bill is being introduced to put electronic commerce and paper-based commerce on the same legal footing and eliminate discrimination between different forms of technology.

Electronic banking

Many Victorian banks now offer Internet banking services which operate 24 hours a day. Although the services offered differ slightly from bank to bank, most basic services are offered including the ability to:

· View and print account balances and transaction histories

· Order statements and cheque books

· Transfer money between accounts

· Pay bills (through BPay, a national bill payment service).

Internet banking cannot cater for cash or cheque deposits or for cash withdrawals. Although automatic electronic debits are becoming more popular with consumers, cheques are still a convenient way of paying bills—Australians wrote over a billion cheques in 1998. According to banks, however, cheques are an expensive and inefficient way of settling debts because the cheque passes through many hands before the transaction is completed. It costs between $1.50 and $3 for a bank to process a cheque compared to 80 cents for a credit card or EFTPOS transaction and just 10 cents for a direct electronic debit.

Automatic teller machines (ATMs) have also proven very popular with consumers—around 1 million ATM withdrawals a day account for approximately $60 billion a year in withdrawals. Most banks charge more for personal service than they do for online transactions. Fees and special conditions differ from bank to bank but generally major banks charge between 40 and 60 cents for ATM or EFTPOS withdrawals compared to $2 to $2.50 for personal over-the-counter service at a bank branch. Internet banking incurs the same costs as other electronic banking methods.

Four steps are usually required to carry out Internet banking:

1. An application form is filled in to use Internet banking.

2. If necessary, special banking software is downloaded and installed on the customer’s personal computer.

3. The customer goes online and uses the banking software to run a ‘secure session’.

4. The customer completes the banking.

Security of information is paramount when customers consider online banking. All banks are determined to make their online banking services safe from interference and reassure their customers that various levels of security are in place to ensure that their personal details and funds will not be subject to security breaches.

Communication between the customer’s computer and the bank’s computer is always encrypted.

Cryptography comes from two Greek words and literally means ‘hidden word’. Encryption prevents anyone accessing information when it is being transmitted between computers because the data is transformed into a code that cannot be read without special software.

Banks also warn customers of their personal responsibility regarding security in their terms and conditions agreement. These safety measures include:

· ensuring your password is not available to anyone else

· Logging off from the program when leaving your computer

· Regularly running anti-virus scanning software on your computer

· Deleting all copies of the bank’s software from your system if you stop using Internet banking

· Being careful of unsolicited email containing file attachments.
Internet shopping

The Internet not only provides an organisation with a means of advertising their products worldwide, it is also being used to sell products and services directly. Shopping on the Internet is becoming more widely accepted as techniques improve for safeguarding credit card details. Internet shopping combines the detailed information of print, the interactivity of computers, the convenience of shopping 24 hours a day, and access to a world market.
Chapter 19. - Information technology and the law


In order to understand some of the legal issues involved with information technology, it helps to have a basic understanding of how the law works in Australia.

Laws are the legal rules by which a country is governed. There are two broad types of laws: statute laws, which are made by Australian State and federal parliaments (also called ‘Acts of parliament’ or ‘legislation’); and common laws, which are based on court judgements, precedent and customs. A regulation is a kind of ‘sub-law’ that is added to a piece of legislation.

The purpose of laws is to protect the fundamental and innate rights of individuals in the community. A crime is committed if the conduct of a person or company violates the rights of the community. Crimes are punishable in a court of law upon proof of guilt.

Computer crime

Crimes such as trespass, criminal damage, false accounting and theft have existed for many years and appropriate laws have been developed to deal with them. With recent developments in technology, however, these crimes can be committed using a new medium—the computer. Computer crime involves illegally using a computer system for personal gain. Just as someone who steals produce from a shop can be charged with theft, so can a person who steals data from a company’s computer system. In the same way, a person who deliberately erases data from a computer system can be charged with criminal damage and a person who dishonestly alters computerised accounting records can be charged with false accounting.
Some other computer-assisted criminal activities have proven more difficult to deal with. For example, it is difficult to prove ‘deception’ if a person uses false information to access a computer system.  Computer crime is also often difficult to detect and companies may be reluctant to report it to authorities because they fear that it would make their customers feel uneasy about security and they would lose business. 
At present, the legislators have to catch up with the rapid progress of technology. Laws and regulations are being adapted, written or rewritten so that the rights of individuals are still protected even if a crime is committed digitally. 

Criminal activity associated with information systems has long been a concern of law enforcement agencies around the world. People known as hackers break into the computer systems of large organisations for profit, to cause malicious damage or simply ‘for the challenge’. With the increasing use of the Internet for e-commerce and electronic banking, organisations are continually developing techniques for the safe electronic transfer of data.

Unlawful access/computer trespass

The Crimes (Computers) Act 1988 (Victoria) amended the Summary Offences Act 1966 (Victoria) to cover unlawful computer access and created the crime of ‘computer trespass’. This Act was developed primarily to deal with hackers and to make it an offence to gain access to a computer without lawful authority. Until then, if hackers did not cause any damage or did not use the information for personal gain, they could not be charged with a criminal offence; they could only be sued for trespass.

Malicious damage

Malicious damage occurs when computer hardware or software is tampered with to cause intentional damage to the information or equipment. Common causes of damage are computer ‘viruses’—programs that can copy themselves and spread throughout computer systems that come into contact with the ‘infected’ program. ‘Worms’ differ from viruses because they do not attach themselves to other programs but are independent pieces of software. They can slow down the computer resources and even shut the computer system down.

In April 1999 the Melissa virus spread quickly around the world causing havoc. Melissa was a virus that affected email systems. It could automatically send copies of itself to the email addresses listed in the recipient’s email address book. The virus generated a huge amount of email traffic and brought some email servers close to shutdown.

Computer theft and fraud

Many of the computer crimes reported in newspapers come under this category. Examples include:

· stealing data or information for criminal use or selling it to competitors

· Manipulation of data to illegally transfer funds to accessible accounts.

· Theft of computer equipment

· Software piracy (illegally reproducing commercial software).

Copyright

In Australia, the Copyright Act 1968 (Commonwealth) recognises that any original work is the property of the person who created it. The Act protects all original literary, dramatic, musical and artistic works from unauthorised reproduction. The owner of copyright in a work is the only person who has the right to make or authorise reproductions or adaptations of the work. In Australia, copyright protection is automatic. It applies whether or not the work is accompanied by a copyright statement or the © symbol.

The Internet has added a new level of complexity to copyright law. Many people wrongly assume that because information is on the Internet, it can be freely used and reproduced. That is not the case. Just as with printed material, information on the Internet is owned by the creator of that information. 
The Copyright Act makes special provisions for students to use information for academic and research purposes. Students may print and/or save ‘a reasonable portion’ of the material provided the copying is fair and is to be used for research purposes only. Information taken from the Internet and used in a piece of writing, such as an essay, must be correctly cited. Pictures and logos cannot be downloaded and used without permission.
The illegal copying of software is a breach of the Copyright Act and the Trades Practices Act and is generally called software piracy. Software piracy is classified as theft: the stealing of information. Just as authors of books are protected by copyright and receive returns for the time and effort they spent in writing, creators of software programs are entitled to receive returns for their efforts. The fact that it is quick, cheap and easy to copy a piece of software does not justify piracy. If software writers and distributors do not receive a reasonable return for their time, effort and money, they will be reluctant to spend resources developing new software. 
The Software Publishers Association and Business

Software Association estimated in 1997 that piracy cost software producers $15 billion a year worldwide, an increase from $2 billion in 1995. They also estimated that one in two business applications were pirated.

Several techniques are now being used to protect software from piracy, including:

· hardware devices called ‘dongles’ which plug into the computer

· Specially fingerprinted disks which have special markings that cannot be reproduced by ordinary computer equipment

· Key codes on software, which must be entered every time the software is modified or upgraded.

Data protection

The protection of data and information is a significant issue for all organisations. Data protection

involves implementing a series of safeguards to protect both the computer system and its data from either deliberate or accidental damage. In Australia, data transmitted through banking networks are required to comply with Australian Standard AS2805.

Various forms of data protection are used.

Software controls allow access only to those users with the correct password, as well as making sure that the software and data are only available to authorised people. Some systems use multiple levels of software control so that employees only have access to the information they need to perform their job.

Hardware control involves limiting the physical access to a computer system, for example using key cards or codes. This deters casual illegal users.

Encryption technology is used to prevent unauthorised access to important data and secure communication between computers. Encryption technology translates or ‘scrambles’ the data into a secret code that would be meaningless if intercepted. There are two main forms of cryptography: symmetric (secret key) and asymmetric (public key).

· Symmetric or secret key encryption uses a single random key that is held at both the receiver’s and the sender’s locations. Data is sent in a coded form and the receiver’s system uses the secret key to unlock the code and decrypt the data.

· Asymmetric or public key encryption uses two different but mathematically related keys (a public key and a private key). The private key is held by the user and is never disclosed, while the public key can be freely given out. Data secured by the public key can only be unlocked by the corresponding private key.

Pretty Good Privacy (PGP) is an encryption scheme created initially by Phil Zimmerman in 1991. According to PC World magazine, it would take 28,000 billion years to find the PGP’s encryption key using a computer capable of 100 million instructions per second.

A firewall is like an electronic security guard that prevents unauthorised access to important data from the Internet. Firewalls check the passwords of anyone trying to access a network and only allow the user to enter certain unrestricted areas. Firewalls are expensive to install and maintain. On large systems, more than one firewall is necessary because barriers need to be placed at all critical points.

Many companies that use computers have changed their policies for handling employment termination.

This is because employees have the easiest access to the computers and the data. When an employee is sacked or retrenched, they are often escorted to their desk by someone from management or security to clean out their possessions and then escorted from the building. This is to prevent them from tampering with the computer systems and creating problems for the company.

Discrimination

Organisations are required by law to ensure their work and employment practices are non-discriminatory. Discrimination is defined as the unfair treatment of people for reasons based on an attribute including religion, race, age, sex or disability. There are five separate pieces of legislation that cover antidiscrimination in Victoria, including the Equal Opportunity Act 1995 (Victoria) and the Disability Discrimination Act 1992 (Commonwealth). The Disability Discrimination Act refers to discrimination in the areas of employment; access to premises; education; the provision of goods, services and facilities; and other areas. It also gives the federal government power to make regulations to establish legally enforceable ‘disability standards’ in relation to employment, education, accommodation and public transport.
Under this legislation, organisations must try to ensure that disabled people are not hindered in any way by the introduction of technology. When conductors were removed from Melbourne trams, a group of visually impaired people challenged this decision because they felt they might not be able to board trams safely without conductors. On a more positive note, the Metcard ticket machines were built at a height that enables full access from a wheelchair. Software companies are also beginning to include special features in their software and provide special service support to assist people who are disabled. The ‘Accessibility Properties’ feature of Microsoft Windows is an attempt to address some of the concerns of the disabled.
Organisations are putting together guidelines to ensure that disabled groups within the community are not disadvantaged by advances in information technology. The World Wide Web is one example.
The following guidelines have been developed to try to ensure that Web pages can be accessible to all.

· Provide alternative text for all images, applets and graphic maps. (This would allow the text to be ‘read’ to the user by text-to-speech software.)

· Provide captions for all audio information (for the hearing-impaired).

· Provide verbal descriptions for moving visual information.

· Ensure that for pages with animations, users should be able to freeze the object or the page.

· Ensure that text and graphics are legible with or without colour.

· Where abbreviated or foreign text is used, provide supplemental information on pronunciation or interpretation.
Chapter 20. - Information technology and society



The introduction of information technology affects everyone in society. Technology can save lives, but it can also cost jobs. It can create new opportunities for communication, yet at the same time cause isolation. By using robots in hot, dirty, unsafe or unpleasant environments, or to do repetitive tasks, technology has been able to free people from some of the risks associated with poor working conditions. Technology has also made possible heart pacemakers, CAT scanners, bionic ears, and other medical equipment capable of prolonging and improving the quality of life.

Employees’ rights and conditions

The rights and conditions of employees are defined in a complex set of laws including the Workplace

Relations Act 1996 (Commonwealth) and the Occupational Health and Safety Act 1985 (Victoria).

Many aspects of employees’ rights and conditions are affected by information technology, including occupational health and safety, privacy of email and retraining. Not all of these are presently covered by specific legislation.

Occupational health and safety

Under the Occupational Health and Safety Act, all employers must maintain a safe working environment and protect workers against foreseeable risks to their health and safety. The Act also provides for joint active participation between employees and employers in establishing and maintaining a safe environment.

When using information technology equipment, users need to be aware of ergonomic issues. 
Ergonomics is the study of the relationship between people and their working environment, and it is important for two main reasons. Firstly, if you are in the best possible working environment, your efficiency will improve. Secondly, if the working environment is poor, there can be significant health and safety problems. For people who use computers regularly, this means:

· Correct furniture and the right lighting

· Appropriate size monitors (to avoid eye strain)

· Seating at the correct height (to avoid neck and back pain)

· Frequent rest breaks (e.g. after every hour of typing or continually using a mouse), to avoid repetitive strain injury (RSI).
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Computer technicians often find themselves transporting heavy monitors and printers, which can also be dangerous. Regularly carrying around a 4-kilogram laptop using a shoulder strap can aggravate pre-existing neck injuries. 

Working at a monitor all day can expose the user to low-level radiation. Health organisations around the world have been conducting research into the effects of short- and long-term exposure to this type of radiation. While there is no evidence to suggest that short-term exposure to low-level radiation is harmful, long-term studies need to be conducted to make sure that continuous exposure over a long period will not cause problems. It is important that this long-term monitoring be done with different groups (men, women and pregnant women, for example) and with different types of equipment, such as colour monitors, mobile phones and laptops.

Privacy of information

Privacy of information is a concern for many people because organisations now have the technology to store, manipulate and retrieve vast amounts of data. Government departments and businesses today have access to large amounts of information in the form of databases. Selling information to commercial companies from a confidential database is not yet illegal, but the majority of the community considers this to be an inappropriate activity.

Professional people such as doctors and psychiatrists are expected to keep their patients’ records confidential. People are concerned that if medical records are computerised, this confidential information may become available for unauthorised access.
Another aspect of privacy is the increasing ability to monitor the activities of employees and members of the public. In workplaces, network managers are able to tell how much time employees spend on certain tasks at their workstations. Employers can monitor incoming and outgoing email and can check whether employees are using the Internet for inappropriate purposes, such as playing games, downloading material or taking part in chat sessions. In the wider community, technology such as electronic tolling, mobile phone records, and credit cards make it easier for police to monitor people’s movements.
While US law recognises people’s general right to privacy in its Declaration of Human Rights,

Australian common law does not recognise a general right to privacy or a right to protection of personal information. In 1988 the federal parliament passed the Privacy Act 1988 (Commonwealth) but this Act applies only to Commonwealth and ACT government agencies. It sets out strict guidelines for information handling and establishes the Office of the Privacy Commissioner to oversee this area.

The Privacy Act has three main areas of operation, as described below.

1. The Information Privacy Principles are a set of standards that detail how personal information must be used and protected. These include the following:

· Personal information must only be collected for lawful purposes and by fair means.

· Reasonable steps must be taken to protect the personal information against loss, unauthorised access and misuse.

· Agencies must disclose the type of information they hold.

· All attempts must be made to ensure the information is accurate.

2. Credit providers and reporting agencies must manage consumer credit information correctly.

3. Tax file numbers must be used for taxation and related purposes only.

Subsequent amendments have attempted to extend the scope of the Privacy Act to cover companies and organisations that are contracted to handle personal information on behalf of the Commonwealth. They have also supported industry self-regulation, but have not established invasion of privacy as a crime.

The Freedom of Information Act 1982 (Commonwealth) specifies that any person may obtain access to any document held by a Commonwealth government agency.

At present, there is no law regulating the way private companies collect, store and disclose personal information collected during the course of business. There are no laws in place to prevent other people, including employers, from reading or intercepting employees’ email. Some argue that if employees are allowed to make personal phone calls during work hours and not have these monitored, they should be free to send personal email.
Many people fear that if personal information held about them is incorrect, they may not be able to change it. As we have seen in the previous chapter, for information to be worthwhile it must be accurate, relevant and up-to-date. Organisations and companies that keep databases on people, such as credit organisations and law enforcement agencies, have a legal responsibility to ensure that the information is accurate and up-to-date.

Employment

Information technology is one of the fastest growing areas of employment. The report Information

Technology Australia produced by the Australian Bureau of Statistics in 1997 indicated this growth over the past five years when it compiled statistics on the information technology and telecommunications (IT&T) industry. IT&T comprises manufacturing, wholesale trade, telecommunication services and computer services.

Recent developments in information technology have resulted in many career opportunities.

· Web page designers, mailing list moderators, help desk operators and Internet service providers are just some of the jobs that didn’t even exist 10 years ago.

· There’s still an extremely high demand for programmers, as seen with the steps undertaken to avert the threat of the Millennium bug.

· Systems need constant providing lots of job opportunities for technicians and network managers. Information systems eventually need replacing, so systems analysts are called in to design new systems.

· Cryptographers are working to create new products to deter would-be hackers and computer criminals.

· Software and hardware development is a never-ending quest to create the best product, and then successfully market it. International opportunities for employment in these areas are on the rise.

· Careers in the information technology industry are only likely to increase as new technologies are developed.
The spread of IT&T employees across the States in 1996 is shown in the table below (figures from the Australian Bureau of Statistics). 
Around the world there is an imbalance between the supply and demand of information technology workers. In the USA it is reported that there are about 350 000 IT&T jobs unfilled. The Australian

Information Industry Association suggests that there is a growth of between 8 per cent and 12 per cent  annually in employment for IT&T workers and also estimates that there are 30 000 IT&T jobs vacant in Australia.

At present there are insufficient university graduates to cater for this increasing demand and many companies are retraining their staff to keep them up-to-date with new technology. One reason for the demand is that computer hardware and software manufacturers are constantly bringing out new  roducts and therefore more skills are needed to manage and support the new equipment.

Job losses

Technology has revolutionised the modern workplace, making many tasks much easier and relieving people from carrying out many repetitive or dangerous jobs. The increased use of technology in the workplace, however, has also contributed to unemployment. Some examples are listed below.

· With the use of computerised robots, many manufacturing processes, such as car assembly lines, have become highly automated, so fewer workers are required.

· The jobs of watchmakers have all but disappeared since the introduction of digital watches.

· The introduction of automatic teller machines, telephone banking and electronic banking services has seen a decline in the number of bank branches. According to the Reserve Bank, 158 bank branches closed in 1997–98 while the number of ATMs increased by more than 2000. Although there are other contributing factors, more than 1100 bank branches were closed across Australia over a five-year period (1993–1998) while the number of ATMs rose from 2966 to 8814.

· With the introduction of the Metcard, tram conductors were phased out.

For people who have performed the same job for many years, being replaced by technology can lead to a loss of self-esteem and a sense of powerlessness. Unless they are retrained they risk long-term  unemployment. Employers now have a legal responsibility to workers who are replaced by technology either to retrain them (multiskilling) or to provide an appropriate redundancy package. Multiskilling is often the best solution because it allows companies to keep loyal staff who know the intricacies of the company, and it prevents the worker from becoming unemployed.

As a consequence of these major changes, many people are changing their careers at least once during their working lives. Two or three generations ago, people trained for one occupation and stayed in that job all their lives. Today many people leave the jobs they trained for, either through choice or because the jobs no longer exist, and retrain to work in a new field. It is likely that you will change your job two or more times during your life because of the effects of technology. While this may cause disruption to some people, it opens up a range of opportunities for careers, particularly within the computer industry.

unction

Working from home

Being able to access data from a distance using computers and electronic communication technology has led to an increase in the number of people who either choose or are asked to work from home. This is sometimes called ‘telecommuting’. For the employee, the benefits include the elimination of travel to work, with associated savings on car running costs, fuel and parking or public transport fares. The employer saves on overheads such as office space and furniture.

However, working from home can also have its disadvantages. It can lead to feelings of isolation for workers who may have no contact with other employees other than by telephone and email. It can also blur the delineation between work and home, so that people find themselves working at night and on weekends when they would otherwise be away from work. In spite of this, working from home is an attractive alternative for many people, including parents who want to be at home while their children are young.

Gender inequity

Significantly fewer women than men are employed in information technology. According to the

Australian Bureau of Statistics, men comprised 68 per cent of the IT&T sector in 1996. There is also a significant difference between men and women regarding the hours of work, as shown in the table below.

According to most universities and TAFE colleges, women account for only 20 per cent of enrolments in information technology courses. 
Similarly, the proportion of women who report regularly using the Internet is less than for men.

Australian Bureau of Statistics figures show that about 35 per cent of all men and 27 per cent of all women accessed the Internet prior to August 1998. At the time of this survey, 42.4 per cent of all households in Australia had a computer and 13.5 per cent of all households had home Internet access.

There are several reasons for this gender inequity. One of the main reasons is thought to be stereotyping’. Girls have the impression that people who use computers a lot are ‘nerdy guys with glasses’. Some recent films have perpetuated this idea. Computers at school seem to be used predominantly out of class hours by groups of boys. Girls associate this with social isolation, and generally prefer to be with their friends.
The potential problem is that women may not have the same career opportunities as men in the information technology industry, which accounts for more than 50 per cent of available jobs. Similarly, if girls are staying away from the Internet, they are not able to access the same research material or make use of the communication potential that it offers. Fortunately, this trend has been recognised and research is being done to try to encourage more girls into careers in information technology. Web sites and chat rooms are being specifically designed to appeal to girls.
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‘Information rich’ and ‘information poor’

As more and more schools acquire information technology equipment and connect to the Internet, school students have the opportunity to access information from around the world. Not all schools, however, have the same resources to provide computer and Internet access to students. Other groups in the community, such as the elderly, the unemployed, low-income earners and people from non-English-speaking backgrounds, can also be excluded from the benefits of information technology. People who have access to such technology are referred to as the ‘information rich’, while those who don’t are referred to as the ‘information poor’. With the increasing importance of information technology in education, employment, day-to-day transactions and accessing government information and services, the ‘information poor’ are at a distinct disadvantage. 
Distance education, satellite television, videoconferencing and even virtual reality are powerful educational tools, but only if you have the resources and knowledge to access them. Public library Internet access is one attempt to redress the problem of access to information technology.

Another example is the State-government-funded VicNet. VicNet’s aims are listed below.

· Give all Victorians affordable access to networked electronic information and services as rapidly as possible through the medium of the Internet.

· Provide public access to the VicNet and the Internet through public libraries and other community access points.

· Enable Victorian government and non-government agencies to deliver electronic information and services to the community and the world effectively and efficiently, using the most current methods.

· Encourage the creation of online communities of interest working together across Victoria and the world.

· Stimulate local communities and groups to become active in publishing their information on VicNet and the Internet.

· Develop a Victorian electronic networking infrastructure —Victoria’s Network. It offers the following services:

· A dial-up Internet service

· A dedicated connection service

· Public access sites

· Web publishing and authoring

· Internet training

· Internet consultancy.

As part of its aim to encourage public access, VicNet provides Internet connections at public libraries and other locations such as community centres, neighbourhood houses and other community focal points. Costs for connections for organisations offering community public access are vastly discounted from commercial rates. VicNet also offers free hosting of Web pages for community groups and other non-profit organisations that meet their criteria. Function
Censorship

With the increasing use of computers and the Internet by young people, there has been a lot of community discussion about protecting children from harmful, illegal and offensive ideas, materials and games.

The Internet

In June 1999, the Commonwealth Parliament passed the Broadcasting Services Amendment (Online Services) Bill 1999. This law aims to apply film and television censorship policies to the Internet, specifically in regard to RC or X-rated Web sites. The Australian Broadcasting Authority has been given the power to investigate complaints about Internet sites. If the material is deemed to be offensive, Internet service providers will be asked to prevent access to that site. 
On a local level, censoring software is available for home or school use. Many schools now install censoring software, such as Net Nanny, Cyber Patrol, Cyber Sitter, SurfWatch or Censorman. The way these programs filter out offensive material varies but methods include using key word searches on addresses and/or material; using an extensive database listing of inappropriate Web sites; blocking nominated sites; and recording the sites visited. However, because new sites are added each day and existing sites can be easily relocated, no censoring software is 100 per cent effective.
Schools take a variety of precautions to prevent students accessing inappropriate material, either deliberately or unintentionally. Some block student access to all but a few educational sites and discussion groups. Some rely on the diligence of library and teaching staff to monitor students’ use of the Internet. Other schools rely on the integrity of their students, and believe that students should exercise their own moral judgement about the sites they visit.

Students need to be warned of the possible repercussions of viewing offensive material either at school or at home.
One of the reasons that girls reportedly do not enjoy taking part in Internet chat sessions as much as boys is that they may be subject to sexual harassment as soon as they identify themselves as girls. Many girls take the precaution of adopting an androgynous name (one which could belong to either sex, like Sam) or simply assume a male identity. The best precaution is not to disclose identifying information to anyone you don’t know over the Internet.
Computer games

The high rates of home ownership of computers have seen a huge increase in the number of computer games available, and huge improvements in the graphic design of these games. Many games are based around violent themes: players ‘kill’ animated characters in a variety of scenarios. While it is not illegal for young people to play computer games in which violent themes are acted out, some sections of the community argue that such games are a factor in shaping social behaviours and attitudes. Others argue that children have always played ‘violent’ games of make-believe. What is different about playing them on a computer, however, is the high level of realism in the violence that is depicted.
Computer technology also allows groups of people in different places to join in role-playing games.
Such games are played in environments known as MUDs (multiple user dimensions/domains) or MOOs (MUD object oriented). In such cases it is possible for young, impressionable people to become obsessed with the game and to have problems differentiating between reality and fantasy.
The Classification of Publications, Films and Computer Games Act (Commonwealth) was introduced in 1995. The Classification Board of the Office of Film and Literature Classification (OFLC) oversees the classification of computer games in Australia according to five categories: General, General (8+),

Mature, and Mature Adult (15+). There is no R rating available for computer games. Such games are refused classification (RC) and cannot be shown in any form.

The environment

Information technology continues to have significant effects on the environment. One such effect is the use of paper, which has environmental effects at the production stage (the felling of trees) and at the disposal or recycling stage. Many people saw the widespread introduction of information technology as a bringing about the ‘paperless office’—a working environment in which information would be stored, viewed and transferred electronically without the need for hard copies. In fact, the increased use of computers and other forms of technology such as laser printers, fax machines and photocopiers, has meant that huge amounts of paper are still generated in business. It has never been easier to produce paper copies of documents, as word processing and desktop publishing software together with high-speed laser printers and copiers have become standard office equipment. 
However, there are some examples of electronic alternatives to paper-based products. CD-ROMs are now widely used to publish information such as encyclopedias, telephone directories, help manuals for software and hardware products and many other resources. Their increased use could substantially cut down on the use of paper. 
Email is a cheap and immediate form of communication and it has quickly become a major means of communicating for many people, in business and education as well as privately. 

To some extent, this electronic communication may be taking the place of letters and faxes that were once sent on paper; however, it may also mean that  people are simply communicating more than they used to. 
The Internet also has the potential to replace paper in many forms: advertising brochures, catalogues, forms, reports, newspapers and magazines can all be made available on the Internet, to be printed out by the end user only as required. It is unlikely, however, that these electronic alternatives will totally replace their paper counterparts in the near future—magazines and newspapers are likely to be with us for some time yet.
Another environmental consequence of information technology is the disposal of old computer equipment. As computer equipment is outdated and quickly becomes obsolete, much of it is dumped in landfills. Toxic materials such as cadmium, PVC, heavy metals and flame-retardants can seep out into the land and groundwater, causing environmental problems.
Environmental authorities across the globe are working with major IT companies to address these environmental concerns. Some governments are requiring industries to develop ‘cradle-to-grave’ policies for all their products so that they do not cause environmental damage at any stage of their life cycle, including disposal. The NSW Environmental Protection Authority has released a discussion paper called Opportunities for the Establishment of Voluntary Industry Waste Reduction Initiatives by the Computer Industry and is working with major IT companies on initiatives to decrease the amount of waste. Some companies are developing programs to increase recovery, reuse and recycling. For example, Fuji Xerox’s ‘Eco’ series copier is made from new, reused and recycled parts.
 Governments have also introduced programs to identify products that use energy efficiently using a star rating system to that consumers can make responsible purchasing decisions.

Making life easier

Information technology has made life easier for many disabled people. The Internet, in particular, has helped to break down some of the boundaries of social isolation experienced by many people with disabilities such as cerebral palsy. Voice recognition software, screen keyboards and other special hardware and software help to ensure that people with disabilities are not disadvantaged online. 
The Internet has revolutionised communication within the last 10 years. Email has become a major form of communication and the World Wide Web is used extensively for commercial purposes and for research. Businesses use the Internet to transfer vast quantities of information rapidly around the world.
The Internet is an efficient medium of communication because it is fast, easy and becoming cheaper to use. The Internet also allows for online learning from remote locations, and has helped to break down the sense of isolation experienced by people in rural areas. Using the Internet, remote and rural students can access the same information as students attending a city campus, creating equality of opportunity.  

Universities such as Deakin University are making many of their courses available via ‘distance mode’.  Students use the Internet to communicate with their lecturer, to have discussions with other students, to search the university library and request books and other resources, and to submit their work.

Artificial intelligence and expert systems

Artificial intelligence and expert systems are rapidly developing areas of information technology that are bound to have a significant impact on society in the near future.
Artificial intelligence (AI) is a branch of computer science that involves developing computer systems that imitate human thought processes and knowledge. In its simplest form, a computer would be artificially intelligent if it demonstrated behaviour that would be considered intelligent if performed by humans. An important requirement of such systems is that they need to be able to ‘learn’; that is, to work out solutions to new problems based on previous ‘experience’. The Japanese use AI to control the Sendai railway system, which operates very successfully without drivers.
Expert systems are computer systems that solve problems that would otherwise need a human expert. Creating an expert system involves gathering a large amount of organised knowledge about an area of human expertise. While there is a limit to the amount of information one human brain can hold, computers have virtually limitless storage capacities and can retrieve and sort information very quickly.
Expert systems use this extensive database of knowledge together with a set of rules to provide answers to problems.
An example of the successful use of expert systems is in the field of plant disease diagnosis. Some of the best specialists in the diagnosis of plant disease were brought together in the USA. Their collective expertise was pooled and an extensive computer program written. Given the information about a diseased plant, the computer either provides a diagnosis or requests certain tests be carried out before providing a final diagnosis. Its success rate is around 98 per cent, whereas the success rate of any one of the specialists is around 70 per cent.


Ferguson,T.(1999), Effects of Information Technology
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Figure 3.4 Many banks now offer Internet
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Figure 12: Database Software
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Figure 8: Mainframe Computer
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Figure 9: Mainframe Computer
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This information is easier to find if you look behind the title page rather than on the cover.
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If you need help with this – ask a teacher librarian.  For more information, see the library website.
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Figure 5: Hard Disk
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Figure 8 Communications links. (a) Wire pairs are pairs of wires twisted together to form a cable, which is then insulated. (b) A coaxial cable is a single conductor wire surrounded by insulation. (c) Fiber optics consists of hairlike glass fibers that carry voice, television, and data signals. (d) This photo shows light emitted from a handful of fiber optic cables.
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