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Problem

We worked on the problem of text classification where classification is done on the
basis of "quality of writing". We define the quality to be determined not only by grammar and spelling but also by crispness and precision of writing. For instance, this method should award a high score to a typical wikipedia article.

Effective classification/scoring on the basis of "quality" of writing should serve as a general measure of quality, which is likely to help improve performance of an IR system, since it provides a PageRank like query-independent score of quality. It is likely to be
particularly useful in scoring relatively fresh pages with hardly any inlinks and consequently not having a good PageRank. Among the different query kinds, a "quality of writing" score is most likely to benefit the "information seeking" queries (as opposed to navigational, transactional queries). Other benefits might be marking clumsily written sentences in plain text, which could provide a more sophisticated form of spell/grammar check and assist in writing clearly.
This could also help distinguish between machine generated (through translation) and human written data. Machine translated data have certain characteristics patterns of grammar usage which we hope to capture in our classifier. Thus the effectiveness of an MT system could also be computed with the help of our method by measuring the similarity between the translated data and the human written data. 
Prior Related work
There is existing work that attempts to determine the quality of writing, as used in educational testing (PEG, LSA (Jill Burstein, ETS), E-rater). 
     Most of the prior work relevant to our project is the research papers on Automatic Essay Grading by Jill Burstein [3,4].

     Jill’s early papers use the Naïve Bayes classifier, and her later work improves on that by using a Support Vector Machine. She reports word unigrams and bigrams, ideas from language modeling and features derived from Part of Speech of the words to be useful to automatic essay grading.  In addition, a lot of her work exploits other aspects of good writing that are relevant to essays/paragraphs, such as analyzing if the essay falls into the recommended pattern of introduction, thesis, preview, body, review and conclusion. Some of her work also exploits discourse structure to figure out if a sentence smoothly follows another. 

      In our project, we could only get sentence level data and consequently we cannot benefit with features that attempt to model the coherence of the discourse structure etc. 

    We however benefit from using higher order n-grams on the words, parts of speech and the shallow chunks.

Data Set

One of the challenges for this project was locating a corpora of training sentences. Finding corpora of well written English sentences is not a problem as we could have used corpora like the Financial Newswire text or the Hansard corpus. But finding a corpora of poorly written English sentences without any topical bias is relatively hard. We looked at various learners’ corpora but didn’t find any that were publicly available.
We needed a corpora of sentences in which both the well written and the poorly written versions were about the same topic or concept. This was essential to build a classifier which would be able to detect poorly constructed sentences instead of learning to classify based on topical words. 
We decided to use machine translated data. We observed that French sentences translated into English by Google’s Machine translator (http://translate.google.com) had on an average poorly constructed sentence structure. These were assumed to contain mistakes similar to sentences written by non-native English speakers (especially native French speakers).
For e.g., the sentence ‘This concept is being applied around the world with outstanding success’, when translated from French to English yielded – ‘One applies this concept in the whole world with a very great success.’

Thus we used the Hansard corpus containing parallel English and French sentences for our classifier. We translated the French sentences to English using Google’s online translator. To do this we first broke down the Hansard corpora’s French documents into smaller chunks which the Google translator could handle in one query. We constructed queries to translate these chunks and distributed the execution of these queries so they could run in parallel. The query results were then parsed to extract the translated sentences. The translated sentences were matched with their corresponding English sentences and a parallel corpora of both well written and poorly constructed English sentences was finally obtained.
As a result of parallelization of queries we were able to construct a corpus of 1 Million sentences (500K good, 500K bad) from the Hansard corpus in about a week. Since we needed grammatical features, we had to parse these sentences. Parsing being a time consuming process, we were only able to parse 80K sentences in total.
Aggressive Filtering of the corpora

Since we planned to use word features in our classifier, we had to filter out all the similar sentences in our constructed corpora. This was done to prevent similar sentences from ending up in our training set as well as the test set and incorrectly improving our performance. Without performing the filtering step we observed that the SVM classifier with unigram word features alone was able to achieve very high accuracies (of the order of 99.5%) on the test set. This was because many words in English were regularly mistranslated by the Google Translator when they were converted back to English. For e.g., the word ‘house’ in the English sentences was always translated back into ‘room’. This provided word features which could singularly distinguish between good and the bad sentences and since these words were repeated in the test set, a high accuracy was achieved. To remedy this and make our classifier more generalizable to actual human generated poorly written data, we decided to filter out all similar repetitions of a sentence. This was done aggressively by not allowing even one stop word to repeat in the dataset. All sentences containing at-least one such repeated recurrence were removed. This decreased the size of our dataset substantially to 550 sentences (275 good, 275 bad).
Methods
In topical text classification, there is little purchase from modeling higher order n-grams. Discriminative methods such as MaxEnt (Logistic Regression) and SVMs tend to outperform Naive Bayes, which can be thought of as a classifier based on a unigram language model.

Therefore, even if there is potential benefit in training a classifier with a linear interpolated n-gram model for the positive and negative classes, it might be hard to beat the bag of words encoding with an SVM.

One way to offset this is to use the output of the language model classifier as additional features to an SVM. Additionally there might be benefit to running a Part of Speech (POS) tagger/parser on the text and deriving features from those for the document. Since POS and parse symbols are relatively small in number, it should be possible to model
higher order n-grams as features effectively. It is conceivable that well written text contains characteristic counts of certain 4-gram POS sequences, while badly written text contains higher counts of other 4-gram POS sequences. We decided to use the second approach and model POS and Chunks (2 level parser symbols) tags as n-gram features. These were generated using the Stanford Parser.

In addition to these, it might be useful to have features that model what the quality of spelling is in the document. For example it is good for text words to either appear in the given dictionary (say WordNet), or not resemble any word in the dictionary (eg: technical
terms or proper nouns). There could be features modeling the intuition that if a word is not present in a dictionary, but is close to a dictionary word, it is likely to be a spelling mistake and thus a negative feature. We could not use this feature on our data set because the translated dataset did not have any spelling mistakes. This was because the original English text didn’t have them and the Translator does not introduce any new ones.

There might be value in adding other stylistic features. We thought of simple surrogate measures like sentence length and average word length and tested their performance as well.
In summary, we implemented and analyzed the performance of the following features –

a. Words (Unigrams, Bigrams, Trigrams)

b. POS (Unigrams, Bigrams, Trigrams)

c. Chunks: Shallow parses (Unigrams, Bigrams, Trigrams)

d. Average word length

e. Sentence length

We also tried normalization of these features. This was done to prevent large feature values for features like sentence length from dominating the SVM scores.
The classifiers used were open source implementations of SVM, e.g., SVMLight. We tried two variations of SVM, Classification SVM and Rank SVM. Classification SVM gives a separating hyperplane to distinguish between the good and the bad class of sentences, where as the Rank SVM aims at ordering each pair of good and bad sentences so that the good sentences get a higher score then the bad sentences for every pair. We also tried different values of the regularization parameter ‘C’ for the SVMs.
Experimental Results
For speedy experiments, we maintained a fixed train and test set for exploring the effect of different features. This gave us 400 train examples and 150 test examples. We also report three fold cross validation accuracies for our “bag of words” baseline and our best feature set that uses Part of Speech and Chunk information. We used the Support Vector Machine (SVM) in two modes: classification and ordinal regression (ranking). In the latter, the SVM merely seeks to maximize margin between pairs of examples where one is better than the other. 

    For classification experiments, we consider the original English sentences to be the “good” sentences and the parallel sentences translated from French to be the “bad” sentences. For the rank SVM we give each pair of such sentences as an instance, where the task of the Rank SVM is to learn a hyperplane that will score the good instance as much higher than the bad instance, as is possible.

We report both these results below. Unless explicitly stated otherwise, the results correspond to the regularization parameter C set to 1, and the feature vector being normalized.

Please note that when we mention adding bigram features (for word, POS or chunk) this also includes unigram features. Likewise trigram features includes bigram and unigram features and so on.

CLASSIFICATION SVM 

	Features
	Accuracy



	Words
	Part of Speech Tags
	Level 2

Chunks
	Other Parameters


	

	Unigrams
	-
	-
	C=1, no normalization
	71.33

	Unigrams
	-
	-
	C=10, no normalization
	71.33

	Unigrams
	-
	-
	C=100, no normalization
	71.33

	Unigrams
	-
	-
	C=0.1, no normalization
	70.00

	-
	Unigram
	-
	No normalization
	69.33

	Unigram
	Unigram
	-
	No normalization
	70.00

	Unigram
	-
	-
	
	71.33

	Unigram
	Unigram
	-
	
	74.67

	Bigrams
	-
	-
	
	70.67

	Unigram
	Bigram
	-
	
	78.00

	Unigram
	Trigram
	-
	
	78.67

	Unigram
	Trigram
	Unigram
	
	75.33

	Unigram
	Trigram
	Bigram
	
	74.67

	Unigram
	Trigram
	Trigram
	
	78.00

	Unigram
	Bigram
	Tetragram
	
	78.67

	Unigram
	Bigram
	-
	Avg. Character Length + Sentence Length
	69.33

	Unigram
	Bigram
	-
	Sentence Length
	77.33

	Accuracy with three-fold cross validation

	Unigram
	-
	-
	(BASELINE)
	69.1

	Unigram
	Trigram
	-
	(BEST FEATURE SET)
	73.3


RANK SVM

	Features
	Accuracy

	Words
	Part of Speech Tags
	Level 2

Chunks
	Other Features


	Normalized


	Not Normalized



	Unigram
	-
	-
	
	56.00
	54.66

	Bigram
	-
	-
	
	54.66
	54.66

	Trigram
	-
	-
	
	54.66
	54.66

	-
	Unigram
	-
	
	77.33
	57.33

	-
	Bigram
	-
	
	77.33
	53.33

	-
	Trigram
	-
	
	77.33
	56.00

	-
	-
	Unigram
	
	33.33
	

	-
	-
	Bigram
	
	56.00
	

	-
	-
	Trigram
	
	58.66
	

	-
	-
	-
	Sentence Length
	
	56.00

	Unigram
	Unigram
	-
	
	
	70.66

	Unigram
	Bigram
	-
	
	77.33
	72

	Unigram
	Bigram
	-
	Avg. Character Length
	76.00
	77.33

	Unigram
	Bigram
	-
	Sentence Length
	77.33
	73.33

	Unigram
	Trigram
	-
	
	77.33
	72.00

	Bigram
	Bigram
	-
	
	77.33
	

	Bigram
	Trigram
	-
	
	
	70.66

	-
	Bigram
	Unigram
	
	77.33
	

	-
	Bigram
	Bigram
	
	77.33
	

	-
	Bigram
	Trigram
	
	77.33
	

	-
	Bigram
	Quadgram
	
	77.33
	

	-
	Bigram
	-
	Avg. Character Length
	
	73.33

	-
	Bigram
	-
	Sentence Length
	77.33
	72.00

	-
	Bigram
	-
	Avg. Character Length, Sentence Length
	74.66
	

	-
	Bigram
	Quadgram
	Avg. Character Length, Sentence Length
	74.66
	

	Unigram
	Bigram
	Unigram
	
	76.00
	73.33

	Unigram
	Bigram
	Bigram
	
	
	72

	Unigram
	Bigram
	Quadgram
	Avg. Character Length, Sentence Length
	77.33
	

	Accuracy with three-fold cross validation

	Unigram
	-
	-
	(BASELINE)
	
	56.33

	Unigram
	Bigram
	-
	
	
	71.77

	Unigram
	Bigram
	Trigram
	
	
	72.11


Analysis
Clearly we find that the SVM classifier consistently does better than the Rank SVM. 

 This is interesting because it implies that not only is there enough information in our features to distinguish between the quality of similar sentences, but also that we can rank totally different sentences with no common vocabulary based on their quality of writing. We generally find that similar features are helpful in both the SVM Classifier and the Rank SVM. 

      We find that the classifier gets a respectable 71% using bag of words features alone. Due to our aggressive filtering of similar sentences, the only words that sentences could have in common with each other were stopwords, and therefore the stopword unigram features alone could possibly lead to any gains! Thus, this performance is rather interesting, since it implies that the extent of usage of stopwords in a sentences is a strong indicator of the quality of a sentence (or at least in detecting whether a sentence is original or the output of an MT system), since it manages to do much better than the random guess baseline of 50%.

      We also found that there was no benefit in changing the regularization parameter, C from the default value of 1. Similar to a lot of text classification tasks, we benefited by normalizing the feature vectors with the L2 norm.

     We could derive a lot of value from features derived from Part of Speech (POS) tags, as our results show. In sharp contrast to topical text classification, POS unigrams alone gave us a comparable performance to that of bag of words. Using POS related features in addition to word unigram features only enhanced our accuracy in both the classify and the rank SVM. Our optimal feature set with the classifier had word unigram, POS unigram, bigram and trigram features. In the RankSVM, we managed to get some extra benefit with chunk related features as well, which were derived from the second level in the parse tree (shallow parses). 

On our data, we could obtain no benefit with sentence length and average word length as features, since the sentence lengths in the translated sentences were not too different from that of the original sentences, as was the case with average word length. It is however likely that these features might benefit us if we were to train using a corpus comprising diverse good and bad quality documents.

We compared the performance of our optimal feature set with the bag of words baseline more thoroughly using three fold cross validation. We continue to get substantial gains with parse related features even with the cross validation method of evaluation.
Performance on Sentences outside the dataset

    We did some manual error analysis on about 16 sentences, not from out dataset, and consequently written in a very different style. We ran the different methods and tested them on a somewhat clumsily written abstract of a research paper that contained 8 sentences, with four good sentences and four bad sentences in our judgment. Below are two sample sentences from the abstract.
BAD: Since the website is one of the most important organizational structures of the Web, how to effectively rank websites has been essential to many Web applications, such as Web search and crawling. 
GOOD: Both theoretical analysis and experimental evaluation show that AggregateRank is a better method for ranking websites than previous methods. 
     The classifier trained on word unigrams alone correctly predicted 5/8 (62.5%) instances, while the classifier trained on unigrams and part of speech unigrams, bigrams and trigams correctly predicted 6/8 (75%)instances, both of which are better than the random guess baseline of 50%. Of course, this is by no means statistically significant, and large datasets with diverse good and bad text are imperative for sound evaluation.

     In addition to this, we also ran our method on eight sentences from wikipedia text. Strangely, our classifier labeled only two of the sentences as good. We observed that the data in the parallel corpora typically comprised of sentences written in a simple style. Our classifier therefore tended to label wikipedia like text that is written in a somewhat sophisticated fashion, as “bad text”.  The only way around this is to get hold of substantial amounts of good and bad text with diversity.
Conclusions
· We developed a topic independent method of classifying text based on quality.
· We found that POS features were very helpful in identifying quality of sentences.
· This method can potentially be used for analyzing and improving MT systems.
· We need a more diverse corpus for poorly written sentences to generalize well to arbitrary text.
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