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Functional area
Finance

Sales
Marketing

Manufacturing

Examples of OLAP applications

Budgeting, activity-based costing, financial performance analysis,
and financial modeling

Sales analysis and sales forecasting

Market research analysis, sales forecasting, promotions analysis,
customer analysis, and market/customer segmentation

Production planning and defect analysis






Chapter 5 
5.0 Data Mining and Visualization
5.1 What is Data Mining 
Data Mining definitions :

Data mining as a discovery process of unknown or unsuspected patterns of data. Data mining tools look for patterns, correlations and relationships that could be useful.

(Source: Data warehouse project Management, Adelman & Moss, 2000)

Set of activities used to find new, hidden or unexpected patterns in data.  

(Source : Modern data warehousing, Mining and Visualization Core Concepts, Marakas, 2002)
Data mining is often defined as finding information in a database. Alternatively it has been called exploratory data analysis, data driven discovery and deductive learning.

(Source: Data Mining Introductory and Advanced Topics, Dunham, 2003)

   Data mining refers to the analysis of the large quantities of data that are stored in computers
(Source: Introduction to Business Data Mining, Olson & Yong, 2007)
5.2 On-line analysis 
· The types of queries that a data warehouse is expected to answer ranges from the relatively simple to the highly complex and is dependent on the type of end-user access tools used. 
· End-user access tools include:
· Data reporting and query tools
· Application development tools
· Executive information system (EIS) tools
· Online analytical processing (OLAP) tools
· Data mining tools
OLAP
i) Online Analytical Processing (OLAP) systems are targeted to provide more complex query results than traditional Online Transaction Processing (OLTP) or database systems.

ii) OLAP and Data Mining differ in what they offer the user and because of this they are complementary technologies. 
iii) An environment that includes a data warehouse (or more commonly one or more data marts) together with tools such as OLAP and /or data mining are collectively referred to as Business Intelligence (BI) technologies. 

iv) Def of OLAP - The dynamic synthesis, analysis, and consolidation of large volumes of multi-dimensional data, Codd (1993).
v) OLAP - Describes a technology that uses a multi-dimensional view of aggregate data to provide quick access to strategic information for the purposes of advanced analysis. 
vi) OLAP is performed on data warehouses or data marts using fundamentals of multidimensional view of data.

vii) OLAP as application view not a data structure or schema. 
viii) Benefits:

· Enables users to gain a deeper understanding and knowledge about various aspects of their corporate data through fast, consistent, interactive access to a wide variety of possible views of the data. 
· Allows users to view corporate data in such a way that it is a better model of the true dimensionality of the enterprise. 
· Can easily answer ‘who?’ and ‘what?’ questions, however, ability to answer ‘what if?’ and ‘why?’ type questions distinguishes OLAP from general-purpose query tools. 
· Types of analysis ranges from basic navigation and browsing (slicing and dicing) to calculations, to more complex analyses such as time series and complex modeling. 
· OLAP applications are judged on their ability to provide just-in-time (JIT) information, a core requirement of supporting effective decision-making. 
· This requirement is more than measuring processing performance but includes its abilities to model complex business relationships and to respond to changing business requirements. 
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Examples of OLAP applications in various functional areas
ix) OLAP tools can be classified into ROLAP or MOLAP. 

x) With Multidimensional OLAP (MOLAP) data are modeled, viewed and physically stored in multidimensional database. MOLAP tools are implemented by specialized DBMS and software system capable of supporting the multidimensional data directly. Although MOLAP has extremely high storage requirements, indices are used to speed up processing.

xi) Relational OLAP (ROLAP) data however is stored in relational database while ROLAP server creates the multidimensional view for the user. 
5.3 Data Mining Techniques pg 78
i) Two common data mining techniques are parametric model and nonparametric model.

5.4 Data Mining Algorithm ( market basket analysis pg 84) 
i)   Data mining involves many different algorithms to accomplished different tasks. All of these algorithms attempt to fit a model to the data. Algorithms examine the data and determine a model that is closest to the characteristics of the data being examined. Data mining algoritms can be characterized as consisting of three parts: Model, Preference and Search.






Figure 1: Data mining model
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ii)  Predictive model makes a prediction about values of data using known results found different data and may be based on the use of other historical data. Example, credit card application processing uses predictive modelling to predict credit risk of the credit card applicants. Classification, regression, time series analysis and prediction are popular predictive model.
· Classification

It is often referred to supervised learning because the classes are determined before examining the data. Pattern recognition is a type of classification where an input patterm is classified into one of several classes based on its similarity to these predefined classes.
Example:
An airport security screening station is used to determine if passengers are potential terrorists or ciminals. 

· Regression

Is used to map a data item into real valued prediction variable. Regression assumes that the target data fit into some known type of function (e.g., linear, logisticetc.) and determines the best function of this type that models the given data. Error analysis is used to determine which function is ”best”.

Example:
A professor wishes to reach certain level of savings before retirement. She uses simple linear regression to predict this value by fitting past behavior to a linear function and then using this function to predict the values at points in the future. Based on these values, she alters her investment portfolio.

· Time series analysis

With time series anallysis, the value of an attribute is examined as it varies over time (daily, weekly, hourly). 
Example:
Mr. Smith is trying to determine whether to purchase stock from Companies X, Y, or Z. For a period of one month he charts the daily stock price for each company. From this he has generated time series plot that will show the volatility of each company. Company that has lesser volatility shoud be choosen.

· Prediction
Many real world data mining applications can be seen as predicting future data states based on past and current data. Prediction can be viewed as a type of classification. The differerece is that prediction is predicting a future state rather than current state. Prediction applications include flooding, speech recognition, machine learning and pattern recognition. Although future values may be predicted using time series analysis or regression techniques, other approaches may be used as well.

Example: 
Predicting flooding uses monitors placed at various points in the river to collect relevant data (water level, rain amount, time, humidity). Water level at a potential flooding point in the river can be predicted based on the data collected by the sensor upriver. Prediction must be made with respect to the time the data collected.
iii) Desriptive model identifies patterns or relationships in data. It serves a way to explore properties od data examined, not to predict new properties. Clustering, summarization, association rules and sequence discovery are usually viewed as descriptive in nature.

· Clustering

Clustering is similar to classification except that the groups are not predefined, but rather defined by the data alone. Clustering is referred to as unsupervised learning or segmentation. The most similar data are group into clusters. Since the clusters are not predefined, a domain expert is often required to interpret the meaning of the created clusters. 
Example:

A department store chain creates special catalogs targeted to various demographic groups based on attributes such as income, location and physical characteristics of potential customers (age, height, weight, etc). Clustering of potential customers based on determined atrributes result shall be used to create special catalogs and distribute them to the correct target population based on the cluster for that catalog.
· Summarization (or characterization or generalization)
Maps data into subsets with associated simple descriptions. Derives representative information about databse by retrieving summary type information (mean, min, max, sum).

Example:

One of criteria to compare universities by U.S. News and World report is the average SAT score. This is summarization used to estimate the type and intelectual level of the student body.

· Association rules (or link analysis or affinity analysis)
Refers to uncovering relationships among data – identifies specific types of data associations. These model are often used in t he retail sales community to identify items that are frequently purchased together. It also used in other applications such as predicting the failure of telecommunication switches.

Example:

A grocery store retailer is trying to decide whether to put bread on sale. To help determine the impact of this decision, the retailer generates association rules that show what other products are frequently purchased with bread. He finds that 60% of the time that bread is sold so are pretzels and that 70% of the time jelly is also sold. Based on this facts, he tries to capitalize on the association between bread, pretzels and jelly by placing some prtezels and jelly at the end of the walkway where the bread is placed. In addition he decides not to place either of these items on sale at the same time.
· Sequence discovery
5.5 Data Visualization pg 95
i) Visualizations refers to visual presentation of data for example a line graph the distribution of data variable is easier to understand.

ii) Use of visualization techniques allow users to summarize, extract and grasp more complex results than more mathematical or text type descriptions of the results. Visualization techniques include graphical, geometric, Icon-based, pixel-based, hierarchical and hybrid.

iii) Any of these approaches may be two-dimensional or three-dimensional. Visualization tools can be used to show the complex result of data mining.

- Graphical

  Traditional graph structures including bar charts, pie charts, histograms and line graphs.

- Geometric
  Include box plot and scatter diagram techniques.

- Icon-based
  Using figures, colors or other icons can improve the presentation of the results

- Pixel-based
  Each data value is shown as a uniquely colored pixel.

- Hierarchical
  Hierarchically divide the screen area into regions based on data values.

- Hybrid
  The preceding approaches can be combined into one display.

5.6 Application of Artificial Intelligent pg 145
i) Artificial intelligence (AI) includes many DM techniques such as neural networks and classification. The difference is AI is more general and involves areas outside traditional data mining. Ai applications also may not be concerned with scalability as data sets may be small.

ii) With machine learning, computer makes a prediction based on examples, domain knowledge and feedback. 

iii) Statistics are very important because the results of predictions must be statistically significant and must perform better than a naïve prediction.

iv)  Applications that typically use machine learning techniques include speech recognition, training moving robots, classification of astronomical structures and game playing.

v) Basic machine learning applications includes several major aspects (training set, quality of training data and feedback available).   
vi) There are two different types of machine learning: supervised learning and unsupervised learning. 

    - supervised learning
5.7 Application of Data Mining pg 102
i) Understanding business applications of data mining is necessary to expose students to current analytic information technology.
ii) Data mining has been instrumental in customer relationship management, financial analysis, credit card management, banking, insurance, telecommunications and many other areas.
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