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Abstract. This paper argues that even though there has been considerable advance in the research in anaphora resolution over the last 10 years, there are still a number of outstanding issues.  The paper discusses several of these issues and outlines some of the work underway to address them with particular reference to the work carried out by the author’s research team.

1. Anaphora resolution: where do we stand now?

Anaphora accounts for cohesion in text and is a phenomenon of active study in formal and computational linguistics alike. The correct interpretation of anaphora is vital for Natural Language Processing. For example, anaphora resolution is a key task in natural language interfaces, machine translation, automatic abstracting, information extraction and in a number of other NLP applications.
After considerable initial research, and after years of relative silence in the early eighties, anaphora resolution attracted the attention of many researchers in the last 10 years and much promising work on the topic has been reported. Discourse-orientated theories and formalisms such as DRT and Centering have inspired new research on the computational treatment of anaphora. The drive towards corpus-based robust NLP solutions has further stimulated interest, for alternative and/or data-enriched approaches. Last, but not least, application-driven research in areas such as automatic abstracting and information extraction, has independently identified the importance of (and boosted the research in) anaphora and coreference resolution.

Much of the earlier work in anaphora resolution heavily exploited domain and linguistic knowledge ([9], [11],  [57], [58]) which was difficult both to represent and process, and required considerable human input. However, the pressing need for the development of robust and inexpensive solutions to meet the demands of practical NLP systems encouraged many researchers to move away from extensive domain and linguistic knowledge and to embark instead upon knowledge-poor anaphora resolution strategies. A number of proposals in the 1990s deliber​ately limited the extent to which they rely on domain and/or lin​guistic knowledge ([6], [15], [31], [35], [38], [51], [65]) and reported promising results in knowledge-poor operational environments.

The drive towards knowledge-poor and robust approaches was further motivated by the emergence of cheaper and more reliable corpus-based NLP tools such as POS taggers and shallow parsers, alongside the increasing availability of corpora and other NLP resources (e.g ontologies). In fact the availability of corpora, both raw and annotated with coreferential links, provided a strong impetus to anaphora resolution with regard to both training and evaluation. Corpora (especially when annotated) are an invaluable source not only for empirical research but also for automated learning methods (e.g. Machine Learning methods) aiming to develop new rules and approaches, and provide also an important resource for evaluation of the implemented approaches. From simple co-occurrence rules ([15]) through training decision trees to identify anaphor-antecedent pairs ([3]) to genetic algorithms to optimise the resolution factors ([53]), the successful performance of more and more modern approaches was made possible through the availability of suitable corpora. 

Whereas the last 10 years have seen considerable advances in the field of anaphora resolution, there are still a number of outstanding issues that remain either unsolved or need further attention and, as a consequence, represent major challenges to the further development of the field. One significant problem for automatic anaphora resolution systems is that the accuracy of the pre-processing is still too low and as a consequence the performance of such systems is still far from ideal. As a further consequence, only a few anaphora resolution systems operate in fully automatic mode: most of them rely or manual pre-processing or use pre-analysed corpora. One of the impediments for the evaluation or for the employment of Machine Learning (ML) techniques is the lack of widely available corpora annotated for anaphoric or coreferential links. More research into the factors influencing the performance of the resolution algorithm is necessary; so too is work towards the proposal of consistent and comprehensive evaluation.

This paper discusses some of the outstanding issues in anaphora resolution and outlines some of the work underway to address them with particular reference to the work carried out by the author’s research team.
 The paper covers the task of anaphora resolution and not that of coreference resolution even though some of the issues raised apply to both tasks. In anaphora resolution the system has to determine the antecedent of the anaphor; for identity-of-reference nominal anaphora any preceding NP which is coreferential with the anaphor, is considered as the correct antecedent. On the other hand, the objective of coreference resolution is to identify all coreferential chains.

2. Pre-processing and fully automatic anaphora resolution
A real-world anaphora resolution system vitally depends on the efficiency of the pre-processing tools which analyse the input before feeding it to the resolution algorithm. Inaccurate pre-processing could lead to a considerable drop in the performance of the system, however accurate an anaphora resolution algorithm may be. In the pre-processing stage a number of hard pre-processing problems such as morphological analysis / POS tagging, named entity recognition, unknown word recognition, NP extraction, parsing, identification of pleonastic pronouns, selectional constraints, etc. have to be dealt with. Each one of these tasks introduces error and thus contributes to a reduction of the success rate of the anaphora resolution system.  The accuracy of today’s pre-processing is still unsatisfactory from the point of view of anaphora resolution. Whereas POS taggers are fairly reliable, full or partial parsing are not. Name entity recognition is still a challenge (with the development of a product name recogniser being a vital task for a number of genres), gender recognition is still inaccurate and the identification of non-anaphoric pronouns and definite NPs and term recognition have a long way to go. For instance, the best accuracy reported in robust parsing of unrestricted texts is around the 87% mark ([13]); the accuracy of identification of non-nominal pronouns normally does not exceed 80% ([18], [19]).
 Other tasks may be more accurate but still far from perfect. The state of the art of NP chunking which does not include NPs with post-modifiers, is 90-93% recall and precision. The best-performing named entity taggers achieve an accuracy of about 96% when trained and tested on news about a specific topic, and about 93% when trained on news about on topic and tested on news about other topic ([25]).

Whereas ‘standard’ pre-processing programs such as part-of-speech taggers, shallow parsers, full parsers etc. are being constantly developed and improved (however, there could be formidable problems in getting hold of public domain software!), anaphora resolution task-specific pre-processing tools such as programs for identifying non-anaphoric pronouns or definite NPs, or programs for animacity or gender recognition, have received considerably less attention. The Research Group in Computational Linguistics at the University of Wolverhampton has already addressed the problems of identification of pleonastic pronouns and animacity recognition (see below) and is currently working on name entity recognition as well as term identification.

In pronoun resolution only the anaphoric pronouns have to be processed further, therefore non-anaphoric occurrences of the pronoun it as in ‘It must be stated that Oskar behaved impeccably’
 have to be recognised by the program.
 Several algorithms to pleonastic pronoun recognition have been reported in the literature so far. Lappin and Leass’ ([32]) and Denber’s ([17]) algorithms operate on simple pattern matching but they have not been described in detail or evaluated. Paice and Husk’s ([54]) approach is more sophisticated in that it proposes a number of patterns based on data from the LOB corpus
 and prior grammatical description of it and, in contrast to the above two approaches, applies constraints during the pattern matching process. With a view to ensuring a wider coverage, we developed a new approach which identifies not only pleonastic pronouns but any non-nominal occurrences of it ([18], [19]).
 In this approach each occurrence of it is represented as a sequence (vector) of 35 features which classify it as pleonastic, non-nominal or NP anaphoric. These features, whose values are computed automatically, include the location of the pronoun as well as features related the surrounding material in the text, for instance the proximity and form of NPs, adjectives, gerunds, prepositions and complementisers. The approach benefits from training data extracted from the BNC
 and Susanne corpora consisting of approximately 3100 occurrences of it (1025 of which non-nominal) annotated for these features. A TiMBL’s memory based learning algorithm ([14]) maps each pronoun it into a vector of feature values, computes similarity between these and the feature values of the occurrences in the training data and classifies the pronoun accordingly. The accuracy of the new approach was found to be 78.68%, compared with that of 78.71% for Paice and Husk's method over the same texts.

A program identifying animate entities could provide essential support in employing the gender constraints. Denber ([17]) and Cardie and Wagstaff ([10]) use WordNet (see below) to recognise animacity. At Wolverhampton we proposed a method combining FDG Parser, WordNet, a first name gazetteer and a small set of heuristic rules to identify animate entities in English texts ([20]). The study features extensive evaluation and provides empirical evidence that in supporting the application of agreement constraints, animate entity recognition contributes to the better performance in anaphora resolution.

As a result of the above limitations, the majority of anaphora resolution systems do not operate in fully automatic mode. In fact, research in anaphora resolution has so far suffered from a bizarre anomaly in that until recently hardly any fully automatic operational systems had been reported: almost all described approaches relied on some kind of pre-editing of the text which was fed to the anaphora resolution algorithm;
 some of the methods were only manually simulated. As an illustration, Hobbs' naïve approach ([28], [29]) was not implemented in its original version. In [3], [15], [16], and [31] pleonastic pronouns were removed manually
, whereas in [38] and [21] the outputs of the POS tagger and the NP extractor/partial parser were post-edited in a similar way to [32] where the output of the Slot Unification Grammar parser was corrected manually. Finally, Ge at al's ([23]) and Tetrault's approaches ([60]) made use of an annotated corpus and thus did not perform any pre-processing.

In addressing this challenge, we implemented a fully automatic anaphora resolution system based on Mitkov’s ([35], [38]) knowledge-poor approach for English ([53])
 as well as its fully automatic Bulgarian ([59]) and French ([42]) versions. In addition, for the purpose of evaluation we implemented fully automatic versions of Baldwin’s as well as Kennedy and Boguraev’s approaches ([7]; see also section 4). Finally, we developed and implemented a fully automatic anaphora resolution system for Japanese ([22]). In a further response to ‘the automatic resolution challenge’, we optimised Mitkov’s approach using genetic algorithms and benefiting from corpora that we had annotated for coreferential links ([53]). 

Our results provide compelling evidence that fully automatic anaphora resolution is more difficult than previous work has suggested. By fully automatic anaphora resolution we mean that there is no human intervention at any stage: such intervention is sometimes large-scale, such as manual simulation of the approach and sometimes smaller-scale, as in the cases where the evaluation samples are stripped of pleonastic pronouns or anaphors referring to constituents other than NPs. 

The evaluation of the fully automatic system MARS was carried out on a corpus built on texts from computer manuals. The success rate of 54.65% (323 pronouns out of 591 were resolved correctly) shows that fully automatic anaphora resolution is a very difficult task indeed and is still far from achieving high success rates, mainly due to pre-processing errors (MARS’ performance on perfectly analysed input is as high as 90%). After optimisation, the success rate rose to 62.44% (369/591). The success rate was higher for Bulgarian (72.6%, 75.7% after optimisation) and Japanese (75.8%). One possible explanation for the better results in Bulgarian and Japanese is that Bulgarian is much more gender-discriminative and a considerable number of anaphors were resolved after applying gender constraints; the Japanese approach benefited from verb hierarchical structures which pointed with higher reliability to the antecedent.

3. The need for annotated corpora

Since the early 1990s, research and development in both anaphora
 and coreference resolution
 has been benefiting from the availability of corpora, both raw and annotated. However, raw corpora have so far made only a limited contribution to the process of anaphora resolution with only Dagan and Itai ([15], [16]) reporting use of them for the purpose of extracting collocation patterns. 

Corpora annotated with anaphoric or coreferential links are not widely available, despite being much needed for different methods in anaphora/coreference resolution systems. Corpora of this kind have been used in the training of machine learning algorithms [3]) or statistical approaches ([23]) to anaphora resolution. In other cases, they were used for optimisation of existing approaches ([53]) and their evaluation ([46]). The automatic training and evaluation of anaphora resolution approaches require that the annotation cover anaphoric or coreferential chains and not just single anaphor-antecedent pairs, since the resolution of a specific anaphor would be considered successful if any preceding non-pronominal element of the anaphoric chain associated with that anaphor, is identified. Unfortunately, as aforementioned, anaphorically or coreferentially annotated corpora are not widely available, and those that do exist are not of a large size.  The most significant of such resources are the Lancaster Anaphoric Treebank, a 100 000 word sample of the Associated Press (AP) corpus ([33]), annotated with the UCREL anaphora annotation scheme and featuring a wide variety of phenomena ranging from pronominal and NP anaphora to ellipsis and the generic use of pronouns,
 and the annotated data produced for the MUC coreference task which amounts to approximately 65 000 words
 and lists coreferential chains from newswire reports on subjects such as corporate buyouts, management takeovers, airline business and plane crashes
, have been by no means sufficient for the anaphora resolution research community. In 1999, the Research Group in Computational Linguistics at the University of Wolverhampton embarked upon an initially small-scale, but steadily expanding project aiming to partially satisfy this need ([47]). 

The need for annotated corpora is an outstanding issue which brings about additional issues. The act of annotating corpora follows a specific annotation scheme, an adopted methodology as to how to encode linguistic features in a text. The annotation scheme ideally has to deliver wide coverage and should be clear and simple to use: it appears, however, that wide coverage and reliable mark-up are not compatible desiderata. Once an annotation scheme has been proposed to encode linguistic information, user-based tools (referred to as annotating tools) have to be developed to apply this scheme to corpus texts, making the annotating process faster and more user-friendly. Finally, the process of annotation will be more efficient if a specific annotation strategy is employed.
To address the above challenges fully, we have developed annotating tools for marking coreference ([52]) and put forward an annotation strategy ([47]). One of the annotating tools developed, ClinKA, offers a user-friendly annotation environment for marking coreferential chains and can operate in a semi-automatic mode. The annotation strategy includes guidelines as to which constituents are markables and which are not, and also puts forward suggestions for improving the interannotators’ agreement. The annotation scheme adopted is a modified version of the MUC-7 scheme ([27]) which, despite its limitations, appears to be practical enough for our project. Given the complexity of the anaphora and coreference annotation task, we have decided to adopt a less ambitious but clearer approach as to what variety of anaphora to annotate. This move is motivated by the fact that (i) annotating anaphora and coreference in general is a very difficult task and (ii) our aim is to produce annotated data for the most widespread type of anaphora which is the main focus in NLP: that of identity-of-reference direct nominal anaphora featuring a relation of coreference between the anaphors (pronouns, definite descriptions or proper names) and any of their antecedents (non-pronominal NPs).
 We annotate identity-of-reference direct nominal anaphora, which can be regarded as the class of single-document identity coreference and which includes relationships such as specialisation, generalisation and synonymy, but excludes part-of and set membership relations that are considered instances of indirect anaphora. Whilst we are aware that such a corpus will be of less interest in linguistic studies, we believe that the vast majority of NLP work on anaphora and coreference resolution (and all those tasks which rely on it) will be able to benefit from this corpus by using it for evaluation and training purposes. Therefore, we believe that the trade-off of a wide coverage, but complicated and potentially error-prone annotation task with low-consistency across annotations for a simpler, but more reliable annotation task with a NLP-orientated end product is a worthwhile endeavour. The size of the annotated corpora so far amounts to 30 504 words for fully annotated texts (all coreferential chains are marked) and 41 778 for partially annotated data.

In our work we discovered that the interannotators’ agreement is a major issue which needs further attention. At one point at the beginning of our project, our two experience annotators scored as little as 65% agreement! A well-thought annotation strategy is a key prerequisite for better agreement, but additional efforts are needed to further improve the other two components of the annotation process: the annotating scheme and the annotating tool.

4. The resolution algorithm issue: factors in anaphora resolution

Despite the extensive work on anaphora resolution so far, there are a number of outstanding issues associated with the factors which form the basis of anaphora resolution algorithms. To start with, we do not know yet if it is possible to propose a core set of factors used in anaphora resolution and if there are factors that we are not
fully aware of. Factors are usually divided into constraints and prefer​ences ([9]) but other authors (e.g. [36]) argue that all factors should be regarded as pref​erential, giving higher preference to more restrictive factors and lower preference to less "absolute" ones, calling them simply factors ([56]), symptoms ([34]) or indicators ([38]). Mitkov ([42]) shows that the borderline between constraints and preferences is sufficiently blurred and that treating certain factors in an "absolute" way may be too risky.

The impact of different factors and/or their co-ordination have also been investigated by Carter ([12]). He argues that a flexible control structure based on numerical scores assigned to preferences allows greater co-operation between factors as opposed to a more limited depth-first architec​ture. His discussion is grounded in comparisons between two different implemented systems - SPAR ([11]) and the SRI Core Language Engine ([1]).

In addition to the impact of each factor on the resolution process, factors may have impact on other independent factors. An issue which needs further attention is the "(mutual) dependence" of factors. Dependence/mutual dependence of factors is defined ([36]) in the following way: given the factors x and y, y is taken to be dependent on factor x to the extent that the presence of x implies y. Two factors will be termed mutually dependent if each depends on the other.

The phenomenon of (mutual) dependence has not yet been fully investigated, but we feel that it can play an important role in the process of anaphora resolution, especially in algorithms based on the ranking of preferences. Information on the degree of depen​dence would be especially welcome in a comprehensive probabilistic model and would be expected to  lead to more precise results. 

More research is needed to give precise answers to questions such as: "Do factors hold good for all genres?" (which factors are genre specific and which are language general?) and "Do factors hold good for all languages?" (which factors seem to be multilingual and which are restricted to a specific language only?). One tenable position is that factors have general applicability to languages, but that languages will differ in the relative importance of factors, and therefore on their relative weights in the optimal resolution algorithm.
 For some discussion on these topics see [36] and [42].

Finally, while a number of approaches use a similar set of factors, the "compu​tational strate​gies" for the application of these factors may differ. The term "computational strategy" refers here to the way factors are employed, i.e. the formulae for their application, interaction, weights etc. Mitkov ([36]) showed that it is not only the optimal selection of factors which matters but also the optimal choice of computational strategy. 

5. Evaluation in anaphora resolution

There have been a few interesting recent proposals related to the evaluation in anaphora resolution ([5], [8], [37], [39], [40]).  Bagga ([5]) proposed a methodology for evaluation of coreference resolution systems which can be directly transferred to anaphora resolution. He classified coreference according to the processing required for resolution, and proposes that evaluation be carried out separately for each of the following classes (listed in ascending order of processing):  appositives, predicate nominals, proper names, pronouns, quoted speech pronouns, demonstratives, exact matches, substring matches, identical lexical heads, synonyms and anaphors that require external world knowledge for their resolution. 

Byron ([8]) is concerned that most pronoun resolution studies do not detail exactly what types of pronouns (e.g. personal, reflexive, gendered, singular pronouns etc.) they resolve. Therefore, she proposes that the pronoun coverage be explicitly reported. Next, she would like to see more information on which types of pronouns have been excluded from a specific experiment. Byron explains that it has been common to exclude (i) difficult constructions involving set constructions which are required to interpret pronouns with a split antecedent  or cataphora, (ii) pronouns with no antecedents in the discourse such as deictic and generic pronouns, (iii) pronouns which have antecedents different from NPs such as clauses or pronouns representing examples of indirect anaphora
 and (iv) pronouns excluded due to idiosyncratic reasons imposed by the domain/corpus. In addition to making explicit the pronoun coverage and exclusion categories, Byron suggests that all evaluations of pronoun resolution methods should provide details on the evaluation corpus, on the evaluation set size, and report not only recall/precision but also resolution rate. She proposes that this information be presented in a concise and compact format (table) called standard disclosure ([8]).

We have argued ([40]) that the evaluation of anaphora resolution algorithms and anaphora resolution systems should be carried out separately: it would not be fair to compare the performance of a fully automatic anaphora resolution system with that of an algorithm operating on manually analysed data.  Secondly, we have shown ([40]) that recall and precision are imperfect as measures for anaphora resolution algorithms and have proposed the ‘clearer’ measure of success rate which is computed as the number of correctly resolved anaphors divided by the numbers of all anaphors in the text. In addition, we have also proposed an evaluation package for anaphora resolution approaches and systems consisting of (i) performance measures (ii) comparative evaluation tasks and (iii) component measures ([37], [39], [40]). The performance measures are success rate, non-trivial success rate and critical success rate. The comparative evaluation tasks include evaluation against baseline models, comparison with similar approaches and comparison with classical, ‘benchmark’ algorithms. The measures applied to evaluate separate components of the algorithm are decision power and relative importance.

In order to secure a fair, consistent and accurate evaluation environment, we developed an evaluation workbench for anaphora resolution which allows the comparison of anaphora resolution approaches sharing common principles (e.g. POS tagger, NP extractor, parser). The workbench enables the ‘plugging in’ and testing of anaphora resolution algorithms on the basis of the same pre-processing tools and data. The current version of the evaluation workbench
 employs one of the best available 'super-taggers' in English - Conexor's FDG Parser ([61]). The workbench also incorporates Evans’ ([18], [19]) program for identifying and filtering instances of non-nominal anaphora. The workbench incorporates an automatic scoring system that operates on an SGML input file where the correct antecedents for every anaphor have been marked. 

Three approaches that have been extensively cited in the literature were first selected for comparative evaluation by the workbench: Kennedy and Boguraev’s parser-free version of Lappin and Leass’ RAP ([31]), Baldwin’s pronoun resolution method Cogniac which uses limited knowledge ([6]) and Mitkov’s knowledge-poor pronoun resolution approach ([38]). All three of these algorithms share a similar pre-processing methodology: they do not rely on a parser to process the input and use instead POS taggers and NP extractors; none of the methods make use of semantic or real-world knowledge. The overall success rate calculated for the 426 anaphoric pronouns found in the texts was 62.5% for MARS, 59.02% for Cogniac and 63.64% for Kennedy and Boguraev’s method. In addition to the evaluation system, the workbench also incorporates a basic statistical calculator of the anaphoric occurrences in the input file. The parameters calculated are: the total number of anaphors, the number of anaphors in each morphological category (personal pronoun, noun, reflexive, possessive), the number of inter- and intrasentential anaphors and average number of candidates per anaphor. More details on the current implementation of the evaluation workbench are reported in ([7]).

In spite of the recent progress, we feel that the proposals still fall short of providing a comprehensive and clear picture of the evaluation in anaphora resolution. There are still a number of outstanding issues related to the reliability of the evaluation results that need further attention and one such issue is the statistical significance. We are currently experimenting not only with the selection of random samples, but also with selecting them in such a way that no two anaphors are located within a window of 100 sentences. The question as to how reliable or realistic the obtained performance figures are largely depends on the nature of the data used for evaluation. Some evaluation data may contain anaphors which are more difficult to resolve, such as anaphors that are (slightly) ambiguous and require real-world knowledge for their resolution, or anaphors that have a high number of competing candidates, or that have their antecedents far away both in terms of sentences/clauses and in terms of number of ‘intervening’ NPs etc.  Therefore, we suggest that in addition to the evaluation results, information should be provided as to how difficult the anaphors are to resolve in the evaluation data.
 To this end, we are working towards the development of suitable and practical measures for quantifying the average ‘resolution complexity’ of the anaphors in a certain text.  For the time being, such measures include simple statistics such as the number of anaphors with more than one candidate, and more generally, the average number of candidates per anaphor, or statistics showing the average distance between the anaphors and their antecedents. We believe that these quantifying measures would be more indicative of how ‘easy’ or ‘difficult’ the evaluation data is, and should be provided in addition to the information on the numbers or types of anaphors (e.g. intrasentential vs. intersentential) occurring in the evaluation data. 
In addition, most evaluation results are relative rather than absolute. They are relative either with regard to a specific evaluation data, or relative with regard to the performance of other approaches. It would be helpful to have absolute results too, but this is more difficult to achieve. Evaluation on all naturally occurring texts is an impossible task, but evaluation on the basis of representative or balanced corpora, or suitable sampling, appear to be more realistic. With regard to representativeness it is important that the evaluation corpus be sufficiently balanced and representative from the point of view of each type of anaphora. Even if the approach was developed to process one type of anaphora only, how can one be sure that most anaphors are not always in a similar syntactic or semantic relation to the antecedent and that most anaphors are not resolved after applying one particular rule only?
6. Other outstanding issues

Other outstanding issues include the fact that most people still work mainly on pronoun resolution despite the fact that there have been good progress in the resolution of NP anaphora ([48], [62], [63]). Also, apart from identity-of-reference direct nominal anaphora and zero anaphora (mainly for Japanese) there has little work reported for other types of anaphora. However, there have been a few recent attempts to tackle indirect anaphora ([24], [49], [50], [55]).

Another issue which deserves further attention and emerges from the multilingual context of recent NLP work as a whole, is the development of multilingual anaphora resolution systems. Against the background of a growing interest in multilingual NLP, multilingual anaphora/coreference resolution has gained considerable momentum in the last few years ([2]. [4], [26], [43], [45]). One of the challenges in the era of multilingual language processing, is to exploit the benefit of multilingual tools and resources for enhancing the efficiency of NLP tasks or applications. The Wolverhampton multilingual anaphora resolution projects include not only adapting a specific approach to other languages as in the case of Mitkov’s approach for French ([42]), Bulgarian ([59]), Polish and Arabic ([41]), or developing a new approach for Japanese ([22]), but also include exploiting the strengths of the approach in one language to enhance the performance in another ([44]). The latter is best seen by our ‘mutually enhancement strategy’ for bilingual pronoun resolution in English and French. It is motivated among other things, by the fact that whereas gender discrimination plays a prominent role in filtering gender-incompatible candidates in French, this is not the case in English. As an illustration, without access to collocation patterns or subcategorisation knowledge, the majority of anaphora resolution approaches would have problems with examples such as ‘John puts the cassette in the videoplayer and rewinds it’, with the system wrongly selecting the cassette as the antecedent.
 On the other hand, an anaphora resolution system for French would not have problems processing the equivalent French example ‘Jean insére la cassette dans le magnétoscope et la rebobine’ and identifying la cassette (the cassette) as the correct antecedent of the pronoun la - since the other candidate le magnétoscope does not match the pronoun in gender. We have developed a bilingual (English/French) anaphora resolution system which features a strategy for mutual enhancement of performance, in that the output of the French module is used to improve resolution in English and vice versa. The ‘mutually enhancing’ algorithm exploits cases where the English pronoun has been translated as a lexical noun phrase in French or vice versa
, the gender discrimination in French can help the English module, the English pronoun is resolved reliably by means of intrasentential constraints, the confidence with which antecedents are proposed for each of the languages etc. The English module of the system is the latest implementation of Mitkov’s ([38]) knowledge-poor approach to anaphora resolution, referred to as MARS.
 The French module is an adaptation of Mitkov’s aforementioned approach for French which was specially developed for this project. The system operates on bilingual English and French corpora aligned at word level. 

Finally, the work on anaphora resolution should provide a suitable service to the research community. More has to be done in the way of facilitating researchers working in this field; experience, software and data produced should be readily shared. By way of example, against the background of scarce annotated data, it would be particularly important if the existing resources were shared by the anaphora community. Anaphora resolution programs should be freely available for testing and for integration in larger NLP systems. It should be noted that to date, there are even no anaphora resolution demos yet with the exception of 3 demos set up by the Wolverhampton team. Also, the preparation of a computational archive of papers on anaphora resolution can be regarded as a positive example of service to the community. A preliminary list of downloadable papers is now available at (the list is updated on a regular basis) http://www.wlv.ac.uk/~le1825/download.htm. 

7. A pessimistic note: four traps
NLP in general is very difficult but after working hard on anaphora resolution we have learned that it is particularly difficult. We shall briefly outline several traps which deserve special attention and which illustrate the formidable challenges that researchers have to address.

Trap No.1

Evaluation is conducted against a corpus which is annotated by humans. How reliable can be the evaluation figure if the evaluation corpora cannot be annotated reliably?

Trap No. 2

Inaccurate pre-processing is a chain reaction: usually inaccurate POS tagging affects NP extraction which in turns affects parsing which in turns deteriorates anaphora resolution. If pre-processing is unreliable, is accurate automatic anaphora resolution possible?

Trap No. 3

The resolution of bridging (indirect) anaphora requires semantic or world-knowledge. The lexical or domain resources available are still insufficient. 

Trap No. 4

Centering and other discourse theories often rely on anaphora resolution; anaphora resolution relies on them as well.
8. An optimistic voice: the future is not bleak

The area is difficult but not intractable. Anaphora and coreference resolution have enjoyed increasing attention and have produced promising results (see section 1 of this paper). The growing interest has been demonstrated clearly over the last 5-6 years through the MUC coreference task projects and at a number of related fora. The Discourse Anaphora and Anaphora Resolution Colloquiums (DAARC'96, DAARC'98, DAARC-2000), the successful ACL'97/EACL'97 workshop on operational factors in practical, robust anaphora resolution for unrestricted texts, the strong interest in the COLING'98/ACL'98 tutorial on anaphora resolution, the recent ACL'99 workshops (coreference and its applications; discourse/dialogue structure and reference; towards standards and tools for discourse tagging), the special issues of the journals Computational Linguistics and Machine Translation and the fact that major NLP conferences over the last few years have featured a number of papers on anaphora resolution (5 papers on anaphora resolution were presented at ACL’2000 only) are only a few of the many examples that serve as evidence.

The promising results obtained so far from implemented systems and the increasing volume of supporting resources and tools will definitely provide distinct opportunities for further advances in the field.  All we have to do is work more and hope for slow, but steady progress. We just have to be patient! 
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� However, Paice and Husk ([54]) reported 92% for identification of strictly pleonastic it in a narrow domain.


� Thomas Keneally, Schindlers List, p.165. BCA: London, 1994.


� Such occurrences are termed pleonastic ([42]).


� LOB stands for Lancaster-Oslo-Bergen.


� These include instances of it whose antecedents are constituents other than noun phrases such as verb phrases, sentences etc.


� British National Corpus.


� The experiment was carried out on the pronoun resolution system MARS (see below).


� Note that we refer to anaphora resolution systems and do not discuss the coreference resolution systems implemented for MUC-6 and MUC-7.


� In addition, Dagan and Itai ([16]) undertook additional pre-editing such as removing sentences for which the parser failed to produce a reasonable parse, cases where the antecedent was not an NP etc.; Kennedy and Boguraev ([31]) manually removed 30 occurrences of pleonastic pronouns (which could not be recognised by their pleonastic recogniser) as well as  6 occurrences of it which referred to a VP or prepositional constituent.


� The implementation, referred to as MARS in recent publications, was carried out by Richard Evans. MARS incorporated additional antecedent indicators such as parallelism of syntactic functions, due to the ability of the FDG supper tagger used for pre-processing, to return the syntactic functions of the words.


� Anaphora is the linguistic phenomenon of pointing back to a previously mentioned item in the text as opposed to coreference, which is the act of referring to the same referent in the real world. Note that not all varieties of anaphora have a referring function, such as verb anaphora.


� Whereas the task of anaphora resolution has to do with tracking down an antecedent of an anaphor, coreference resolution seeks to identify all coreference classes (chains).


� The Lancaster Anaphoric treebank has not been made publicly available as its production was commercially funded.


� This figure is based on data/information kindly provided to us by Nancy Chinchor.


� Some of the articles are also about reports on scientific subjects. Management of defence contracts is covered and there are also reports on music concerts, legal matters (lawsuits, etc.) and broadcasting business.


� Since the task of anaphora resolution is considered successful if any element of the anaphoric (coreferential) chain preceding the anaphor is identified, our project addresses the annotation of whole anaphoric (coreferential) chains and not only anaphor-closest antecedent pairs.


� In order to clarify the notion of (mutual) dependence, it would be helpful to view the factors as "symptoms" or "indicators" observed to be "present" or "absent" with the candidate in a certain discourse situation. For instance, if gender agreement holds between a candi�date for an anaphor and the anaphor itself, we say that the symptom or indicator gen�der agree�ment is present with this the candidate. Similarly, if the candidate is in a subject position, we say that the symptom subjecthood is present. As an illustration consider the example “Mary invited John to the party. He was delighted to accept.” In this discourse the symptoms subjecthood, number agreement, entities in non-adjunct phrases are present (among others) with the candidate Mary, the symptoms gender agreement, number agreement, entities in non-adjunct phrases are observed with the candidate John and finally number agreement and recency are present with the candidate the party. 


� If a specific factor is not applicable to a language, then its importance or weight for this language will be 0.


� Some of the original terms used by Byron has been replaced with equivalent terms introduced in Chapter 1.


� Implemented by Catalina Barbu.


� To a certain extent, the critical success rate ([37]) addresses this issue in the evaluation of anaphora resolution algorithms by providing the success rate for the anaphors that are more difficult to resolve.


� The reason why many approaches would prefer the wrong candidate the cassette to the correct one the videoplayer is because indirect objects and noun phrases which are contained in adverbial prepositional phrases are usually penalised ([32],  [38]). Similarly, centering theory regards direct objects as more salient than indirect objects ([64]).


� Parallel bilingual English-French corpora are produced in most cases either on the basis of translating an original English text into French or on the basis of translating original French text into English.


� MARS was implemented by Richard Evans ([53]).


� Practically with exception of WordNet and EuroWordNet.





