Contents

2Chapter 1: Introduction to Shallow Parsing and Morphological Analyzer


21.1.
Shallow Parsing


21.2.
Part of Speech tagging


21.2.1.
Rule Based Part of Speech Taggers


31.2.2.
Stochastic Part of Speech Taggers


31.3.
Chunking


41.4.
Some challenges to shallow parsing


51.5.
Use of Morphological Analyzer in POS tagging


61.5.1.
Disambiguation rule learning


8References


9Appendix


9A.1. A brief introduction to some linguistic terminologies




Chapter 1: Introduction to Shallow Parsing and Morphological Analyzer
1.1.  Shallow Parsing

Shallow Parsing is a natural language processing technique that attempts to provide some understanding of the structure of a sentence without parsing it fully (i.e. without generating a complete parse tree). Shallow parsing is also called partial parsing, and involves two important tasks:-
1. Part of Speech tagging

2. Chunking

In this chapter we will discuss each of these briefly and then look at some methods of POS tagging and Chunking in the subsequent chapters.

1.2. Part of Speech tagging
Part of Speech tagging is the process of identifying the part of speech corresponding to each word in the text, based on both its definition, as well as its context (i.e. relationship with adjacent and related words in a phrase or sentence.)

E.g. if we consider the sentence ‘The white dog ate the biscuits’ we have the following tags

The [DT] white [JJ] dog [NN] ate [VBD] the [DT] biscuits [NNS]

There are two main approaches to automated part of speech tagging. Let us discuss them briefly. 

1.2.1. Rule Based Part of Speech Taggers


Rule based taggers use contextual and morphological information to assigns tags to unknown or ambiguous words. They might also include rules pertaining to such factors as capitalization and punctuation.

E.g.

1. If an ambiguous/unknown word X is preceded by a determiner and followed by a noun, tag it as an adjective (contextual rule).
2. if an ambiguous/unknown word ends in an -ous, label it as an adjective (morphological rule).
Advantages of Rule Based Taggers:-

a. Small set of simple rules.

b. Less stored information.
Drawbacks of Rule Based Taggers:-

a. Generally less accurate as compared to stochastic taggers.


1.2.2. Stochastic Part of Speech Taggers

Stochastic taggers use probabilistic and statistical information to assign tags to words. These taggers might use ‘tag sequence probabilities’, ‘word frequency measurements’ or a combination of both.

E.g.

1. The tag encountered most frequently in the training set is the one assigned to an ambiguous instance of that word (word frequency measurements).
2. The best tag for a given word is determined by the probability that it occurs with the n previous tags (tag sequence probabilities)

Advantages of Stochastic Part of Speech Taggers:-

a. Generally more accurate as compared to rule based taggers.

Drawbacks of Stochastic Part of Speech Taggers:-

a. Relatively complex.

b. Require vast amounts of stored information.

Stochastic taggers are more popular as compared to rule based taggers because of their higher degree of accuracy. However, this high degree of accuracy is achieved using some sophisticated and relatively complex procedures and data structures.

1.3. Chunking
Chunking is the process of dividing sentences into series of words that together constitute a grammatical unit (mostly either noun or verb, or preposition phrase). The output is different from that of a fully parsed tree because it consists of series of words that do not overlap and that do not contain each other. This makes chunking an easier Natural Language Processing task than parsing.

E.g.


The output of a chunker for the sentence


‘The white dog ate the biscuits’

would be,


[NP The white dog] [VP ate the biscuits]

On the other hand, a full parser would produce a tree of the following form:-
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Thus, chunking is a middle step between identifying the part of speech of individual words in a sentence, and providing a full parsed tree of it.
Chunking can be useful for information retrieval, information extraction, and question answering since a complete chunk (Noun, Verb or Preposition Phrase) is likely to be semantically relevant for the requested information. In the above example, “the white dog” might be an answer or part of a question that involves the document, and it has the potential to be more relevant than each of the words in it.

1.4. Some challenges to shallow parsing
1. Training data requires manual tagging or chunking. This data is expensive. 


2. Training data can be noisy: contain interruptions, corrections, typographical errors, etc.

3. Lexical ambiguity: A word may belong to different categories depending on the context in which it is used. 

E.g. the word “bear” can be a noun or a verb

a. The bear (NN) was huge.

b. I cannot bear (VB) it anymore.

4. Training data can be inconsistent, with one instance of an identical or similar text being chunked one way and with another instance being chunked in a different way. It is difficult for a machine learning algorithm to produce a correct set of rules from such training data since it is unclear what the correct output is.

1.5.  Use of Morphological Analyzer in POS tagging

MD uses the affix information of a word for POS tagging. It does not consider any contextual information except for looking at the previous and next words in a verb group to identify the main verb and auxiliary verbs. The POS tags are identified by doing a lexicon lookup of the root word. This is especially useful for morphologically rich Indian languages like Hindi which inflect for gender, number, case etc. The figure below shows the various components of the Pos tagger. An “ambiguity resolver” (which is discussed later) is added to improve the accuracy of the Pos tagger.
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Image from [Pushpak et al. 2006]

Stage 1 (Processing at Word level): -


Here, we try to extract the stem of a word by getting rid of the inflectional morphemes. This is done with the help of a stemmer in conjunction with lexicon and suffix replacement rules. The stemmer outputs all possible root-suffix pairs and all possible POS categories for each word. If the word is not present in the lexicon or does not carry any inflectional suffix then derivational morphology rules are used.

Stage 2 (Processing at Group level): -


Here, a Morphological Analyzer (MA) is used to add morphological information by analyzing the information stored in the suffixes extracted in stage 1. These suffixes can be used to gain more information about nouns and verbs as mentioned below: -

Nouns:-


In the case of nouns these suffixes provide information about “Number” (i.e. singular or plural). The information about “Case” is obtained later by looking at the neighboring words.

E.g. the suffix याँ (ya) in लङकियाँ (ladkiya) provides information about number (indicating plural).

Verbs: -                                                                                                                                           GNP information is extracted from the suffixes found in stage 1. TAM values are identified in the next stage (Verb Group Identification). Each component of the morpheme is analyzed separately to get the GNP information. This is done by consulting a morpheme analysis table consisting individual morphemes with their paradigm information.

E.g. if we consider the word सोएगा (soega) in Hindi then MA should give us the following output

Stem: सो (so) 

Suffix: एगा (ega)
Category: Verb

Morpheme 1 : ए
Analysis: 3 Per, Sg

Morpheme 2 : ग
Analysis: Future

Morpheme 3 : आ
Analysis: Masculine

Stage 3 (Verb Group Identification):-


The structure of Hindi Verb Group is relatively rigid and can be analyzed using simple syntactic rules. The verb group is analyzed from left to right marking the first verb as the main verb or copula verb and marking every other member of the group as an auxiliary verb. Main verbs and copula verbs can occur independently (i.e. without any auxiliary verbs) whereas auxiliary verbs always occur with main verbs (or copula verbs). As a result we get a very high accuracy for auxiliary verbs.

Stage 4 (Ambiguity resolver):-


According to the tagging process used in stage 1, a word will get ‘n’ tags if it belongs to ‘n’ POS categories. If we consider this as an error than the accuracy of the tagger is 73.62% which is still better than that obtained by a simple lexicon lookup based tagger (61.19%). To increase the accuracy of the Morphology Driven Tagger we need to design some disambiguation rules to resolve the ambiguity in case of multiple tags. The simplest approach would be to choose the most frequent tag as the tag for the word. This approach (known as baseline tagging) gives an accuracy of 82.63%. However, the accuracy of MD tagger can be improved by using some machine learning techniques. The tagger being discussed here uses a decision tree based learning algorithm (CN2) for disambiguation rule learning.  

1.5.1. Disambiguation rule learning

Training Corpus:


A training corpus was built by collecting sentences form BBC news site. The MD tagger was used to assign tags to all words. Ambiguities were resolved manually by using contextual information.

Learning:                                                                                                         
Training instances were created for each Ambiguity Scheme (as discussed before) and for Unknown words. The training instances took into account the POS tags of the neighboring words. 

Rule Generation:


CN2 algorithm is applied over all instances to generate actual rule-sets for each Ambiguity scheme. The algorithm produces a set of IF-THEN-ELSE rules for each ambiguity scheme including unknown words. 

E.g.

One possible rule for the Ambiguity Scheme Conjunction-Noun-Postposition would be

IF (Prev_word is NOUN or PRONOUN) THEN


Current_Word is Postposition
ELSE IF (Prev_word is VERB) THEN


Current_Word is Conjunction
ELSE


Current_Word is Noun
Tagging:


During tagging the Ambiguity Scheme of every ambiguous word is constructed and the corresponding rule-set is traversed to get the contextually appropriate rule. The tag output by this rule is then assigned to the word.
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Appendix

A.1. A brief introduction to some linguistic terminologies

Lexeme: - a set of words that are different forms of "the same word". 

E.g.

eat, ate and eating are forms of the same word.

Morpheme: - the smallest lingual unit that carries a semantic interpretation.

E.g.

The word unbreakable has 3 morphemes “un” – a bound morpheme (it has to occur with other morphemes), “break”- free morpheme and “able”. Both “un” and “able” are affixes.

Inflection: - is the process of modifying a word to reflect grammatical information such as gender, tense, number or person.

E.g. 

The noun dog is inflected by appending the inflection morpheme “–s” to form dogs (to reflect number) 

The verb speak is inflected by appending the inflection morpheme “–s” to form speaks (to reflect third person) 

Stem:-
A stem, in linguistics, is the combination of the basic form of a word (called the root) plus any derivational morphemes, but excluding inflectional elements.
Morphosyntax: - The part of grammar that covers the relationship between syntax and morphology is called morphosyntax.

E.g.

Grammatical agreement rules that require the verb in a sentence to appear in an inflectional form that matches the person and number of the subject.

Copula Verb: - A word used to link the subject of a sentence with a predicate. 

E.g. 

When the area behind the dam fills, it will be a lake
