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Texts & Papers:

1. Stokes, H. H., Specifying and Diagnostically Testing Econometric Models, 2nd Ed. Quorum Books 1997.  This is our main text book.  Heavily revised chapters will be distributed from the class web page.
2. Greene, William., Econometric Analysis, 6th, Prentice Hall, 2008  or edition 7 th  2011. This book provides a discussion of the key theoretical aspects of the course. Data sets from many editions of Greene are in 
                                     /usr/local/lib/b34slm/greene08.mac 
        or with the PC version in 
                                     c:\b34slm\lib\greene08.mac.

Stata *.dct files are supplied for all Greene8.mac files.  Details are supplied below.

       Older datasets are in 

               /usr/local/lib/b34slm/greene.mac 
        or with the PC version in 

                                     c:\b34slm\lib\greene.mac.
3. sas_b34s_matlab.doc contains a basic review of Statistics, some sample problems and an introduction to SAS, B34S, Stata and Matlab, by Houston H. Stokes. This file is distributed as sas_b34s_matlab.doc with the B34S and is available on line.  We will go through this handout the first class. This way we start slowly!
4. b34w_qs illustrates running the Display Manager with screen captures. This is distributed with B34S.

5. b34ssq2.pdf which contains  “SAS® / B34SQuick Start” By. Houston H. Stokes. This distributed as b34sqs2.pdf with the b34s program. This file should be downloaded and printed before the second week.

6. scab34s.pdf  discusses nonlinear capability of B34S and SCA. This is available on line under the B34S page and is also distributed with the B34S. This discusses ARCH and GARCH options. 
Note:  (7-9) are available on my web page.

7 . Stokes, Houston H. "On the Advantage of Using Two or More Econometric Software Systems to Solve the Same Problem," Computational Econometrics: Its Impact on the Development of Quantitative Economics. Special Volume of Journal of Economic and Social Measurement 29 No.1-3, 2004, 307-320. 

8. Stokes, Houston H. "The Evolution of Econometric Software Design: A Developer's view," Computational Econometrics: Its Impact on the Development of Quantitative Economics. Special Volume of Journal of Economic and Social Measurement 29 No.1-3, 2004, 205-260. 

9. Stokes, Houston H. "Econometric Software as a Theoretical Research Tool," Computational Econometrics: Its Impact on the Development of Quantitative Economics. Special Volume of Journal of Economic and Social Measurement 29 No.1-3, 2004, 183-188. 

 10. Baltagi, Badi. (2005) Econometric Analysis of Panel Data. Third Edition, John Wiley and Son:

 Hoboken, NJ.

 11. Baum, Christopher. An Introduction to Modern Econometrics Using Stata, 2006 Stata Press" 

  College Station, Texas. An Excellent book by the editor of the Stata Journal.

 12. Cameron, A, Colin and Pravin Trivedi. Microeconomics Using Stata  Revised Edition 2010 Stata
 Press College Station, Texas.  This is a key reference for anyone doing microeconometrics, especially if you are using Stata. 
13. Cameron, A, Colin and Pravin Trivedi. Microeconomics 2005 Cambridge: Cambridge University Press.  This contains theory to support reference 13. This book and Wooldridge (2010) (See reference 15) are the key references to Microeconometric theory.
14. Wooldridge, Jeffrey. Econometric Analysis of Cross Section and Panel Data. Second Edition. MIT Press 20910.

15.  Rabe-Hesketh, Sohia and Anders Skrondal. Multilevel and Longitudinal Modeling Using Stata: Volume 1: Continuous Responses. Volume 2: Categorical Responses, Counts and Survival Third Edition Stata Press 2012
16. Kohler Ulrich and Fraunke Kreuter. Data Analysis Using Stata. Third Edition, Stata Press 2012

This is a key reference to get you going with Stata
17. "Economic Data Issues," Zvi Grilichles.  Chapter 25 in Vol. III Handbook of Econometrics
18. "Limited Dependent Variables,"  Phoebus Dhrymes. Chapter 27 in Volume III Handbook of Econometrics
19. "Random and Changing Coefficient Models," Gregory Chow. Chapter 21 Vol II Handbook of Econometrics
20. "Applied Nonparametric Methods," Wolfgang Hardle & Oliver Linton. Chapter 38 Vol IV Handbook of Econometrics
21. "Aspects of Modeling Nonlinear Time Series,"  Timo Terasvirta, Dag Tjostheim Clive 
 
       Granger. Chapter 48 Vol IV Handbook of Econometrics
22. Kalaba, R. and Leigh Tesfatsion, "Time-Varying Linear Regression Via Flexible Least Squares," Computers and Mathematics with Applications: Special Issue on System-Theoretic Methods in Econometric Modeling, (1989) 17,1215-1245.

23. Tesfatsion, Leigh and John Vietch. "U. S. Money Demand Instability: A Flexible Least Squares Approach," Journal of Economic Dynamics and Control (1990) 14, 151-173.

Excellent Reference books in Econometrics: 

If more information is wanted on nonlinear and simulation methods obtain:


· Davidson, Russell and James MacKinnon, Econometric Theory and Methods, 2004 Oxford University Press. Datasets from this book are in /usr/local/lib/b34slm/d_k_data.mac

If more information is wanted on time series issues obtain: 

· Enders. Walter, Applied Econometric Time Series, Second Edition, 2004, New York, Wiley.
      Data sets from this book are in b34sdata.mac.

· Tsay, Ruey. Analysis of Financial Time Series, Third Edition, 2010, New York, Wiley. Data sets from this book are in  findat01.mac, findat02.mac,findat03.mac and findat04.mac.

· Stock, James and Mark Watson. Introduction to Econometrics, Third Edition, 2011, Boston, Addison Wesley.

Purpose of the Course: 

The purpose of this course is to prepare you to do applied econometric work. Stress will be laid on teaching you how to select the appropriate model, to select the appropriate statistical techniques and to setup and run the appropriate computer package. Topics covered include OLS specification tests, BLUS and LUS residual analysis techniques, 2 and 3 stage least squares, PROBIT, LOGIT, TOBIT, Poisson, L1 models, MINIMAX models and nonlinear least squares models. Error Component models will be discussed only in the context of the alternative SUR approach. Emphasis will be placed on methods to test for and correct the dynamic specification of models and to select the appropriate functional form. The B34S matrix command and/or matlab will be used to introduce you to the basic programming skills that are increasingly being used in modern econometric research. Stata programming capability (Meta) can also be used, although it is substantially more difficult.  The goal is to free you from the problem of only being able to do what the software designers allow you to do. Where ever possible, computer setups or templates are provided to assist to in your analysis. These should be studied and modified for your work. In many cases the computer part of the assignments can be done rather quickly using cut and paste off the web, or this document if it is on your computer. Developing capability and familiarity to be able to work using a number of software systems is an important part of the learning experience in this course, since it is usually important to use more than one software system if the calculations are at all complex. This is especially true for nonlinear methods. 
Plan of the Course and Grading: 

The course will be graded 30 points for the final and 70 points for case studies (ten points per case study). Of the 30 points allocated to the final, 15 are earned as part of the "take home" (due on the exam date in May 2013) that involves estimation questions and is done individually by each student. The remaining 15 points of the final are taken on the final exam date. When taking the in-class final, students can have two pages of notes on a paper the size of this assignment sheet. The in-class portion of the final is intended to help prepare the student to take the econometrics preliminary exam and assist the DGS and Department head in evaluating your progress and knowledge. More detail on the nature of the questions in this test will be provided in class.  A good way to study would be to look at past econometrics prelim questions. 

On time Submission of Assignments. 

Each students must each turn in all computer projects on time to receive credit. Unless there is written permission, every late day turning in an assignment will deduct 25% of the maximum points. Many students find it helpful to discuss/work on their computer projects with one other student.  This is allowed, as long as each person writes up the answers to the problems. What is important is to discuss results clearly and with understanding. While each student must complete all assignments, on the case studies, a student may work with one other student provided that the other student's name is listed on the title page. Once a student starts to work with a partner no changes are allowed unless given explicit permission from the professor. If the assignment submission is found to be the same for both partners, the total points on each paper will be reduced.   No electronic submissions of homework will be accepted.
Computer Problems: 

For many of you this will be your first time using the computer for serious work. It is important that you do not shrink from this aspect of the course. Computer work is exacting and is necessary for research. The problem sets run on your PC if you obtain the needed software or in our lab on the 7th floor. The Economics department Linux machine smith.econ.uic.edu which contains Stata, SAS, Rats, Matlab and B34S, can also be used. Most of you probably have accounts on smith, if not you should get one as soon as possible since you will need it for much of your work that involves software for which you do not have a license.
Attaching masses of computer output is NOT a substitute for writing in a clear fashion. The ability to teach you to be able present econometric results in written form is a major goal of the course and will be given weight in the grading of projects. It has been my experience that the first stage of writing up your research is to prepare tables of your results. This will force you to fully understand what you have done and what you might do. Once the results are in tables, then the writing up phase is substantially easier.  If you are doing “routine” or “contract” type analysis, then what you are doing and the implications of what you are doing are clear from the outset. In research, the results should be new and hard to fully anticipate. Thus a new approach is needed.
Getting Started:

The paper “SAS® / B34S Quick Start“ provides a quick introduction to SAS, Stata and B34S programming as well as showing some interesting simple datasets. B34S has complete on-line help. Users can print up the complete help file or part of it. B34S help documents for each command are given on the B34S page under my web page. The files are *.doc and can be viewed with kedit or word 97. Probably the best thing is to print out only the commands you need.  B34S help files are also available from the Display Manager. In addition a number of PDF help files are available from the Display Manager on the PC provided to you have Acrobat to read these files.
The assignment sheet has been designed to be dynamically used to load data and copy assignment setups. It is highly recommended that each student maintain an up-to-copy of the assignment sheet. Students should routinely consult the class news page for late breaking information. Students wishing to load B34S on their own machines can obtain a free copy of the software that I make available for this class. The license will turn on all commands for a fixed time interval than can be renewed. Any former students of mine that are currently in the UIC Economics graduate program will be able to obtain updates to the student b34s.ini file. It is my firm belief that having software that you can run on your home machine is most important. All software will be demonstrated in class. Once you have the special b34s.ini file, during the time limit for the software you can download updates from the web. Students wanting SAS can obtain a student license for a nominal fee. SAS for graduate students is quite expensive. A student RATS license can be obtained at about a 50% discount. This software does not require a yearly fee. Stata also has a student version and is a good purchase, especially if you are going into microeconometrics.  For time series applications RATS is a very good software to use.

The instructor will provide timely help if asked. What has worked well in the past is to either call me (773)-643-4383  or (269)-426-4740  (up to 9:00 pm) or  in my office (312)-996-0971 or contact me with e-mail. hhstokes@uic.edu, hhstokes@gmail.com and mail the setup that does not work. It does little to say. “The program is not running.” Alternatively if we are on the phone I can log into your smith account and fix things with us both logged on. This way problems will get fixed in a timely manner. It is not a good idea to leave such questions to the last moment or to wait for the weekly class. Also make use of our TA who is a software expert, especially in Stata.
Assignments
Week 
Topic                           



Reading

1-2
Review                         



Notes1.doc









b34sqs.doc

Stokes Ch. 1-2

Review:   Greene Appendix A-E, 
and chapter 2.  The importance of appendix E      will be discussed in the course in various places
Grilichles (17)
3-4    
BLUS Residual Specification tests,


Theil(1971) Ch. 5 

Heteroscedasticity, GLS                                 Stokes Ch. 1-2,

Introduction to Tobit 
83 – 87

Autocorrelated Disturbances
   

Greene (2008)  Ch. 8, 19 & pages 871-881






Stokes (2004 # 7)

Problem Set # 1 (3rd Week)
5-7    
Recursive Residuals, GLS,



Stokes Ch. 9, 321-330


Spurious Regression, FLS



Greene  (2008 741-744)
Kalaba, R. and Leigh Tesfatsion, 

(1989) 22,1215-1245).

Tesfatsion, Leigh and John Vietch.

 (1990 23, 151-173).









Chow (17) 



Problem Set # 2 (5th Week)
                        Problem Set # 3 (7th Week)
8-9    
Restrictions on the Range of the


Stokes Ch. 3

Dependent Variable



Greene (2008)  Ch. 21
                                                                        Stokes(2004 # 8)







Dhrymes [16]


Problem Set # 4 (9th Week)
10-11  
Instrumental Variables & 2SLS-3SLS

Greene (2008) Ch. 12-13 

          







Stokes Ch. 4

Problem Set # 5 (11th Week)
12
QR and PC regression and Partial Least Squares estimation:



Stokes Ch. 10 









Greene (2008) Appendix E









Run regression tests in stattest.mac

13-14
Nonlinear Estimation




Stokes Ch. 11

Greene (2008) Ch. 11
Run NL and ML test cases in matrix.mac.  
Study setups of B34S and RATS. Note that   
there is a revised version of Stokes chapter 11 
on the web
Hardle-Linton (20)
Terasvirta, Tjostheim, Granger (21)


Problem Set # 6 (13th Week)







       
         
Problem Set # 7 (15th Week)
15         Review
Road Map to Econometrics

In Economics 534 you looked at the theory of OLS estimation. In Economics 535 we will look at how to test for problems that may have occurred and what to do if a key assumption is known to be or might be violated. This is a sketch on what we will be doing this term and is 537-538 if you take these courses. 

A  multiple input time series model (Transfer Function Model) can be written as  
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where 
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(2)
which is an ARIMA model or filter. Generalized Least Squares with one right hand side variable is another special case of (1)
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If in addition we assume an AR(k) error process, (3) can be written as
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Such a model can be estimated in three passes assuming that 
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where 
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 contains no autocorrelation. The estimated model is
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Which can be calculated in one pass with nonlinear methods or three passes if we lag the basic equation, multiply through by 
[image: image18.wmf]1
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, subtract and run OLS on the smoothed data. 
How to identify and estimate the more general (2) is an important learning objective that is covered in Economics 537. ARIMA models such as (2) have proved to be very popular in finance. The volatility or the second moment of a stock model, is often of equal or more interest than the level of first moment which may be hard to forecast since some theories argue that it is essentially random in an efficient market. Assuming 
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 is all information known up to period t-1, then (2) assumes constant conditional variance or 
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In Economics 535 we try to correct the heteroskedasticity or failing this use various White estimators to get “robust” SE’s. The Newey-West estimator is used to adjust the SE of the regression for autocorrelation.  The B34S job OLSQ_GLS in matrix.mac illustrates these techniques and in addition illustrates the MARS technique to test for nonlinearity. The ARCH and GARCH class models relax the constant conditional variance assumption and model any heteroskedasticity directly.
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Generalized least squares estimation of a two input model writes (1) as
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At issue is whether the lags on the independent variables are correct?  This can be tested by cross correlating the error term with lags of these variables. It is important unless theory dictates otherwise, that lags should be tested. Remember, the Durbin-Watson test is only for first order series correlation. It will not pick up seasonality or more complex patterns in the residual. Because the residual is not of the LUS class, it has an indeterminate zone. 

Whether variables 
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 are dynamically exogenous can be tested by seeing if lags of the error term map to the right had side variables. If that is found, a VAR, VARMA or VARMA model that allows for feedback is required. If lags of  
[image: image25.wmf]1

x

 and 
[image: image26.wmf]2

x

 map to the error term, the lags in the estimated model are not appropriate.
Granger (1969) causality attempts to correct for possible unit roots in the error, or 
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is superior in the sum of squares sense to a model where 
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If there is no noise model and no lags, then (1) can be written as the usual OLS model
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which is a special case.  Problems can arise if the range of y is restricted. Such can be the case if y is the score on a test with 100 points.  In this situation, Tobit models are needed.

If y is a category variable,  such as smoker=1 and not a smoker=0, then OLS is not appropriate since what is less than not a smoker?  More than a smoker?  Probit and logit models are needed.  If the categories are ordered ( such as the number of kids), multinomial probit can be used. Random Forest Models are an alternative way to proceed.  Such models can be validated by use of a confusion matrix. Bagging can be used with many techniques to validate results.  If there are a large number of zero values, Poisson  models are useful. Poisson, probit, logit and multinomial logit models require nonlinear estimation where a closed form solution, such as is the case with OLS, is not available.
Equation (1) assumes that parameters are stable over the range of the variables and through time.  If parameters vary based on the value of the exogenous variable, GAM (General additive models) and MARS models provide a way to adjust the equation by modeling kinks in the hyperplane. These modeling techniques are discussed extensively in Economics 538. GAM models show smooth adjustment. MARS models show thresholds and interactions. Recursive residual analysis for both cross section model and time series models can be used to detect these problems. The former tests if the coefficients vary as the explanatory variable changes. In the latter case the hypothesis tested is whether the coefficients are stable over time.
BLUS residual analysis shows the conditions need to estimate best linear unbiased scaler (covariance) residuals. The recursive residual procedure is based on analysis of LUS residuals.  A recursive residual model  for N observations and k right hand side variables estimates for the first k observations and uses these coefficients to calculate the residual on the k+1 data point.  Recursive residuals have an expectation of summing to 0.0 but are not constrained to sum to 0.0 as is the case for OLS residuals. The CUSUM test, the CUSUMSQ, the Quant Likelihood ratio can be used to detect changes in structure that occur due to time or in the case of cross section models due to the level of the variable.
While OLS minimizes the sum of squared errors but holds the parameters fixed, flexible least squares 

assuming N observations, defines measurement error as
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And dynamic error as
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Define 
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 as the weight. For every 
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 flexible least squares minimizes the incompatibility cost
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As 
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 the OLS sum of squares since in this case the coefficients do not change or 
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 and the coefficients move so as to minimize 
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. Let the unique coefficient sequence that minimizes the incompatibility cost be defined as the flexible least squares (FLS) solution at time N, conditional on
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.   This technique shows what happens to a coefficient when it is allowed to move. This tests if the OLS assumption of fixed coefficients is binding? Which coefficients will move when they are allowed to move?
Important OLS topics to be discussed include:

· Detection of the conditions for a spurious regression.

· The effect of errors in variables on coefficients (a demonstration is shown in 2.14 

of Stokes (20xx).
· Bagging (see section 2.16).

All the above models are "single equation" in that there is one dependent variable.  Consider a model of the form:
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Here the partial  
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 as would be the case with OLS.  2SLS, GMM and LIML are used to attempt to correct for this problem by replaying the endogenous variables on the right with their instruments. Equation system (14) is a structural model which is built based on a theory of the system. If the instruments, that are used to remove endogenous effects in the right hand side variables, are “poor”  errors in variables theory indicates the coefficients will be biased. Various tests such as Sargon, Anderson, Basmann, Hausman  can be used to test ii the instrumental variables (IV) model is correct.  If there is a relation between the errors of the two equations, 3SLS can be used. 

For a more general case consider a system of G equations with K exogenous variables
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 (15)

where 
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is the kth exogenous variable for the ith period, 
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 is the jth endogenous variable for the ith period, and 
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 is the jth equation error term for the ith period. If we define
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equation (15) can be written as
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If all observations in 
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are included, then


[image: image51.wmf]11121

1112111121

2122221222

21222

1212

12

...

......

......

...

X=Y=U=

..............................

...............

......

...

N

NN

NN

N

kkkNGGGN

GGGN

uuu

xxxyyy

xxxyyy

uuu

xxxyyy

uuu

éù

éùéù

êú

êúêú

êú

êúêú

êú

êúêú

êú

êúêú

êúêú

ê

ëûëû

ëû

ú


and equation (15) can be written as


[image: image52.wmf]BYXU

+G=

   
(17)

From equation (17), the constrained reduced form can be calculated as
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In Economics 538 we relax the assumption that the errors between the equations are related only in the current period and jointly estimate multiple series in a manner that allows errors from one model to map to another model dynamically. A VARMA model is a major extension of a 3SLS model where the error terms were allowed to be related only contemporaneously.  In a VARMA model
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has been suitably differenced to achieve stationarity. Assuming k=3, then (8) can be written in expanded form as


[image: image59.wmf]11121311112131

21222322122232

31323333132333

G(B)G(B)G(B)D(B)D(B)D(B)

G(B)G(B)G(B)D(B)D(B)D(B).

G(B)G(B)G(B)D(B)D(B)D(B)

tt

tt

tt

xe

xe

xe

éùéùéùéù

êúêúêúêú

=

êúêúêúêú

êúêúêúêú

êúêúêúêú

ëûëûëûëû


(20)
If for 
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then equation (15) reduces to three ARIMA models of the form  of equation (2), where
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and
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and where 
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In such a situation, a transfer function of the form of equation (1) can be estimated. If, on the other hand for j > i
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and/or
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then there is feedback in the system and a transfer function model of the form of equation (1) is not the appropriate way to proceed.  The above discussion has highlighted the fact that the VARMA model of the form of equation (20) is a very general functional form of which the transfer function and the ARIMA model are increasingly more special cases. If we assume that  
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 or that D(B) is a matrix of degree 0 in B, then equation (20) reduces to the VAR form of the model
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where 
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. In the more general case, a VARMA model, such as equation (20), can be written as a VAR model, provided that D(B) is invertible. Here
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In a like manner, equation (8) can be written in VMA form as
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ADVANCE \d3or that G(B) is a matrix of degree zero  in B. In general,
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if G(B) is invertible, provided that invertibility conditions are satisfied. Cointegration analysis, based on the use of unit roots, helps determine if in fact (8) is an appropriate representation.

The Error-Components model is very important in micro econometrics. Assume a panel dataset of 1000 women who were observed for 72 months in a test of the negative income tax.  Fixed-effect and random effects model can be used to correct for individual and time effects by adjusting the intercepts. It can be shown that a fixed effect model is equivalent to putting in a dummy for each women and each time period.  The time correction here is not monotonic as would be the case if a time trend had been used.

Multicollinear data problems can be dealt with using the QR approach to estimation. Stata uses this method by default. Shrinkage models such as PC, PLS, Ridge, Lasso, Elastic Net can be used. These are especially important in financial modeling.

Nonlinear estimation is increasingly important.  If the model is known, zero finder routines can be used. If the model is not known but it can be assumed that the derivatives are continuous, projection pursuit models can be used. As noted in Hastie-Tibshirano-Friedman (2009,  390), projection pursuit is a universal approximator that can approximate any continuous function arbitrarily well. 
Problem Datasets – Using the Software Resources
Datasets from Greene (2008) are contained in the B34S mac library greene08.mac. On the unix machine smith the file is

/usr/local/lib/b34slm/greene08.mac

the b34s command 

b34sexec options macindex('/usr/local/lib/b34slm/greene.mac'); b34srun;

will produce the list of all the datasets available for the older versions of Greene.  We will be using the file greene08.mac which contains newer Greene (2008) data.
Mac file name c:\b34slm\lib\greene08.mac

 Begin #            Name           Heading

        1           TABLE1_1       1.1 Keynes Consumption Function

       13           TABLE2_1       2.1 Fit of a Consumption Function

       36           TABLE2_2       2.2 US Gas Market 1953-2004

      213           TABLE3_1       3.1 Investment Equation

      242           TABLE3_2       3.2 Koop & Tobais Labor Data

    18179           TABLE4_1       4.1 Labor Supply from Morz

    19728           TABLE4_2       4.2 Longley Data for Multicollinearity

    19756           TABLE4_3       4.3 Cross Section Cost Function

    19931           TABLE5_1       5.1 Macroeconomic Quarterly 19501 to 200IV

    20359           TABLE5_2       5.2 Production Function

    20405           TABLE6_1       6.1 Costs for US Airlines - Panel Data

    20515           TABLE6_2       6.2 World Health Organization Panel Data

    23923           TABLE6_3       6.3 Solow Technical Change

    23956           TABLE8_1       8.1 Harvey Data Expenditure Data

    24074           TABLE8_2       8.2 Baltagi-Griffin Gasoline Data

    24431           TABLE9_1       9.1 Cornwell-Rupert Labor Market Data

    36945           TABLE9_2       9.2 Munnell Productivity Data

    38595           TABLE9_3       9.3 Grunfeld Data (100 observations)

    38708           TABLE10_1      Cost Function 145 US Electric Producers

    38885           TABLE10_2      10.2 Manufacturing Costs

    38974           TABLE11_1      11.1 German Health Data

    93690           TABLE13_1      13.1 Klein Model 1 22 yearly 1920-1941

    93744           TABLE14_1      14.1 Statewide Data On Transportation

    93783           TABLE15_1      15.1 Dahlberg-Johanssen

    96181           TABLE16_1      16.1 Spector-Mazzeo Education Datas

    96206           TABLE19_1      19.1 Bollerslev-Ghysels Test Data

    96610           TABLE21_1      21.1 Moody AAA Rated Bonds

    96625           TABLE21_2      21.2 Money Output Plus Mode Data

    96784           TABLE23_1      23.1 Gender Economics Courses

    97204           TABLE23_2      23.2 Travel Mode 0-1 Data

    97637           TABLE24_1      24.1 Fair(1978) Redbook Survey on Marriage

   104024           TABLE24_2      24.2 LaLonde (1986) Earnings Data

   112079           TABLE25_1      25.1 Expenditure and Default Data

   116061           TABLE25_2      25.2 Fair (1977) Extramarital Data

   116679           TABLE25_3      25.3 Log-Linear Strike Duration

   116709           TABLE25_4      25.4 Ship Accident

   116782           TABLEFC_1      FC_1 Income and Education

     If the key maclist was used place of macindex, a complete listing of the files would be obtained. The Display Manager has a mac_index and mac_list command.

The command

         b34sexec options ginclude('greene08.mac'); b34srun;

Will give means of all data sets in this library.

Students wishing to use SAS could strip out the B34S control commands and substitute the appropriate SAS statements. Alternatively B34S itself can be used to generate SAS data steps.  Probably a better way is to use the SAS or RATS files that are available from the web page. The use of these files is shown below. 
The greene08.mac  file is in sequential form with the members separated by

==name

    file here

== 

As noted, complete SAS, Stata and RATS setups are on the class web page and on smith in
/usr/local/lib/hhsfiles/greene08_rats_sas

As an example to include the file Fair dataset fair place

%inc  '/usr/local/lib/hhsfiles/greene_rats_sas/fair.sas';

in a sas datafile such as test.sas

The command

sas test

will produce test.lst and test.log files !

To perform the same task on smith using RATS, create a file  
fair.pgm

containing the lines:

all 4000                                                                  

open data /usr/local/lib/hhsfiles/greene_rats_sas/fair.por                

data(format=portable)                                                     

table                                                                     

The command

rats fair.pgm  fair.out

produces

UNIX RATS 6.20. Run on Jan 17 2007                                              

(c) 1992-2005 Thomas A. Doan. All rights reserved                               

all 4000                                                                        

open data /usr/local/lib/hhsfiles/greene_rats_sas/fair.por                      

data(format=portable)                                                           

table                                                                           

     Series        Obs       Mean        Std Error      Minimum       Maximum   

ID                   601   1059.722130    914.904611      4.000000   9029.000000

X1                   601      0.845258      1.707146      0.000000      7.000000

X2                   601      1.000000      0.000000      1.000000      1.000000

Z1                   601      0.475874      0.499834      0.000000      1.000000

Z2                   601     32.487521      9.288762     17.500000     57.000000

Z3                   601      8.177696      5.571303      0.125000     15.000000

Z4                   601      0.715474      0.451564      0.000000      1.000000

Z5                   601      3.116473      1.167509      1.000000      5.000000

Z6                   601     16.166389      2.402555      9.000000     20.000000

X3                   601     15.973378      9.623805      4.000000     40.000000

Z7                   601      4.194676      1.819443      1.000000      7.000000

Z8                   601      3.931780      1.103179      1.000000      5.000000

In file
fair.out
The library /usr/local/lib/hhsfiles/greene08_rats_sas contains data from Greene edition 6. The names are table1_1  etc.  These files can be run on smith, or if the PC has SAS, then if table2_1.sas is clicked on from a web browser, the data will be automatically loaded in SAS. The fact that all data is available in many forms will facilitate experimentation with various software systems.

++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++

Stata use:

Stata *.dct files are available on the class ftp location for all Greene08 datasets. The link is on the E535 web page. Assume you download them into a directory c:\greene_stata
In Stata if one wants to load TABLE5_1 the command in Stata is

infile using "c:\greene_stata\table5_1.dct",clear
+++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++++
Using the Library from B34S Assuming you have B34S on your home PC:


Suppose the user wants to obtain the Gasoline Data in Greene (2008) table 2.2 on page 1081.

Create a file test.b34 containing

b34sexec options ginclude('greene08.mac') member(table2_2);

         b34srun;

b34sexec list; b34srun;

/; to run a simple regression

b34sexec reg;

model gasexp = income puc pnc;

b34srun;
The command

b34s test

produces the edited output file:

B34S 8.11C          (D:M:Y)  22/11/07 (H:M:S) 14:57:58   DATA STEP                      2.2 US GAS 53-2004               PAGE    1

 Variable    Label                                      # Cases      Mean        Std. Dev.    Variance      Maximum       Minimum

 YEAR      1                                                 52   1978.50       15.1548       229.667       2004.00       1953.00

 GASEXP    2 Per capita US Gas Consumption                   52   70.1019       57.5147       3307.94       224.500       7.40000

 POP       3 Population                                      52   225374.       38077.4      0.144989E+10   293951.       159565.

 GASP      4 Gas price Index                                 52   51.3430       30.8274       950.329       123.901       16.6680

 INCOME    5 Per capita income                               52   16805.1       5552.03      0.308250E+08   27113.0       8685.00

 PNC       6 Price Index for New Cars                        52   87.5673       37.0874       1375.48       141.700       44.8000

 PUC       7 Price Index for Used Cars                       52   77.8000       51.0682       2607.96       158.700       20.7000

 PPT       8 Price Index for Public Transpostation           52   89.3904       69.1902       4787.28       210.600       16.8000

 PD        9 Aggregate price index consumer durables         52   78.2692       36.7827       1352.97       129.400       36.1000

 PN       10 Aggregate Price Index consumer non-dur          52   83.5981       48.6646       2368.25       172.200       29.5000

 PS       11 Aggregate price index consumer services         52   89.7769       66.9113       4477.12       222.800       19.4000

 G        12 Per capita US Gas Consumption                   52  0.493562E-05  0.105910E-05  0.112170E-11  0.631254E-05  0.278234E-05

 CONSTANT 13                                                 52   1.00000       0.00000       0.00000       1.00000       1.00000

 Number of observations in data file   52

 Current missing variable code         1.000000000000000E+31

B34S 8.11C          (D:M:Y)  22/11/07 (H:M:S) 14:57:58   LIST STEP                      2.2 US GAS 53-2004               PAGE    2

 Listing for observation      1 to observation      52.

 Obs       YEAR        GASEXP      POP         GASP        INCOME      PNC         PUC         PPT         PD          PN

       1    1953.       7.400      0.1596E+06   16.67       8883.       47.20       26.70       16.80       37.70       29.70

       2    1954.       7.800      0.1624E+06   17.03       8685.       46.50       22.70       18.00       36.80       29.70

       3    1955.       8.600      0.1653E+06   17.21       9137.       44.80       21.50       18.50       36.10       29.50

       4    1956.       9.400      0.1682E+06   17.73       9436.       46.10       20.70       19.20       36.10       29.90

       5    1957.       10.20      0.1713E+06   18.50       9534.       48.50       23.20       19.90       37.20       30.90

       6    1958.       10.60      0.1741E+06   18.32       9343.       50.00       24.00       20.90       37.80       31.70

       7    1959.       11.30      0.1771E+06   18.58       9738.       52.20       26.80       21.50       38.40       31.50

       8    1960.       12.00      0.1808E+06   19.11       9770.       51.50       25.00       22.20       38.10       32.00

       9    1961.       12.00      0.1837E+06   18.92       9843.       51.50       26.00       23.20       38.10       32.20

      10    1962.       12.60      0.1866E+06   19.04      0.1023E+05   51.30       28.40       24.00       38.50       32.50

…………………………………………….

 Listing for observation      1 to observation      52.

 Obs        PS              G

       1    19.400000      0.27823425E-05

       2    20.000000      0.28206130E-05

       3    20.400000      0.30235031E-05

       4    20.900000      0.31518345E-05

       5    21.800000      0.32196409E-05

       6    22.600000      0.33233356E-05

       7    23.300000      0.34342675E-05

       8    24.100000      0.34735438E-05

       9    24.500000      0.34511185E-05

      10    25.000000      0.35460660E-05
 B34S 8.11C          (D:M:Y)  22/11/07 (H:M:S) 14:58:40   REG  STEP                      2.2 US GAS 53-2004               PAGE    7

 REG Command. Version  1 February 1997

 Real*8 space available     15000000

 Real*8 space used          182

 OLS  Estimation

 Dependent variable                       GASEXP

 Adjusted R**2                            0.9263599613013667

 Standard Error of Estimate               15.60758004912477

 Sum of Squared Residuals                 11692.63463951220

 Model Sum of Squares                     157012.1151681801

 Total Sum of Squares                     168704.7498076923

 F( 3,       48)                          214.8526760770904

 F Significance                           1.000000000000000

 1/Condition of XPX                       4.256865036299654E-11

 Number of Observations                   52

 Durbin-Watson                            0.4154464565521205

 Variable          Coefficient         Std. Error           t

 INCOME   {  0}      0.73539332E-02      0.13406519E-02       5.4853412

 PUC      {  0}     -0.24726311          0.38880417         -0.63595797

 PNC      {  0}      0.74714710          0.55223306           1.3529561

 CONSTANT {  0}      -99.669939           18.662463          -5.3406638
The B34S command manual can be obtained under my web page in txt format. Specific help for a command such as the REG command is available if the job

b34sexec help=reg$ b34seend$

is placed in a file test.b34 and the command 

b34s test 

is given on smith or a PC from the command line. If you have B34S on your PC, the help and example facility may be the best way to proceed since you will be able to test a command.  

To get to the help file go to "help."  

To run an example go to "tasks" and clean the buffer. Next go to "load shell / example in Program Buffer" which can be run and the output viewed. 

The B34S web page contains a full help manual and individual help files for each command. Students are encouraged to use this facility. 
Stata Help:
Using Stata with the same dataset:
infile using c:\greene_stata\table2_2.dct,clear

summarize

regress gasexp puc pnc income

    Variable |       Obs        Mean    Std. Dev.       Min        Max

-------------+--------------------------------------------------------

        year |        52      1978.5    15.15476       1953       2004

      gasexp |        52    70.10192    57.51466        7.4      224.5

         pop |        52    225373.8    38077.42     159565     293951

        gasp |        52    51.34296    30.82741     16.668    123.901

      income |        52    16805.06    5552.026       8685      27113

-------------+--------------------------------------------------------

         pnc |        52    87.56731    37.08742       44.8      141.7

         puc |        52        77.8    51.06819       20.7      158.7

         ppt |        52    89.39038    69.19015       16.8      210.6

          pd |        52    78.26923    36.78272       36.1      129.4

          pn |        52    83.59808    48.66465       29.5      172.2

-------------+--------------------------------------------------------

          ps |        52    89.77692    66.91132       19.4      222.8

           g |        52    4.94e-06    1.06e-06   2.78e-06   6.31e-06

.

      Source |       SS       df       MS              Number of obs =      52

-------------+------------------------------           F(  3,    48) =  214.85

       Model |  157012.115     3  52337.3717           Prob > F      =  0.0000

    Residual |  11692.6346    48  243.596555           R-squared     =  0.9307

-------------+------------------------------           Adj R-squared =  0.9264

       Total |   168704.75    51  3307.93627           Root MSE      =  15.608

------------------------------------------------------------------------------

      gasexp |      Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

-------------+----------------------------------------------------------------

         puc |  -.2472631   .3888042    -0.64   0.528    -1.029006    .5344801

         pnc |   .7471471   .5522331     1.35   0.182    -.3631919    1.857486

      income |   .0073539   .0013407     5.49   0.000     .0046584    .0100495

       _cons |  -99.66994   18.66246    -5.34   0.000    -137.1933   -62.14654

------------------------------------------------------------------------------

Problem Set # 1 OLS, L1, MINIMAX, Moment Matrix, BLUS, Hetroskedasticity
Learning Objectives:

· Estimate and write up a multiple-input OLS model.

· Detect and deal with problems of multicollinearity and hetroskedasticity

· Understand the reasons for and how to use BLUS / LUS residual techniques.

· Understand White (1980) SE and alternatives.

· Try L1 and MINIMAX models and compare with OLS models. See effect of modifications of some of assumptions of OLS.

· Be able to estimate OLS using moment matrix. Understand how the moment matrix is used.
· Be able to test your model residuals for normality.
Study the Dataset listed on page 1091 of Greene (2008).

Use the TASKS Display Manager command to load the data or use the commands

b34sexec options ginclude('greene08.mac') macro(table25_1)$

                 b34seend$

In a SAS  command file  on smith the comment line is:
%inc  '/usr/local/lib/hhsfiles/greene08_rats_sas/table25_1.sas' ;

Means obtained will be

Variable    Label                                      # Cases      Mean        Std. Dev.    Variance      Maximum       Minimum

CARDHLDR  1 =1 => accept, =0 => reject                    1319  0.775588      0.417353      0.174184       1.00000       0.00000

MAJORDRG  2 Number of derogatory reports                  1319  0.456406       1.34527       1.80974       14.0000       0.00000

AGE       3 Age in years plus 1/12                        1319   33.2131       10.1428       102.876       83.5000      0.166667

INCOME    4 Yearly income divided by 10000                1319   3.36538       1.69390       2.86930       13.5000      0.210000

EXP_INC   5 Ratio monthly expenditure /year income        1319  0.687322E-01  0.946556E-01  0.895968E-02  0.906320      0.109091E-03

AVGEXP    6 Average monthly credit card expend            1319   185.057       272.219       74103.1       3099.51       0.00000

OWNRENT   7 =1 => own home, =0 => rent                    1319  0.440485      0.496634      0.246645       1.00000       0.00000

SELFEMPL  8 =1 => self employed, =0 => not                1319  0.689917E-01  0.253536      0.642805E-01   1.00000       0.00000

DEPNDT    9 1.0 + number of dependents                    1319  0.993935       1.24775       1.55687       6.00000       0.00000

INC_PER  10 Income divided by number of dependents        1319   2.15560       1.36351       1.85916       11.0000      0.700000E-01

CUR_ADD  11 Months at current address                     1319   55.2676       66.2717       4391.94       540.000       0.00000

MAJOR    12 Number of major credit cards held             1319  0.817286      0.386579      0.149443       1.00000       0.00000

ACTIVE   13 Number of active credit accounts              1319   6.99697       6.30581       39.7633       46.0000       0.00000

CONSTANT 14                                               1319   1.00000       0.00000       0.00000       1.00000       1.00000
1.  Using the above data order model

majordrg= f(age income exp_inc avgexp ownrent selfempl  depndt inc_per cur_add major active)
a. Which variables are significant?

b. Is the residual normal?

c. Any sign of heteroskedasticity?  If found what would this mean about your conclusions on a above?
Next sort with respect to age and major and estimate the model again. Use the default heteroskedasticity tests found in the B34S regression command and report what you find.  Why is sorting needed when using cross section data?
To get you going use the above code fragment for part of the problem:

b34sexec options ginclude('greene08.mac') member(table25_1); b34srun;

b34sexec regression residuala;

model majordrg=age income exp_inc avgexp ownrent selfempl

               depndt inc_per cur_add major active;

b34srun;

b34sexec sort; by age; b34srun;

b34sexec regression residuala;

model majordrg=age income exp_inc avgexp ownrent selfempl

               depndt inc_per cur_add major active;

b34srun;
Questions to think about and discuss in class.

1.  Is avgexp significant for complete model?

2. When does avgexp enter the stepwise model?  What does this tell you? (Help: avgexp is variable # 6)

3. If avgexp once was significant what variable "killed" its significance? What does this tell you?  

How might this logic exercise help you in research in a bias case?          

2. Discuss the BLUS residual procedure.  Why might we want to use BLUS residuals to test for serial correlation when we already have a Durbin Watson test?  

3. Greene (2008 pages 162-164) outlines the White (1980) approach to estimating a equation where heteroskedasticity is suspected but the exact form is not known. Briefly discuss what is involved. Rerun the model you estimated for question #1 using the White (1980) estimate of the standard errors. This can be done in B34S, RATS, Stata or SAS. In B34S use the REG command with the option WHITE or ACOV. For example:

b34sexec reg white$

model y = x z$

b34seend$

In SAS the option is ACOV. The command, which can be given on one line,  would be

proc reg; model y=x1 x2 / acov; run; 
In RATS the command is

                       linreg(robusterrors) y

          # constant x z 

In Stata
regress y x , vce(robust)

regress y x,  vce(h2)

regress y x,  vce(h3)

The b34s matrix facility can be used with the following

b34sexec matrix;

call loaddata;

call olsq(y x z :white :print);

b3srun;

For further detail consult the b34s help files and Stokes (200x).

Since White's 1980 paper there have been a number of proposed alternative estimators. These are characterized in Davidson and MacKinnon (2004 199-201) as HC1, HC2, HC3. These are also discussed in Greene. The below listed code will replicate the results in Greene (2003) table 11.1, Greene (2008) table 8.1 and Greene (2012) Table 9.1.  In addition the final White SE is calculated
/$

/$ Note Greene (2003) page 215 uses 72 observations. exp=0 is dropped.
/$ The same is true for Greene (2008)

/$

/$ :white1 and :white2 results in Greene(2003) Table 11.1

/$ Note that SE for :white2  for ownrent is 95.672 not 95.632

/$

/$ Davidson & MacKinnon (2004) 199-200 discuss these tests which

/$ are also discussed in Greene (2003) page 219-221

/$ The data for this problem are in Table F9.1 on Page 949 of 
/$ Greene (2003) and Table F8_1 in Greene (2008)
/; See also Page 274 of Greene (2012)

/$ File table8_1 has incomesq already built. 

/$ Table NF9_1 is 100% consistent with Greene and does not have incomesq
/$ built.

/$

b34sexec options ginclude('greene08.mac') member(table8_1); b34srun;

/$

b34sexec data set dropmiss;

/;

/; commented out since incomesq already built in dataset
/; build incomesq;

/; gen incomesq=income*income;

/;

gen if(exp.le.0.0)exp=missing();

b34srun;

b34sexec matrix;

call loaddata;

call olsq(exp age ownrent income incomesq  :print);

call olsq(exp age ownrent income incomesq  :white :print);

call olsq(exp age ownrent income incomesq  :white1 :print);

call olsq(exp age ownrent income incomesq  :white2 :print);

call olsq(exp age ownrent income incomesq  :white3 :print);

b34srun;

After first verifying you understand what is going on and can replicate Greene's table, modify this code and estimate the model you ran in # 1. Clearly explain the differences between these 4 approaches to heteroskedasticity. How would you best proceed to test your data when you work on your thesis? 
4. In econometric work one often uses the moment matrix which when calculated allows calculation of an OLS model without a data pass. The below listed matrix program which makes use of a Greene dataset from a prior edition will make this calculation. 

b34sexec options ginclude('greene.mac')

                 macro(ch12p5)$ b34seend$

b34sexec matrix;

call loaddata;

y=mfam(y);

x1=mfam(x1);

x2=mfam(x2);

constant=mfam(constant);

x   =catcol(x1,x2,constant);

bigx=catcol(y,x1,x2,constant);

cprod=transpose(bigx)*bigx;

xpx=transpose(x)*x;

ols1=inv(transpose(x)*x)*transpose(x)*y;

xpy=transpose(x)*y;

call print(cprod,xpx,xpy,ols1);

call olsq(y x1 x2 :print);

b34srun;

Run this job and discuss the results. Be sure and discuss how the moment matrix relates to X'X and X'y. Note: In the B34S and Speakeasy transpose(x)*x differs depending on whether x is a matrix or an array. In Matlab x'*x and x'.*x are the corresponding commands. The sample b34s code makes sure all variables are either a vector or a matrix.  The commands
x=mfam(x);  y=mfam(y); x=afam(x); y=afam(y);

are useful to convert the klass  of an object. Note klass 5 and 6 are 1D and 2D arrays respectively and klass 1 and 2 are vectors and 2D matrix objects respectively. A scaler is klass 0.  

For 10 points more of extra credit. Note you can get > 100 on the assignment! 
show Matlab output for the same program. 
Using either Matlab or the B34S Matrix command show that:
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For detail see Greene (2008) page 25-26.

If you prefer you can use the Stata meta language.

5. Normality testing. 10 Points extra credit. One key assumption of an OLS regression is normality of the residuals. Greene (2008, 52) notes “The distribution of b is conditional on X. The normal distribution of b in a finite sample is a consequence of our specific assumption of normally distributed disturbances.”  Rats and B34S optionally produce the Jarque-Bera normality test which should be inspected. For detail on this test consult the Rats reference manual and Stokes (2000x, Chapter 2). The below listed code will estimate the equation in problem 1 and do a normality test of the residuals using both the regression command and the Jarque-Bera test. Report findings of both programs.  Both Rats and B34S code is shown.

%b34slet runrats=1;

b34sexec options ginclude('greene08.mac') member(table25_1); b34srun;

b34sexec regression residuala;

model majordrg=age income exp_inc avgexp ownrent selfempl

               depndt inc_per cur_add major active;

               b34srun;

b34sexec matrix;

call loaddata;

call olsq(majordrg age income exp_inc avgexp ownrent selfempl

               depndt inc_per cur_add major active :print);

call describe(%res :print);

b34srun;

%b34sif(&runrats.ne.0)%then;

b34sexec options open('rats.dat') unit(28) disp=unknown$ b34srun$

b34sexec options open('rats.in') unit(29) disp=unknown$ b34srun$

b34sexec options clean(28)$ b34srun$

b34sexec options clean(29)$ b34srun$

b34sexec pgmcall$

  rats  passasts

pcomments('*  ',

 '* Data passed from B34S(r) system to RATS',

 '*                                        ',

 "display @1 %dateandtime()  @33 ' Rats Version ' %ratsversion()"

 '*  ') $

PGMCARDS$

*

linreg majordrg / res

# constant age income exp_inc avgexp ownrent selfempl        $

               depndt inc_per cur_add major active

stats(moments,print) res

*

b34sreturn$

b34srun $

b34sexec options close(28)$ b34srun$

b34sexec options close(29)$ b34srun$

b34sexec options

/$               dodos(' rats386 rats.in rats.out ')

                 dodos('start /w /r    rats32s rats.in /run')

                 dounix('rats    rats.in rats.out')$ B34SRUN$

b34sexec options npageout

    WRITEOUT('Output from RATS',' ',' ')

    COPYFOUT('rats.out')

     dodos('ERASE  rats.in','ERASE rats.out','ERASE  rats.dat')

    dounix('rm     rats.in','rm    rats.out','rm     rats.dat')

    $

    B34SRUN$

%b34sendif;

Problem Set # 2 LUS, RR, Tobit, Spurious Regression
Objectives:

· Learn how to test for changes in the underlying model over time.

· Be able to use such tests to change the model structure as necessary.

· See relationship between BLUS and LUS techniques.

· Understand how to use recursive residual analysis to determine the sample size to use.

· Understand CUSUM, CUSUMSQ, QUANDT Likelihood and Chow tests in model building.
· Understand when Tobit models are needed and how they are used.

· Understand spurious regression models

· Be able to boot strap an OLS Model and understand why this might be a useful thing to do.
1. Discuss the recursive residual technique. In particular outline the tests that might be performed on time series models and cross section models.  How do we determine whether the sample goes back far enough in time with time series data? In other words if we have quarterly data from 1929-2003, should we use all observations?

2. The dataset DMSF in b34sdata.mac contains 5217 daily observations on the Swiss and German currency

Variable           Mean           Standard Deviation          Variance               Maximum                Minimum

SWISSF    1 -0.13312665E-01       0.68706141                0.47205337                5.8268909             -4.4083071

DM        2 -0.75441097E-02       0.59797667                0.35757610                5.8677597             -4.1407471

CONSTANT  3   1.0000000            0.0000000                 0.0000000                1.0000000              1.0000000

Data file contains       5217 observations on   3 variables. Current missing value code is    0.1000000000000000E+32 

To test whether one currency is causing the other run two models:
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where D=DM and S=SWISSF for k=2 and 6.  Using the TEST sentence on the reg command to test which is causing which. Place results in a nice table.  Are your conclusions different depending on the lag?  Explain carefully.
The below job can be used as a template

b34sexec options ginclude('b34sdata.mac') member(dmsf);

         b34srun;

b34sexec reg;

model swissf = dm{1 to 2} swissf{1 to 2};

test dm{1 to 2};

test swissf{1 to 2};

b34srun;

b34sexec reg;

model dm     = dm{1 to 6} swissf{1 to 6};

test dm{1 to 6};

test swissf{1 to 6};

b34srun;

3. Estimate up to 1 step ahead recursive residual analysis for the two equations that you estimated in question 2 of this problem. Set K=6. Perform the Quandt Likelihood ratio test.  What does this test tell you about coefficient stability? What, if anything, should be done? Indicate the range of the coefficients obtained from the recursive residual analysis.

Note:  to perform RR analysis study the RR command carefully. Also look closely at chapter 9 in Stokes (1997). The below listed setup can be used as a template. Note that RR analysis has been done two ways where the first method uses the matrix command implementation.
b34sexec options ginclude('b34sdata.mac') member(dmsf);

         b34srun;

b34sexec reg;

model swissf = dm{1 to 2} swissf{1 to 2};

test dm{1 to 2};

test swissf{1 to 2};

b34srun;

b34sexec reg;

model dm     = dm{1 to 6} swissf{1 to 6};

test dm{1 to 6};

test swissf{1 to 6};

b34srun;

b34sexec matrix;

call loaddata;

call load(rrplots);

maxlag=6;

call describe(dm     :print);

call describe(swissf :print);

call olsq(dm dm{1 to maxlag} swissf{1 to maxlag} :rr 1 :print);

/; call tabulate(%rrobs,%ssr1,%ssr2,%rr,%rrstd,%res);

call print('Sum of squares of std RR  ',sumsq(goodrow(%rrstd)):);

call print('Sum of squares of OLS RES ',sumsq(goodrow(%res)):);

call rrplots(%rrstd,%rss,%nob,%k,%ssr1,%ssr2,1);

/; call names(all);

grid=1;

list=0;

call rrplots2(%rrcoef,%rrcoeft,%names,%lag,'d___',list,grid);

/;

/; save files

/;

call dodos('copy cusum.wmf       cusum1.wmf',:);

call dodos('copy cusumsq.wmf   cusumsq1.wmf',:);

call dodos('copy rr.wmf             rr1.wmf',:);

call dodos('copy quandtlr.wmf quandtlr1.wmf',:);

call olsq(swissf dm{1 to maxlag} swissf{1 to maxlag} :rr 1 :print);

/; call tabulate(%rrobs,%ssr1,%ssr2,%rr,%rrstd,%res);

call print('Sum of squares of std RR  ',sumsq(goodrow(%rrstd)):);

call print('Sum of squares of OLS RES ',sumsq(goodrow(%res)):);

call rrplots(%rrstd,%rss,%nob,%k,%ssr1,%ssr2,1);

/; call names(all);

grid=0;

list=0;

call rrplots2(%rrcoef,%rrcoeft,%names,%lag,'s___',list,grid);

call dodos('copy cusum.wmf       cusum2.wmf',:);

call dodos('copy cusumsq.wmf   cusumsq2.wmf',:);

call dodos('copy rr.wmf             rr2.wmf',:);

call dodos('copy quandtlr.wmf quandtlr2.wmf',:);

b34srun;

An alternative way to proceed is to use the RR command which cannot lag. You will have to build up to 6 lags of each series and use the below listed setup.  This setup will make line-printer graphs. The data load step is shown and requires the data to be loaded first. It is recommended that you use the matrix setup.
b34sexec options ginclude('b34sdata.mac') member(dmsf);

         b34srun;

/;

/;  Low Tech

/;

b34sexec data set maxlag=6;

build  slag1  slag2  slag3  slag4  slag5  slag6

      dmlag1 dmlag2 dmlag3 dmlag4 dmlag5 dmlag6;

gen slag1  = lag1(swissf);

gen slag2  = lag2(swissf);

gen slag3  = lag3(swissf);

gen slag4  = lag4(swissf);

gen slag5  = lag5(swissf);

gen slag6  = lag6(swissf);

gen dmlag1 = lag1(dm);

gen dmlag2 = lag2(dm);

gen dmlag3 = lag3(dm);

gen dmlag4 = lag4(dm);

gen dmlag5 = lag5(dm);

gen dmlag6 = lag6(dm);

b34srun;

b34sexec rr  ntest=1 irb=1 icum=ploto icumsq=ploto

            iquant=plot  ichow=calprint iobsch=1000;

model swissf = slag1   slag2  slag3  slag4  slag5  slag6

               dmlag1 dmlag2 dmlag3 dmlag4 dmlag5 dmlag6;

b34srun;

b34sexec rr  ntest=1 irb=1 icum=ploto icumsq=ploto

            iquant=plot ichow=calprint iobsch=1000;

model     dm =  slag1  slag2   slag3  slag4    slag5   slag6

               dmlag1 dmlag2  dmlag3 dmlag4   dmlag5  dmlag6;

b34srun;

Do you see dynamic changes?
4. Study the dataset Table 25_4 in Greene (2008) concerning ship accidents. The following commands will load the data

b34sexec options ginclude('greene08.mac')
macro(table25_4)$ b34seend$

Means obtained will be

 Variable   # Label                                   Mean                Std. Dev.      Variance       Maximum        Minimum

 OBSNUM     1 Observation number                         20.5000             11.6905        136.667        40.0000        1.00000

 TYPEA      2 Ship type A                               0.200000            0.405096       0.164103        1.00000       0.000000

 TYPEB      3 Ship type B                               0.200000            0.405096       0.164103        1.00000       0.000000

 TYPEC      4 Ship type C                               0.200000            0.405096       0.164103        1.00000       0.000000

 TYPED      5 Ship type D                               0.200000            0.405096       0.164103        1.00000       0.000000

 TYPEE      6 Ship type E                               0.200000            0.405096       0.164103        1.00000       0.000000

 Y60_64     7 Built in years 1960-1964                  0.225000            0.422902       0.178846        1.00000       0.000000

 Y65_69     8 Built in years 1965-1969                  0.250000            0.438529       0.192308        1.00000       0.000000

 Y70_74     9 Built in years 1970-1974                  0.250000            0.438529       0.192308        1.00000       0.000000

 Y75_79    10 Built in years 1975-1979                  0.275000            0.452203       0.204487        1.00000       0.000000

 O4_74     11                                           0.475000            0.505736       0.255769        1.00000       0.000000

 O75_79    12 Built in years 1975-1979                  0.525000            0.505736       0.255769        1.00000       0.000000

 SERVICE   13 Amount of service (wear) on ship          0.150000E+31        0.361620E+31   0.130769E+62   0.100000E+32    45.0000

 ACTUAL    14 Actual number of accidents                0.150000E+31        0.361620E+31   0.130769E+62   0.100000E+32   0.000000

 FITTED    15 Fitted number of accidents                0.150000E+31        0.361620E+31   0.130769E+62   0.100000E+32   0.153000

 TYPE      16 Coded 1-5 for ship types                   3.00000             1.43223        2.05128        5.00000        1.00000

 CONSTANT  17                                            1.00000            0.000000       0.000000        1.00000        1.00000

 Data file contains         40 observations on  17 variables. Current missing value code is    0.1000000000000000E+32

Note that three series have very large values. This is due to the fact that missing data is in the sample. If models are run with this data, serious problems will occur. As an exercise, try it, but do not report the results, only what happened. To remove the missing data add the following commands.

b34sexec options dropmiss$ b34srun$

b34sexec data set$ b34srun$

This sets b34s to drop missing data and reloads the data. Consult your text for the source of the missing data problem.
 Variable   # Label                                   Mean                Std. Dev.      Variance       Maximum        Minimum

 OBSNUM     1 Observation number                         19.7353             11.6211        135.049        40.0000        1.00000

 TYPEA      2 Ship type A                               0.205882            0.410426       0.168449        1.00000       0.000000

 TYPEB      3 Ship type B                               0.205882            0.410426       0.168449        1.00000       0.000000

 TYPEC      4 Ship type C                               0.205882            0.410426       0.168449        1.00000       0.000000

 TYPED      5 Ship type D                               0.205882            0.410426       0.168449        1.00000       0.000000

 TYPEE      6 Ship type E                               0.176471            0.386953       0.149733        1.00000       0.000000

 Y60_64     7 Built in years 1960-1964                  0.235294            0.430562       0.185383        1.00000       0.000000

 Y65_69     8 Built in years 1965-1969                  0.294118            0.462497       0.213904        1.00000       0.000000

 Y70_74     9 Built in years 1970-1974                  0.294118            0.462497       0.213904        1.00000       0.000000

 Y75_79    10 Built in years 1975-1979                  0.176471            0.386953       0.149733        1.00000       0.000000

 O4_74     11                                           0.411765            0.499554       0.249554        1.00000       0.000000

 O75_79    12 Built in years 1975-1979                  0.588235            0.499554       0.249554        1.00000       0.000000

 SERVICE   13 Amount of service (wear) on ship           4811.00             9644.17       0.930099E+08    44882.0        45.0000

 ACTUAL    14 Actual number of accidents                 10.4706             15.7350        247.590        58.0000       0.000000

 FITTED    15 Fitted number of accidents                 10.4705             15.8264        250.476        57.6240       0.153000

 TYPE      16 Coded 1-5 for ship types                   2.94118             1.41295        1.99643        5.00000        1.00000

 CONSTANT  17                                            1.00000            0.000000       0.000000        1.00000        1.00000

 Data file contains         34 observations on  17 variables. Current missing value code is    0.1000000000000000E+32

Estimate using OLS and TOBIT the model
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What is the advantage of the TOBIT Model over the OLS Model?

5. Study pages 741-744 of Greene (2008) which discusses the problem of spurious regression due to a unit roots. See also Stokes (1997) pages 321 – 330. Hamilton (1994, Section 18.3) outlines the "spurious regression" problem which was first discussed by Granger and Newbold (1974). The problem relates to estimating a model of I(1) variables when lags of the dependent variable and independent variables are not on the right hand side. Assume the model estimated was
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where yt and xt were I(1). Phillips proved that an OLS t and F test diverges as T
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 making it likely to obtain spurious results. To illustrate this problem assume yt and xt are totally unrelated and follow random walks. Assume

yt = yt-1 + e1t 
(2)

and

xt = xt-1 + e2t 
(3)

Estimate (1) and observe whether the t scores for xt is significant.  There are three ways to avoid the problem of spurious results. These are to estimate (1) in first difference form as 

(1-B)yt = 
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where Bkxt = xt-k. The second solution is to estimate (1) with GLS. The third solution is to put lags in (1) and estimate
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The below listed B34S program from Stokes (1997) illustrates the problem for test cases for 10, 1000, 10000 observations. (Note: for reasons known only to Bill Gates if you cut and paste this job the – will go away?
%b34smacro spurious$

/$ Illustrates Spurious regression

/$ Three proposed solutions are tested:

/$       GLS estimation.  Note what values of p are found

/$       Regression on differenced data

/$       Regression using lags of y and x

/$ Call as %B34SMCALL SPURIOUS(NOOB= NNNN)$

b34sexec data noob=%b34seval(&NOOB+2) maxlag=2
$

build y x noise1 noise2 dify difx lag1y lag2y lag1x lag2x$
gen noise1=rn()$       
gen noise2=rn()$

gen y=lp(1,1,noise1) ar(1.0) ma(1.0) values(0. )$

gen x=lp(1,1,noise2) ar(1.0) ma(1.0) values(0. )$

gen dify = y‑lag(y)$ 
gen difx = x‑lag(x)$

gen lag1y= lag1(y)$ 
gen lag2y= lag2(y)$

gen lag1x= lag1(x)$ 
gen lag2x= lag2(x)$

b34srun$

/$ b34sexce list iend=20$ b34seend$

b34sexec regression maxgls=1 residuala$ 

model y=x$ b34srun$

b34sexec regression$ model dify = difx$ b34srun$

b34sexec regression$ 

model y = x lag1x lag2x lag1y lag2y$ b34srun$

%b34smend$

%b34smcall spurious(noob=10)$

%b34smcall spurious(noob=1000)$

%b34smcall spurious(noob=10000)$

Obtain this code from the file c:\b34slm\lib\b34stest.mac member=spurious, run it and report the results. You may not be able to run the 10000 observation case without changing  space. Assume the job was saved in test.b34. The command
b34s test 2000000

will add more space to the B34S prior to running the job. What does this exercise tell you about the dangers of looking uncritically at the t ratio of a regression?

Note: As an alternative you can cut and paste from this document which is on the class web page.

Code also in c:\b34slm\bookruns.mac   member  CH12D

An alternative program that provides more insight is

b34sexec matrix;

call load(bj_iden);

call echooff;

subroutine sr(n,nacf,iplot);

/;

/; n      =>  # of obs for spurious regression

/; nacf   =>  # acf

/; iplot  => ne 0 means high res plot

/;

y=cusum(rn(array(n:)));

x=cusum(rn(array(n:)));

call graph(y x :heading 'Plot of The Unit Root Series X Y');

call olsq(y x :print);

call outstring(13,3,'Spurious Regression for n = ');

call outinteger(40,3,n);

call outstring(13,4,'Coefficient for x');

call outdouble(40,4,%coef(1));

call outstring(13,5,'t for x');

call outdouble(40,5,%t(1));

call stop(pause);

call bj_iden(%res,nacf,

         'ACF of residual of y=f(x) Model',1,'  ');

dif_y=dif(y);

dif_x=dif(x);

call olsq(dif_y dif_x :print);

call bj_iden(%res,nacf,

        'ACF of residual of dif_y=f(dif_x) Model',1,' ');

call olsq(y y{1} x x{1} :print);

call bj_iden(%res,nacf,

        'ACF of residual of y=f(x lag(y) lag(x)) Model',1,' ');

return;

end;

top continue;

i1=1;

call menu(i1 :menutype menutwo

             :text 'stop'
             :text 'go'
             :prompt 'Continue with Spurious Regression example>'
              );

if(i1.eq.1)go to quit;

n=30;

call menu(n :menutype inputint

            :prompt '# of cases =>'
            );

nacf=min1(n/4,1000);

call menu(nacf :menutype inputint

            :prompt '# of ACF =>'
            );

nacf=min1(n/4,1000);

iplot=1;

call sr(n,nacf,iplot);

go to top;

quit continue;

b34srun;

but must be run on a PC to take full advantage of the graphics.  
Optional 10 points:

6. The bootstrap can be used to obtain SE's from a model. Read pages 596-598 of Greene (2008) and file bootols  in matrix2.mac. Also look at Davidson-MacKinnon page 159- 166 and Enders (235-237).  An excellent reference is Cameron-Trivedi (2010 Chapter 13). Using Stata the commands

bootstrap _b _se, reps(500):    regress  y x1 x2
will bootstrap a regression using 500 replications. The codes _b and _se tell Stata to bootstrap both the coefficients and the SE's. The B34S commands to make these calculations for problem 3 are listed in the file shown next:

Try 100 and 500 replications and plot a few of the "significant" coefficients.

Help: The following code will run the problem and shows how to make graphs of the coefficients of interest.  This version requires the 2013 version of B34S.
b34sexec options ginclude('b34sdata.mac') member(dmsf);

         b34srun;

b34sexec matrix$

call loaddata;

call echooff;

call load(bootols);

call olsq(dm dm{1 to 4} swissf{1 to 4} :print :savex)$

nboot=500;

isave=1;

lag=0;

call bootols(%y,%x,%res,%coef,nboot,bcoef,bse,isave,lag)$

/$

/$ Optional print of coef

/$

/$ call print(%hcoef,%hse,%hrsq)$

call print(bcoef,bse);

/$

/$ Optional graph

h=%hcoef(,1);

scoef1=h(ranker(h));

h=%hse(,1);

sse1  =h(ranker(h));

h=%hcoef(,2);

scoef2=h(ranker(h));

h=%hse(,2);

sse2  =h(ranker(h));

h=%hcoef(,3);

scoef1=h(ranker(h));

h=%hse(,3);

sse1  =h(ranker(h));

h=%hcoef(,4);

scoef2=h(ranker(h));

h=%hse(,4);

sse2  =h(ranker(h));

h=%hcoef(,5);

scoef1=h(ranker(h));

h=%hse(,5);

sse1  =h(ranker(h));

h=%hcoef(,6);

scoef2=h(ranker(h));

h=%hse(,6);

sse2  =h(ranker(h));

h=%hcoef(,7);

scoef1=h(ranker(h));

h=%hse(,7);

sse1  =h(ranker(h));

h=%hcoef(,8);

scoef2=h(ranker(h));

h=%hse(,8);

sse2  =h(ranker(h));

call graph(scoef1 :heading 'dm{1} Coef' :file     'coef_dm_1.wmf');

call graph(sse1   :heading 'dm{1} SE'   :file       'se_dm_1.wmf');

call graph(scoef2 :heading 'dm{2} Coef' :file     'coef_dm_2_coef.wmf');

call graph(sse2   :heading 'dm{2} SE'   :file       'se_dm_2.wmf');

call graph(scoef1 :heading 'dm{3} Coef' :file     'coef_dm_3.wmf');

call graph(sse1   :heading 'dm{3} SE' :file         'se_dm_3.wmf');

call graph(scoef2 :heading 'dm{4} Coef' :file     'coef_dm_4.wmf');

call graph(sse2   :heading 'dm{4}} SE' :file        'se_dm_4.wmf');

call graph(scoef1 :heading 'swissf{1} Coef' :file 'coef_swissf.wmf');

call graph(sse1   :heading 'swissf{1} SE' :file     'se_swissf.wmf');

call graph(scoef2 :heading 'swissf{2} Coef' :file 'coef_dm_1.wmf');

call graph(sse2   :heading 'swissf{2} SE' :file     'se_swissf_1.wmf');

call graph(scoef1 :heading 'swissf{3} Coef' :file 'coef_dm_1.wmf');

call graph(sse1   :heading 'swissf{3} SE' :file     'se_swissf_1.wmf');

call graph(scoef2 :heading 'swissf{4} Coef' :file 'coef_dm_1.wmf');

call graph(sse2   :heading 'swissf{4} SE' :file     'se_swissf_1.wmf');

b34srun$   
Problem Set # 3  GLS, Least Trimmed Regression, Flexible Least Squares
Learning Objective:
· Understand GLS

· Master interpretation of various approaches to modeling a time series with serial correlation.
· Provide an introduction and link between transfer function modeling (See Stokes 1997 chapter 7) and GLS.

· Understand LTS diagnostic procedure.

· Understand FLS diagnostic procedure

Define the lag operator L such that 
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2. 
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otherwise.  Equation (2) is called a one-input transfer function. Such models require nonlinear methods for estimation and can be time consuming to idsentify.  If we solve 
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3. 
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which can be written as
4. 
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Equation (4) can be estimated by the two pass method or a variety of one pass methods. In general there are more terms in 
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 are moved to the right we have one row of a VAR model where there are implicit constraints on the parameters. 
1.  The B34S POLYSOLV program can be used to solve polynomial division which is needed in the study of these models. For example

b34sexec polysolv$

  polydivide top(1.0 -.4 0.0, -.3)

             bot(1.0 -.5)  nterms=10$

b34sexec polysolv$

  polydivide top(1.0 )

             bot(1.0 -.5)  nterms=40$

b34sexec polysolv$

  polydivide top(1.0 -.4 )

             bot(1.0)      nterms=40$
will solve an ARMA model, an AR model and a MA model for  
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 .  Run this job and report what you find. Discuss the disadvantages of various setups. If 
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2. Greene (2008 pages 154-158 and 256-257) has a discussion of various ways to estimate a GLS model. The job GLS in staging listed below
%b34slet dob34s1=0;

%b34slet dob34s2=1;

%b34slet dorats =1;

%b34slet dosas1 =0;

%b34slet dosas2 =1;

/$

/$ **********************************************

/$ For AR(1) Models

/$ SAS ML like RATS ML

/$ B34S GLS like Rats CORC

/$ SAS ULS quite different rho(1)

/$ **********************************************

/$

b34sexec options ginclude('gas.b34'); b34srun;

%b34sif(&dob34s1.eq.1)%then;

b34sexec regression maxgls=3; model gasout=gasin; b34srun;

b34sexec matrix;

call loaddata;

call load(gls :staging);

call print(gls,glsmod);
call echooff;
nn=6;

call olsq(gasout gasin{1 to nn} gasout{1 to nn}

                 :print :savex);

call glsset;

%maxgls=3;

%nl2sol=1;

%plot=1;

call gls;

b34srun;

%b34sendif;

%b34sif(&dosas1.eq.1)%then;

/$

B34SEXEC OPTIONS OPEN('testsas.sas') UNIT(29) DISP=UNKNOWN$ B34SRUN$

B34SEXEC OPTIONS CLEAN(29) $ B34SEEND$

B34SEXEC PGMCALL IDATA=29 ICNTRL=29$

  SAS    $

PGMCARDS$

data new;

set b34sdata;

gasin_1=lag1(gasin);

gasin_2=lag2(gasin);

gasin_3=lag3(gasin);

gasin_4=lag4(gasin);

gasin_5=lag5(gasin);

gasin_6=lag6(gasin);

gasout_1=lag1(gasout);

gasout_2=lag2(gasout);

gasout_3=lag3(gasout);

gasout_4=lag4(gasout);

gasout_5=lag5(gasout);

gasout_6=lag6(gasout);

run;

proc autoreg;

model gasout = gasin_1   gasin_2  gasin_3  gasin_4  gasin_5  gasin_6

               gasout_1 gasout_2 gasout_3 gasout_4 gasout_5 gasout_6

               / method=uls nlag=3;

model gasout = gasin_1   gasin_2  gasin_3  gasin_4  gasin_5  gasin_6

               gasout_1 gasout_2 gasout_3 gasout_4 gasout_5 gasout_6

               / method=ml  nlag=3;

model gasout = gasin_1   gasin_2  gasin_3  gasin_4  gasin_5  gasin_6

               gasout_1 gasout_2 gasout_3 gasout_4 gasout_5 gasout_6

               / method=yw nlag=3;

model gasout = gasin_1   gasin_2  gasin_3  gasin_4  gasin_5  gasin_6

               gasout_1 gasout_2 gasout_3 gasout_4 gasout_5 gasout_6

               / method=ityw nlag=3 maxiter=900;

run;

B34SRETURN$

B34SRUN $

B34SEXEC OPTIONS CLOSE(29)$ B34SRUN$

/$ The next card has to be modified to point to SAS location

/$ Be sure and wait until SAS gets done before letting B34S resume

B34SEXEC OPTIONS dodos('start /w /r sas testsas')

                 dounix('sas testsas')$       B34SRUN$

B34SEXEC OPTIONS NPAGEOUT NOHEADER

 WRITEOUT('   ','Output from SAS',' ',' ')

 WRITELOG('   ','Output from SAS',' ',' ')

 COPYFOUT('testsas.lst')

 COPYFLOG('testsas.log')

  dodos('erase testsas.sas','erase testsas.lst','erase testsas.log')

 dounix('rm    testsas.sas','rm    testsas.lst','rm    testsas.log')$

 B34SRUN$

B34SEXEC OPTIONS HEADER$ B34SRUN$

%b34sendif;

/$

/$ user must change parameters market with =>

/$

b34sexec options ginclude('b34sdata.mac') macro(res72)$

         b34srun$

%b34sif(&dob34s2.eq.1)%then;

b34sexec regression maxgls=1;

model lnq=lnk lnl lnrm1 time;

b34srun;

b34sexec matrix;

call loaddata;

call load(gls :staging);
call echooff;
call olsq(lnq lnk lnl lnrm1 time :print :savex);

call glsset;

%maxgls=1;

%nl2sol=1;

%plot=1;

call gls;

call olsq(lnq lnk lnl lnrm1 time :print :savex);

call glsset;

%maxgls=2;

%nl2sol=0;

%plot=1;

call gls;

b34srun;

%b34sendif;

%b34sif(&dorats.eq.1)%then;

B34SEXEC OPTIONS OPEN('rats.dat') UNIT(28) DISP=UNKNOWN$ B34SRUN$

B34SEXEC OPTIONS OPEN('rats.in') UNIT(29) DISP=UNKNOWN$ B34SRUN$

B34SEXEC OPTIONS CLEAN(28)$ B34SRUN$

B34SEXEC OPTIONS CLEAN(29)$ B34SRUN$

B34SEXEC PGMCALL$

  RATS  PASSASTS

PCOMMENTS('*  ',

          '* Data passed from B34S(r) system to RATS',

          '*  ') $

PGMCARDS$

*

* Various options of RATS AR1 command are tested

*

linreg lnq

# constant lnk lnl lnrm1 time

*

ar1(method=corc) lnq

# constant lnk lnl lnrm1 time

*

ar1(method=hilu) lnq

# constant lnk lnl lnrm1 time

*

ar1(method=maxl) lnq

# constant lnk lnl lnrm1 time

*

ar1(method=search) lnq

# constant lnk lnl lnrm1 time

*

B34SRETURN$

B34SRUN $

B34SEXEC OPTIONS CLOSE(28)$ B34SRUN$

B34SEXEC OPTIONS CLOSE(29)$ B34SRUN$

B34SEXEC OPTIONS

/$               dodos('start /w /r rats386 rats.in rats.out ')

                 dodos('start /w /r rats32s rats.in /run')

                dounix('rats    rats.in rats.out')$ B34SRUN$

B34SEXEC OPTIONS NPAGEOUT

    WRITEOUT('Output from RATS',' ',' ')

    COPYFOUT('rats.out')

    dodos('ERASE rats.in','ERASE rats.out','ERASE rats.dat')

   dounix('rm    rats.in','rm    rats.out','rm    rats.dat') $

    B34SRUN$

%b34sendif;

%b34sif(&dosas2.eq.1)%then;

/$

B34SEXEC OPTIONS OPEN('testsas.sas') UNIT(29) DISP=UNKNOWN$ B34SRUN$

B34SEXEC OPTIONS CLEAN(29) $ B34SEEND$

B34SEXEC PGMCALL IDATA=29 ICNTRL=29$

  SAS    $

PGMCARDS$

proc autoreg; model lnq = lnk lnl lnrm1 time / method=uls  nlag=1;

proc autoreg; model lnq = lnk lnl lnrm1 time / method=ml   nlag=1;

proc autoreg; model lnq = lnk lnl lnrm1 time / method=yw   nlag=1;

proc autoreg; model lnq = lnk lnl lnrm1 time / method=ityw

                                  maxiter =900 nlag=1;

proc autoreg; model lnq = lnk lnl lnrm1 time / method=uls  nlag=2;

proc autoreg; model lnq = lnk lnl lnrm1 time / method=ml   nlag=2;

proc autoreg; model lnq = lnk lnl lnrm1 time / method=yw   nlag=2;

proc autoreg; model lnq = lnk lnl lnrm1 time / method=ityw

                                  maxiter =900 nlag=2;

run;

B34SRETURN$

B34SRUN $

B34SEXEC OPTIONS CLOSE(29)$ B34SRUN$

/$ The next card has to be modified to point to SAS location

/$ Be sure and wait until SAS gets done before letting B34S resume

B34SEXEC OPTIONS dodos('start /w /r sas testsas')

                 dounix('sas testsas')$       B34SRUN$

B34SEXEC OPTIONS NPAGEOUT NOHEADER

 WRITEOUT('   ','Output from SAS',' ',' ')

 WRITELOG('   ','Output from SAS',' ',' ')

 COPYFOUT('testsas.lst')

 COPYFLOG('testsas.log')

  dodos('erase testsas.sas','erase testsas.lst','erase testsas.log')

 dounix('rm    testsas.sas','rm    testsas.lst','rm    testsas.log')$

 B34SRUN$][='
B34SEXEC OPTIONS HEADER$ B34SRUN$

%b34sendif;

will perform GLS estimation on the GAS data (gasout = f(gasin)) and the money balances in production data reported in Stokes (1997). As setup, the gas data results are turned off.  Run this job and report the results for the money balances data in a series of tables. Carefully describe what you have found and the differences.
Learning objective: Clearly understand that there are many ways to perform GLS. Understand the differences and the advantages and be prepared to select the best method for your future application. A key goal is to be able to recognize the econometric problems the sample job will encounter.
Notes:  The %NL2SOL setting  switches off estimation in B34S using the Gay etc estimator. Carefully inspect the b34s log to see if there were estimation problems.  What do these mean?  Why is it important to carefully monitor the solution progress?
To help you understand the two pass method the B34S GLS estimator in the REGESSION command was implemented in the MATRIX command as

/; GLS Experiments Testing OLS GLS Model Estimation

b34sexec options ginclude('b34sdata.mac') macro(res72)$

         b34srun$

/; Model B option using REGRESSION Command

/; b34sexec regression maxgls=2 toll=.1e-14 ntac=7;

/; model lnq=lnk lnl lnrm1 time; b34srun;

b34sexec matrix;

call loaddata;

call load(glsdata :staging);

call load(gls_2p  :staging);

call load(data_acf);

call print(glsdata,gls_2p);

call echooff;

call olsq(lnq lnk lnl lnrm1 time :print :savex);

call gls2pset;

%maxgls=2;

%doplots=1;

%doacf  =12;

call gls_2p;

b34srun;
Plots produced are:
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Study the code and report the results. Compare to problem # 2.

The line

call print(glsdata,gls_2p);

shows the code.
3. Fuller (1976) page 427 lists the famous Durbin-Watson dataset on the annual consumption of spirits in the United Kingdom from 1870 to 1938. Four series are given.


- YEAR 

= coded 1870 - 1938


- CONSUMP

= Consumption of spirits


- INCOME    

= income


- PRICE     

= price

Data values found were:

B34S 8.10Z          (D:M:Y)  14/ 5/05 (H:M:S)  8:25:14   DATA STEP                      Durbin Spirits Data              PAGE    3 

 Variable    Label                                      # Cases      Mean        Std. Dev.    Variance      Maximum       Minimum    

 YEAR      1 YEARS 1870-1938                                 69   1904.00       20.0624       402.500       1938.00       1870.00    

 CONSUMP   2 CONSUMPTION OF SPIRITS                          69   1.77038      0.271166      0.735312E-01   2.06780       1.25270    

 INCOME    3 INCOME                                          69   1.96216      0.964065E-01  0.929421E-02   2.12050       1.76690    

 PRICE     4 PRICE OF SPIRITS                                69   2.11838      0.208861      0.436228E-01   2.50480       1.87270    

 YEARSQ    5 YEAR**2                                         69  0.362561E+07   76398.5      0.583673E+10  0.375584E+07  0.349690E+07

 AYEAR     6 YEAR - 1870                                     69   34.0000       20.0624       402.500       68.0000       0.00000    

 AYEARSQ   7 (YEAR-1980-35)**2                               69   397.667       359.522       129256.       1225.00       0.00000    

 CONSTANT  8                                                 69   1.00000       0.00000       0.00000       1.00000       1.00000    

 Number of observations in data file   69                                                                                            

 Current missing variable code         1.000000000000000E+31                                                                         

 Data begins on (D:M:Y)  1: 1:1870  ends  1: 1:1938.   Frequency is      1                                                           

An initial model could be 

CONSUMPt = (1 + (2 INCOMEt  + (3 PRICEt + (4 YEAR + et
Economic theory suggests that (2 > 0, (3 < 0 and is unclear about (4.

The B34S command

b34sexec options include('/usr/local/lib/b34slm/b34sdata.mac')

                 member(spirits)$ b34srun$

if submitted from smith, will load the data in B34S.

A simpler form of the above command that works on all systems is:

b34sexec options ginclude('b34sdata.mac')

                 member(spirits)$ b34srun$

Estimate the above model using OLS and GLS up to 3rd order. Report the results. Discuss the significance of the model.

Note.  The B34S commands

b34sexec regression residuala maxgls=3 toll=.1e-12;

model consump=income price year;

b34srun;

will perform a regression. Why is TOLL used? Next use the B34S ROBUST command to test what happens if  L1 and MINIMAX models are estimated and lags are tried. For the ROBUST and REG commands lags are put in with a { }

The code is

b34sexec robust$ 

model consump = consump{1} income{0 to 1} price{0 to 1} year $

b34srun$

Be sure not to lag year. Why. What effect did the lags have on the results?

4. Faraway, Linear Models with R, (2005 page 101) discussed the Least Trimmed Squares (LTS) approach which allows the model to be estimated whereby a certain percentage of outliers are removed.  In staging2.mac the LTS routine is supplied:

subroutine lts(y,x,resid,names,lags,oldcoef,oldse,oldt,p,sort_y,sort_x,

               ihold,iprint);

/;

/;  Least Trimmed Squares

/;

/;  Reference: "Linear Models with R"  By Julian Faraway

/;             Page 101

/;

/;  y       => left hand side.                   Usually %y

/;  x       => right hand side.                  Usually %x

/;  resid   => Residual from original regression Usually %res

/;  names   => Names from regression.            Usually %names

/;  lags    => lags from original regression.    Usually %lags

/;  oldceof => Coefficient for full model.       Usually %coef

/;  oldse   => SE from original Model.           Usually %se

/;  oldt    => t from original model.            Usually %t

/;  p       => 1- % trimmed

/;  sort_y  => Y after sorting and truncation

/;  sort_x  => X after sorting and truncation

/;  ihold   => # of obs held out

/;  iprint  => If > 0 => print.

/;

/;

/;  Help on how to recover coef outside of routine

/;  Assume:

/;
/;  b34sexec options ginclude('gas.b34'); b34srun;

/;  b34sexec matrix;

/;  call loaddata;

/;  call load(lts :staging);

/;  call echooff;

/;  n=6;

/;  p=.8;

/;  iprint=1;

/;  call olsq(gasout gasin{1 to n} gasout{1 to n} :print :savex);

/;  call lts(%y,%x,%res,%names,%lag,%coef,%se,%t,p,newy,newx,

/;           ihold,iprint);

/;  option # 1 - reruns the OLS model to get the new %y and %x

/;  call olsq(newy newx :noint :print :holdout ihold);

/;  option # 2 - Truncates the sorted oroginal sorted y and sorted x

/;  n=norows(newy);

/;  call deleterow(newy,n-ihold+1,ihold);

/;  call deleterow(newx,n-ihold+1,ihold);

/;  call print(inv(transpose(newx)*newx)*transpose(newx)*newy);

/;  b34srun;

/;

/;  -------------------------------------------------------------------

/;

/;  LTS is an example of a resistant regression method. The objective is

/;  to see how sensitive the results are to outliers.

/;

/;  Built 21 June 2007 by Houston H. Stokes

/;  Mods  23 June 2007

/;

n=norows(x);

if(p.lt.0. .or. p .gt.1.)then;

call epprint('p not in range 0 lt p le 1.  Was  ',p:);

go to done;

endif;

r=afam(resid)*afam(resid);

j=ranker(r);

sort_x=x(j,);

sort_y=y(j);

ihold=idint((1.0-p)*dfloat(n));

if(iprint.eq.0)

call olsq(sort_y sort_x :noint :qr :holdout ihold);

if(iprint.ne.0)then;

call print('  ':);

call print('Least Trimmed Squares with holdout   ',ihold:);

call olsq(sort_y sort_x :noint :print :qr :holdout ihold);

call print(' ':);

call print('Least Trimmed Squares with holdout % ',(1.0-p):);

call tabulate(names lags oldcoef oldse oldt %coef %se %t :cname);

endif;

done continue;

return;

end;

The following example that takes out 20% of the outliers for the gas data:

            b34sexec options ginclude('gas.b34'); b34srun;

b34sexec matrix;
call loaddata;
call load(lts :staging);

call echooff;
n=6;

iprint=1;

p=.8;

call olsq(gasout gasin{1 to n} gasout{1 to n} :print :savex);

call lts(%y,%x,%res,%names,%lag,%coef,%se,%t,p,newy,newx,

         ihold,iprint);
b34srun;
Report the effect on the spirits problem for 10%, 20% and 30% truncation.

5.  Read carefully the sections on FLS models in Stokes (200x, chapter 9). Also consult papers [20] and [21].  Discuss in some detail how FLS models relate to recursive residual models and to OLS models. Can we get the OLS coefficients from the FLS coefficients?
Using the spirits data, estimate and discuss the FLS results. The below listed code can be used as a starting point.  You should try a different weight range such as .01,180.,.1.  What coefficients are stable?  What are NOT stable.  Why?  Discuss and estimate the Hansen stability test using B34S or Rats. See Table 9.9 in Stokes(20xx) for an example of the setup.
b34sexec options ginclude('b34sdata.mac')

                 member(spirits)$ b34srun$

b34sexec matrix;

call echooff;

call loaddata;

call load(flsgraph);

call load(hansen92);

n=6;

year=year-1870.;

call olsq(consump income price year :savex :print);
/; Hansen test

iprint=1;

call hansen92(%y,%x,%names,%coef,%res,%lag,lc,siglc,

                    jointlc,sjointlc,iprint);

/;

/; FLSfront arguments
/;

/; lower   => lower bound on weight

/; upper   => upper bound on weight (closed to OLS)

/; inc     => Incrument between weights

/; head    => Heading for Graph

/; y       => Set to %y from call fls(  )

/; x       => Set to %x from call fls(     :savex)

/; iscale  => =0 map raw data

/;            =1 map scaled  de data

/;            =2 map scaled  me data

/;            =3 map both scaled me data and de data

/; me      => calculated Measurement Error data

/; de      => calculated Dynamic Error Data

/; w       => Weights used to calculate DE or ME

/; tmat    => Matrix of t values to test for Coef. stability given

/;            cost setting
/; f_angle => Angle for Frontier plot

/; f_rota  => Rotation for Frontier plot

/; c_angle => Angle for Coefficient plot

/; c_rota  => Rotation for Coefficient plot
/;

/; Experimental.  Built 15 September 2010 by Houston H. Stokes

/; Mods 24 September 2010 & 15 December 2010
/;
call  fls(consump income price year :print

                 :pweight 1.e+0 :savex);

iscale=0;

call flsfront(.2,10.,.01,'Test of spirits Model',%y,%x,iscale,

              %me,%de,%w,%tmat,10.,180.,10.,180.);

call flsgraph;

call tabulate(%y %yhat %yhatfls %resid %resfls);

call print(%bfls);

b34srun;

Problem Set # 4 Probit, Logit, Mprobit, Mloglin, Random Forest, Confusion Matrix
Objectives

· Understand PROBIT, LOGIT, MPROBIT and MLOGLIN.

· Be able to convert 0-1 models to make forecasts.

· Introduction to Random Forrest Models 

The following commands will load the Greene Credit Card data which is discussed in Greene (2008) as Table 25.1.

b34sexec options ginclude('greene08.mac')
macro(table25_1)$ b34seend$

Means obtained are

Variable   # Label                                         Mean           Std. Dev.      Variance       Maximum        Minimum

 CARDHLDR   1 =1 => accept, =0 => reject                 0.775588         0.417353       0.174184        1.00000        0.00000

 MAJORDRG   2 Number of derogatory reports               0.456406          1.34527        1.80974        14.0000        0.00000

 AGE        3 Age in years plus 1/12                      33.2131          10.1428        102.876        83.5000       0.166667

 INCOME     4 Yearly income divided by 10000              3.36538          1.69390        2.86930        13.5000       0.210000

 EXP_INC    5 Ratio monthly expentidure /year income     0.687322E-01     0.946556E-01   0.895968E-02   0.906320       0.109091E-03

 AVGEXP     6 Average monthly credit card expend          185.057          272.219        74103.1        3099.51        0.00000

 OWNRENT    7 =1 => own home, =0 => rent                 0.440485         0.496634       0.246645        1.00000        0.00000

 SELFEMPL   8 =1 => self employed, =0 => not             0.689917E-01     0.253536       0.642805E-01    1.00000        0.00000

 DEPNDT     9 1.0 + number of dependents                 0.993935          1.24775        1.55687        6.00000        0.00000

 INC_PER   10 Income divided by number of dependents      2.15560          1.36351        1.85916        11.0000       0.700000E-01

 CUR_ADD   11 Months at current address                   55.2676          66.2717        4391.94        540.000        0.00000

 MAJOR     12 Number of major credit cards held          0.817286         0.386579       0.149443        1.00000        0.00000

 ACTIVE    13 Number of active credit accounts            6.99697          6.30581        39.7633        46.0000        0.00000

 CONSTANT  14                                             1.00000          0.00000        0.00000        1.00000        1.00000

1. Using OLS and PROBIT estimate the equation:

  cardhldr= f(majordrg, age, income, exp_inc, ownrent, selfempl,

                    depndt inc_per, cur_add, major, active

Before estimating the model, define what your expected signs might be. Does your answer agree with what you expect?

For the OLS run use the B34S regression. For OLS estimate models containing a constant, comment on the  B34S normality test for this model.  What is it telling us?

For PROBIT use the B34S PROBIT command.

Software Help:

%b34slet runrats =1;

%b34slet runstata=1;

b34sexec options ginclude('greene08.mac') member(table25_1);

         b34srun;

b34sexec reg;

         model cardhldr= majordrg age income exp_inc ownrent

               selfempl depndt inc_per cur_add major active;

         b34srun;

b34sexec regression residuala;

         model cardhldr= majordrg age income exp_inc ownrent

               selfempl depndt inc_per cur_add major active;

         b34srun;

b34sexec probit;

         model cardhldr= majordrg age income exp_inc  ownrent

               selfempl depndt inc_per cur_add major active;

         b34srun;

/; B34S attempts a logit model !!

b34sexec loglin;

         model cardhldr= majordrg age income exp_inc  ownrent

               selfempl depndt inc_per cur_add major active;

         b34srun;

b34sexec options open('rats.dat') unit(28) disp=unknown$ b34srun$

b34sexec options open('rats.in') unit(29) disp=unknown$ b34srun$

b34sexec options clean(28)$ b34srun$

b34sexec options clean(29)$ b34srun$

%b34sif(&runrats.ne.0)%then;

b34sexec pgmcall$

  rats  passasts

pcomments('*  ',

 '* Data passed from B34S(r) system to RATS',

 '*                                        ',

 "display @1 %dateandtime()  @33 ' Rats Version ' %ratsversion()"

 '*  ') $

PGMCARDS$

*

* We show ddv and  prb and lgt commands

*

* Probit Results

*

prb cardhldr  / probs

# constant majordrg age income exp_inc  ownrent $

           selfempl depndt inc_per cur_add major active;

* prj(cdf=predict)

* print(picture='#.###') / cardhldr predict probs

ddv(disp=probit) cardhldr  / probs

# constant majordrg age income exp_inc  ownrent $

           selfempl depndt inc_per cur_add major active;

*

* Logit  Cannot get logit to converge!!

*

lgt cardhldr  / probs

# constant majordrg age income exp_inc  ownrent $

           selfempl depndt inc_per cur_add major active;

* prbit(cdf=predift)

* set predict = exp(predict)/(1+exp(predict)

* print(picture='#.###') / cardhldr predict probs

ddv(disp=logit,subiterations=400,iterations=400,cvcrit=.00000001) $

               cardhldr  / probs

# constant majordrg age income exp_inc  ownrent $

           selfempl depndt inc_per cur_add major active;

b34sreturn$

b34srun $

b34sexec options close(28)$ b34srun$

b34sexec options close(29)$ b34srun$

b34sexec options

/$               dodos(' rats386 rats.in rats.out ')

                 dodos('start /w /r    rats32s rats.in /run')

                 dounix('rats    rats.in rats.out')$ B34SRUN$

b34sexec options npageout

    WRITEOUT('Output from RATS',' ',' ')

    COPYFOUT('rats.out')

     dodos('ERASE  rats.in','ERASE rats.out','ERASE  rats.dat')

    dounix('rm     rats.in','rm    rats.out','rm     rats.dat')

    $

    B34SRUN$

    %b34sendif;

%b34sif(&runstata.ne.0)%then;

b34sexec options open('statdata.do') unit(28) disp=unknown$ b34srun$

b34sexec options clean(28)$ b34srun$

b34sexec options open('stata.do') unit(29) disp=unknown$ b34srun$

b34sexec options clean(29)$ b34srun$

b34sexec pgmcall idata=28 icntrl=29$

stata$

* for detail on stata commands see Baum page 205 ;

pgmcards$

regress cardhldr majordrg age income exp_inc  ownrent ///

           selfempl depndt inc_per cur_add major active

probit  cardhldr majordrg age income exp_inc  ownrent ///

        selfempl depndt inc_per cur_add major active

logit   cardhldr majordrg age income exp_inc  ownrent ///

           selfempl depndt inc_per cur_add major active

probit  cardhldr majordrg age income exp_inc  ownrent ///

        selfempl depndt inc_per cur_add major active, asis

logit   cardhldr majordrg age income exp_inc  ownrent ///

           selfempl depndt inc_per cur_add major active, asis

b34sreturn$

b34srun$

b34sexec options close(28); b34srun;

b34sexec options close(29); b34srun;

b34sexec options

         dounix('stata -b do stata.do ')

         dodos('stata  /e do stata.do');

         b34srun;

b34sexec options npageout

    writeout('output from stata',' ',' ')

    copyfout('stata.log')

    dodos('erase stata.do',

'erase stata.log',

'erase statdata.do') $

    b34srun$

%b34sendif;
For extra credit report results estimated with Stata for logit and probit

Bootstrap your answers with 700 replications.  Use  options

reps(700) seed(10101)

for the bootstrap.  What happens if these options are not used?

2. Read Stokes (1991) chapter 3 very carefully. Discuss how the OLS, LOGIT and PROBIT  and MPROBIT coefficients are interpreted. What is the difference between the LOGLIN and MLOGLIN output?

3. Use the estimated B34S PROBIT coefficients to generate ZI and using the B34S PROBNORM function generate the estimated probability PROB. Print these values from the B34S PROBIT command with the NSTRT=1 NSTOP=32 options to check your work. Plot PROB against ZI values. What does this plot tell you? Do the same for the B34S LOGLIN results.

Check your answer by hand for the first three values.

Hint:  The below listed program generates PROBIT probabilities, PROBIT densities and LOGIT probabilities from Zi scores. The ERROR gives a measure of round off that occurs at the end of the distribution. Assess the "significance" of this error.  If the below listed file is run on unix the HRGRAPHICS commands cannot be used.  

/$ generate z values.  get prob and den from probit

/$ calculate logit values for same z scores

/$ plot results

/$ error measures the cost of using a real*4 function to recover

/$ z.  note that error occurs at the ends.  sas probit function

/$ truncates at + 5.000 z score b34s truncates at + 4.9924955

b34sexec data noob=4000$

build z prob den logit error z1 den2$

gen z=-5.5+ (kount()*.00275) $

/$ gen z= 4.0 + (kount()*.002)$

gen prob=probnorm(z)$

gen den=dexp(-1.0*(z*z)/2.0)/(dsqrt(timespi(2.0)))$

gen den2=normden(z)-den;

gen logit=1.0/(1.0 + dexp(-1.0*z)) $

gen error = probit(prob)-z$

gen z1 = probit(prob)$

b34seend$

/; b34sexec list$ var z prob z1$ b34seend$

b34sexec hrgraphics plottype=xyplot $

         plot=(z,prob,den,logit) gposition(1) nolabel$

         b34seend$

b34sexec hrgraphics plottype=xyplot$

         plot=(z,error         ) gposition(1)$

               b34seend$ 

Users with the PC b34s can load and run this job which in the b34sshel.mac file with the name PROBNORM.

4. Using the Fair data (table25_2) replicate the first 4 cols of table 25.4 in Greene (2008). What differences do you observe? Why? Now attempt to replicate Col 5.
Means for the Fair data are:

Variable   # Label                                         Mean           Std. Dev.      Variance       Maximum        Minimum

 ID         1                                             1059.72          914.905        837050.        9029.00        4.00000

 X1         2                                            0.845258          1.70715        2.91435        7.00000        0.00000

 X2         3                                             1.00000          0.00000        0.00000        1.00000        1.00000

 Z1         4 sex                                        0.475874         0.499834       0.249834        1.00000        0.00000

 Z2         5 age                                         32.4875          9.28876        86.2811        57.0000        17.5000

 Z3         6 Number of years married                     8.17770          5.57130        31.0394        15.0000       0.125000

 Z4         7 Number of Children                         0.715474         0.451564       0.203910        1.00000        0.00000

 Z5         8 Religious                                   3.11647          1.16751        1.36308        5.00000        1.00000

 Z6         9 Education                                   16.1664          2.40255        5.77227        20.0000        9.00000

 X3        10                                             15.9734          9.62381        92.6176        40.0000        4.00000

 Z7        11 Occupation                                  4.19468          1.81944        3.31037        7.00000        1.00000

 Z8        12 Self Rating of marriage                     3.93178          1.10318        1.21700        5.00000        1.00000

 Y         13 # of affairs in past year                   1.45591          3.29876        10.8818        12.0000        0.00000

 X4        14                                             0.00000          0.00000        0.00000        0.00000        0.00000

 X5        15                                             1.00000          0.00000        0.00000        1.00000        1.00000

 CONSTANT  16                               
        1.00000          0.00000        0.00000        1.00000        1.00000

5. The paper "On the Advantage of Using Two or More Econometric Software Systems to Solve the Same Problem," by Houston H. Stokes  Journal of Economic and Social Measurement, (See # 80) which was discussed in  McCullough-Vinod "Verifying the Solution from a Nonlinear Solver: A Case Study" American Economic Review  June 2003 Vol. 93. No. 3., outlines potential problems in Probit estimation. A copy of this paper can be obtained from my web page. After reading this paper discuss the nature of the problem.

Member probit in applpgm.mac will provide the setup. Output from a number of the software systems tested are available under my web page.  Note that the current Matlab Optimization code will not replicate the older results due to changes in their nonlinear solver.
6. Extra Credit: 20 points The Random Forest Procedure provides a powerful nonparametric alternative to probit and logit models. Using the "confusion matrix" the accuracy of a model can be evaluated. The below listed code will rerun the Greene data using OLS, probit and Random Forrest methods. Run the below listed code and discuss the findings!  The file randomforest2001.pdf in c:\b34slm\pdf contains a good introduction to the Random Forest approach which is an extension of CART modeling.   See also Chapter 17 in Stokes (200x).
b34sexec options ginclude('greene08.mac') member(table25_1);

         b34srun;

b34sexec matrix;

call loaddata;

call load(tlogit :staging);

call echooff;

call olsq(  cardhldr majordrg age income exp_inc ownrent

          selfempl depndt inc_per cur_add major active :print);

call probit(cardhldr majordrg age income exp_inc ownrent

          selfempl depndt inc_per cur_add major active :print);

upper=.5;

lower=.5;

iprint=1;

call character(cc,'Tests on Probit Model');

call tlogit(%y,%yhat,upper,lower,cc,ntruer,ntruep

                     nfalser,nfalsep,nunclear,ptruer,pfalser,iprint);

cardhldr=cardhldr+1.;

call ranforest(cardhldr majordrg age income exp_inc ownrent

          selfempl depndt inc_per cur_add major active :print

          :class 2 :vote_yhat);

b34srun;
Problem set # 5 2SLS, 3SLS, Reduced Form, Final Form
Objectives:

· Understand and estimate 2SLS, 3SLS and I3SLS.

· See how the constrained reduced form relates to structural estimates.

· See how final form relates to reduced form.

· By practical experience see how sensitive the Klein Model is to the assumptions of the analysis.

File klein1 in b34sdata.mac contains the Klein Model I data. Here C=CON, I=INVEST, P=PROFIT.  The below listed means are from Greene08.mac file table13_1 and match Greene’s names for the variables. Means should be

Variable    Label                                      # Cases      Mean        Std. Dev.    Variance      Maximum       Minimum

 YEAR      1 Year                                            22   1930.50       6.49359       42.1667       1941.00       1920.00

 C         2 Consumption                                     22   53.3500       7.34774       53.9893       69.7000       39.8000

 P         3 Private profits (X-T-WP)                        22   16.7000       4.21426       17.7600       23.5000       7.00000

 WP        4 Private wage bill                               22   36.0182       6.36019       40.4520       53.3000       25.5000

 I         5 Investment                                      22   1.33182       3.47979       12.1089       5.60000      -6.20000

 KLAG      6 Lagged capital stock                            22   199.568       10.6113       112.600       216.700       180.100

 X         7 Total demand (C+I+G)                            22   59.3682       10.8536       117.800       88.4000       44.3000

 WG        8 Goverment wages                                 22   4.98636       2.00839       4.03361       8.50000       2.20000

 G         9 Goverment expenditure                           22   4.68636       2.38074       5.66790       13.8000       2.40000

 T        10 Taxes                                           22   6.65000       2.11136       4.45786       11.6000       3.40000

 TWAGE    11 Total wages                                     22   41.0045       7.70488       59.3652       61.8000       28.2000

 K        12 Capital stock (KLAG+I)                          22   200.900       9.86393       97.2971       216.700       182.600

 A        13 Year - 1931                                     22 -0.500000       6.49359       42.1667       10.0000      -11.0000

 CONSTANT 14                                                 22   1.00000       0.00000       0.00000       1.00000       1.00000

 Number of observations in data file   22

 Current missing variable code         1.000000000000000E+31

 Data begins on (D:M:Y)  1: 1:1920  ends  1: 1:1941.   Frequency is      1

1. 35 points. Study page 357 in Greene (2008) which lays out the Klein Model I.  Using the data in klein1 attempt to replicate the results listed on page 385 of Greene (2008) for 2SLS, 3SLS, LIML, OLS and I3SLS. Carefully discuss the advantages and disadvantages of these estimation methods.  Place your results in a table. For 10 points extra give both the SAS  and Stata or RATS solution.  Attach the printouts  and the log files to receive full credit.
2. 15 points. Discuss and contrast the GMM and 2SLS methods of estimation.  Using Stata, Rats and B34S estimate the GMM form of this model.
Setup LS2_2 in matrix.mac can be used for a template.
3. 25 points. Using Matlab symbolically calculate the constrained reduced form of the model. For help see Chapter 4 of Stokes (200X).
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4. 25 points. Look at Example 13.8 page 393 in Greene (2008) and use MATLAB or B34S to test whether Greene is correct in his calculation of characteristic roots. Hint in edition 7, Greene fixed his example! Sample setup for b34s is:

b34sexec matrix;

/$ Chapter 13 Problem # example 13.8

/$ get eigen values -- test if > 1.0

/$

test=matrix(3,3:.172, -.051,-.008,

                1.511, .848, .743,

               -.287, -.161, .818);

e=eig(test);

call print(test,e);

a=dsqrt(e(2)*e(3));

b=darcos(real(e(2))/real(a));

period= 2.0*pi() / b;

call print(a,b,period);

b34sreturn;

For Matlab is

%% Greene (2008) Example 13.8
test=[.172, -.051,-.008,
     1.511, .848, .743,
     -.287, -.161, .818];
test
e=eig(test)
A=sqrt(e(2)*e(3))
B=acos(real(e(2))/A)
period=(2*pi()/B) 
 Show work. Do Greene (2008) Question 7 page 397. 

Problem set # 6 Error Component Model, SUR Model
Objectives

· Understand error component analysis.  You already have studied this is in detail in E 534. Now you are going to compare the results to SUR.
· Understand SUR model.

Table F13.1 in Greene (2003) contains the Grunfeld data on investment. 

The following commands will load the Grunfeld data.

b34sexec options ginclude('greene.mac') macro(TAB15D1)$ b34seend$

Means obtained are

Variable    Label                                      # Cases      Mean        Std. Dev.    Variance      Maximum       Minimum

 YEAR      1 Year                                            20   1944.50       5.91608       35.0000       1954.00       1935.00

 GMI       2 General Motors gross investment                 20   608.020       309.575       95836.5       1486.70       257.700

 GMF       3 General Motors value of firm                    20   4333.84       904.305       817767.       6241.70       2792.20

 GMC       4 General Motors stock of plant and equip.        20   648.435       630.164       397107.       2226.30       2.80000

 CI        5 Chrysler gross investment                       20   86.1235       42.7256       1825.47       174.930       40.2900

 CF        6 Chrysler value of firm                          20   693.210       160.599       25792.1       1001.50       410.900

 CC        7 Chrysler stock of plant and equip.              20   121.245       111.328       12393.8       414.900       10.2000

 USI       8 US Steel gross investment                       20   405.460       129.352       16731.9       645.200       209.900

 USF       9 US Steel value of firm                          20   1971.83       301.088       90653.9       2676.30       1362.40

 USC      10 US Steel stock of plant and equip.              20   299.855       153.022       23415.8       669.700       50.5000

 GEI      11 General Electric gross investment               20   102.290       48.5845       2360.45       189.600       33.1000

 GEF      12 General Electric value of firm                  20   1941.33       413.843       171266.       2803.30       1170.60

 GEC      13 General Electric stock of plant & equip.        20   400.160       250.619       62809.8       888.900       97.8000

 WI       14 Westinghouse gross investment                   20   42.8915       19.1102       365.199       90.0800       12.9300

 WF       15 Westinghouse value of firm                      20   670.910       222.392       49458.2       1193.50       191.500

 WC       16 Westinghouse stock of plant and equip.          20   85.6400       62.2649       3876.92       213.500      0.800000

 CONSTANT 17                                                 20   1.00000       0.00000       0.00000       1.00000       1.00000

 Number of observations in data file   20

 Current missing variable code         1.000000000000000E+31

 Data begins on (D:M:Y)  1: 1:1935  ends  1: 1:1954.   Frequency is      1 
1. 25 points. Discuss the advantages of the SUR model over OLS.

2. 25 points. Using the B34S SIMEQ command or SAS estimate the models

Iit = 
[image: image127.wmf]b

1 + 
[image: image128.wmf]b

2Fit + 
[image: image129.wmf]b

3Cit
Iit = 
[image: image130.wmf]b

1 + 
[image: image131.wmf]b

2Fit + 
[image: image132.wmf]b

3Cit + 
[image: image133.wmf]b

4YEARit
with OLS and SUR for General Motors, Chrysler, General Electric, Westinghouse and U. S. Steel. Display your results in a table and indicate the differences obtained using OLS and SUR. For what companies does YEAR enter the model? (Note:  To use the B34S SIMEQ command to obtain SUR estimates, make all right hand side variables exogenous and use LS3 command. Note that is makes no sense to estimate both equations at the same time!
A setup for B34S is:

b34sexec options ginclude('greene.mac') macro(tab15d1)$

         b34srun$

/$ see greene page 492

b34sexec simeq ols ls3 kcov=diag $

         heading='sur on grunfeld data'$

         exogenous  constant gmf gmc cf cc gef gec wf wc usf usc$

         endogenous gmi ci gei wi usi$

         model lvar=gmi rvar(constant gmf gmc) name('general motors  ')$

         model lvar= ci rvar(constant  cf  cc) name('chrysler        ')$

         model lvar=gei rvar(constant gef gec) name('general electric')$

         model lvar= wi rvar(constant  wf  wc) name('westinghouse    ')$

         model lvar=usi rvar(constant usf usc) name('us steel        ')$

b34srun$

/; Do two for usual test case.

b34sexec simeq ols ls3 kcov=diag $

         heading='sur on grunfeld data'$

         exogenous  constant gef gec wf wc $

         endogenous gei wi$

         model lvar=gei rvar(constant gef gec) name('general electric')$

         model lvar= wi rvar(constant  wf  wc) name('westinghouse    ')$

b34srun$

3. 25 points. Discuss the Error component model.  Transform the data so that it is one dataset with 100 observations on YEAR, I, F and C and run the two distinct OLS models
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Note:  To convert the data to one file use logic similar to the below listed code.

/$ convert to 100 obs

b34sexec options open('_j.dat') unit(50) disp=unknown$ b34srun$

b34sexec options clean(50)$ b34srun$

b34sexec list format=0 unit=50 output=punchbyobs$

         var year gmi gmf gmc$ b34srun$

b34sexec list format=0 unit=50 output=punchbyobs$

         var year ci cf cc$ b34srun$

b34sexec list format=0 unit=50 output=punchbyobs$

         var year gei gef gec$ b34srun$

b34sexec list format=0 unit=50 output=punchbyobs$

         var year wi wf wc$ b34srun$

b34sexec list format=0 unit=50 output=punchbyobs$

         var year usi usf usc$ b34srun$

b34sexec data noob=100 nohead heading='100 obs of grunfeld'
         unit=50 rewind$

         input year i f c$

         b34srun$

b34sexec options close(50)$              b34srun$

The file a15_1 has already built the data. The above example just shows how a conversion might be implemented!
b34sexec options ginclude('greene08.mac')
macro(table9_3)$ b34seend$

The means should be:

B34S 8.11F          (D:M:Y)  20/12/12 (H:M:S) 14: 8:15   DATA STEP                      Grunfeld Data                    PAGE    1

 Variable    Label                                      # Cases      Mean        Std. Dev.    Variance      Maximum       Minimum

 YEAR      1 Date                                           100   1944.50       5.79533       33.5859       1954.00       1935.00

 FIRM      2 Index for different firms                      100   3.00000       1.42134       2.02020       5.00000       1.00000

 I         3 Gross Investment                               100   248.957       267.865       71751.9       1486.70       12.9300

 F         4 Value of the Firm                              100   1922.22       1420.78      0.201863E+07   6241.70       191.500

 C         5 Stock of plant and equipment                   100   311.067       371.552       138051.       2226.30      0.800000

 CONSTANT  6                                                100   1.00000       0.00000       0.00000       1.00000       1.00000

 Number of observations in data file   100

 Current missing variable code         1.000000000000000E+31
Next using the 100 observations of the data, run the two equations 
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with  the error component model. Use the ISWITH option to run the error component both ways. Discuss your answer.

4. There are a number of ways to estimate the "full" Gunfield data using Random effects. The below listed job, distributed with B34S, illustrates a number of these. Run this job and report all results in a table. Study how the b34s matrix command subroutines work.  Optionally compare with Baltagi Page 21 and  43-45.  The data in  panel_data_mac member grunfeld is the same as greene08.mac table9_3
/;

/; Panel subroutines tests.

/; panel_t   => transpose panel

/; panel_df  => Difference panel

/; panel_fe  => Removes Mean  used with one-way fixed effects

/; panel2fe  => Removes Means used with two-way fixed effects

/;              can do time and individual effects without transpose.

/;

/; Uses RATS to validate one and two way tests

/;

%b34slet runrats=1;

b34sexec options ginclude('panel_data.mac') member(grunfeld); b34srun;

/; b34sexec list; b34srun;

/$       Shows ECOMP and REG

%b34sif(&runrats.ne.0)%then;

b34sexec options open('rats.dat') unit(28) disp=unknown$ b34srun$

b34sexec options open('rats.in') unit(29) disp=unknown$ b34srun$

b34sexec options clean(28)$ b34srun$

b34sexec options clean(29)$ b34srun$

b34sexec pgmcall$

  rats  passasts

pcomments('*  ',

 '* Data passed from B34S(r) system to RATS',

 '*                                        ',

 "display @1 %dateandtime()  @33 ' Rats Version ' %ratsversion()"

 '*  ') $

PGMCARDS$

*

cal(panel=20) 1935 1 1

* print

linreg invest / resids

# constant f c

pregress(method=fixed,effects=both) invest

#    f c

pregress(method=fixed,effects=individual) invest

#    f c

pregress(method=fixed,effects=time) invest

#    f c

pregress(method=fixed,effects=both) invest

# constant f c

pregress(method=random,effects=individual) invest

# constant f c

pregress(method=random,effects=time) invest

# constant f c

pregress(method=fd,effects=individual) invest

# constant f c

pregress(method=fd,effects=time) invest

# constant f c

* pregress(method=sur) invest

* # constant f c

b34sreturn$

b34srun $

b34sexec options close(28)$ b34srun$

b34sexec options close(29)$ b34srun$

b34sexec options

/$               dodos(' rats386 rats.in rats.out ')

                 dodos('start /w /r    rats32s rats.in /run')

                 dounix('rats    rats.in rats.out')$ B34SRUN$

b34sexec options npageout

    WRITEOUT('Output from RATS',' ',' ')

    COPYFOUT('rats.out')

     dodos('ERASE  rats.in','ERASE rats.out','ERASE  rats.dat')

    dounix('rm     rats.in','rm    rats.out','rm     rats.dat')

    $

    B34SRUN$

%b34sendif;

b34sexec reg $ model invest = f c$ b34srun;

b34sexec ecomp regfirst  bothp       nreg=10 nper=20$

         model invest = f  c$ b34srun$

b34sexec ecomp regfirst iswith bothp nreg=10 nper=20$

         model invest = f  c$ b34srun$

b34sexec matrix;

call loaddata;

call load(panel_lib :staging);

call olsq(invest f c :print :savex);

/;

/; hold data

/;

call echooff;

%xx=%x;

%yy=%y;

/; call names;

itest1=1;

itest2=1;

itest3=1;

itest4=1;

if(itest1.eq.1)then;

call print(' ':);

call print('+++++++++++++++++++++++++++++++++++++++++++++++':);

call print(' ':);

call panel2fe(%yy,%xx,10,20,%ynew,%xnew,2);

call print('Two Way Fixed Effects Estimator panel2fe=2':);

call deletecol(%xnew,nocols(%xnew));

call olsq(%ynew %xnew :print :noint);

endif;

if(itest2.eq.1)then;

call print(' ':);

call print('+++++++++++++++++++++++++++++++++++++++++++++++':);

call print(' ':);

call print('Data sorted Before Time fixed effect':);

call panel_t( %yy,%xx,10,20,%ynew1,%xnew1);

call panel2fe(%ynew1,%xnew1,20,10,%ynew,%xnew,0);

call print('Fixed Effects Estimator time correction panel2fe=0':);

call deletecol(%xnew,nocols(%xnew));

call olsq(%ynew %xnew :print :noint);

call print(' ':);

call print('+++++++++++++++++++++++++++++++++++++++++++++++':);

call print(' ':);

call print('Data not sorted Time Fixed Effect. panel_t not used':);

call panel2fe(%yy,%xx,10,20,%ynew,%xnew,1);

call print('Fixed Effects Estimator time correction panel2fe=1':);

call deletecol(%xnew,nocols(%xnew));

call olsq(%ynew %xnew :print :noint);

endif;

if(itest3.eq.1)then;

call print(' ':);

call print('+++++++++++++++++++++++++++++++++++++++++++++++':);

call print(' ':);

call print('Using panel2fe code':);

call panel2fe(%yy,%xx,10,20,%ynew,%xnew,0);

call print('Fixed Effects Estimator individual lsvd':);

call deletecol(%xnew,nocols(%xnew));

call olsq(%ynew %xnew :print :noint);

call print(' ':);

call print('+++++++++++++++++++++++++++++++++++++++++++++++':);

call print(' ':);

call print('Using panel_fe code':);

call panel_fe(%yy,%xx,10,20,%ynew,%xnew);

call print('Fixed Effects Estimator individual lsvd':);

call deletecol(%xnew,nocols(%xnew));

call olsq(%ynew %xnew :print :noint);

endif;

if(itest4.ne.0)then;

call print(' ':);

call print('+++++++++++++++++++++++++++++++++++++++++++++++':);

call print(' ':);

call print('Differencing of a n by t panel':);

call panel_df(%yy,%xx,10,20,%ynew,%xnew);

call print('FD Fixed Effects Estimator':);

call deletecol(%xnew,nocols(%xnew));

call olsq(%ynew %xnew :print);

call olsq(%ynew %xnew :print :noint);

endif;

b34srun

Problem set # 7  Nonlinear Estimation, GAM, Projection Pursuit
Objectives

· Understand Nonlinear Estimation.

· Be able to setup and estimate a nonlinear model.

Table F5.1 in Greene (2008)  contains the data for the problem set
The following smith commands will load the data

b34sexec options ginclude('greene08.mac') member(table5_1); b34srun;

b34sexec reg; model realcons = realdpi; b34srun;
Means obtained are

Variable    Label                                      # Cases      Mean        Std. Dev.    Variance      Maximum       Minimum

YEAR      1                                                204   1975.00       14.7558       217.734       2000.00       1950.00

QTR       2                                                204   2.50000       1.12078       1.25616       4.00000       1.00000

REALGDP   3 real gdp                                       204   4562.65       2113.96      0.446884E+07   9303.90       1610.50

REALCONS  4 real consumption                               204   2999.44       1459.71      0.213074E+07   6341.10       1058.90

REALINVS  5 real private investment                        204   652.292       391.711       153438.       1801.60       197.700

REALGOVT  6 real government expenditures                   204   997.016       313.416       98229.4       1582.80       359.600

REALDPI   7 real disposible income                         204   3341.48       1580.92      0.249931E+07   6634.90       1178.10

CPI_U     8 consumer price index                           204   225.821       148.989       22197.6       521.100       70.6000

M1        9 nominal money stock                            204   453.921       359.726       129403.       1152.10       110.200

TBILRATE 10 quarterly average month end t bill             204   5.22941       2.84516       8.09492       15.0900      0.810000

UNEMP    11 unemployment rate                              204   5.67451       1.57525       2.48142       10.7000       2.60000

POP      12 interpolated polulation                        204   213.969       35.7187       1275.83       281.422       149.461

INFL     13 rate of inflation                              203       na            na            na       0.100000E+32  -2.53010

REALINT  14 ex post real interest rate                     203       na            na            na       0.100000E+32  -11.2160

CONSTANT 15                                                204   1.00000       0.00000       0.00000       1.00000       1.00000
1. 33 points. Page 294 of Greene (2008) shows the results  of estimating
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with OLS and the alternative nonlinear model

b.  Consump = 
[image: image150.wmf]a

 + 
[image: image151.wmf]b

*income
[image: image152.wmf]l


with a nonlinear estimation package. Use the B34S matrix command, RATS (or SAS) to verify that the OLS and NLS results listed on page 295 are correct. First start out by setting the initial guess for the NLS parameters to the values obtained with OLS. Note that OLS assumes 
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 = 1. Finally try assuming 
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 = .1. What happens?  

Help: Stokes (1997) provides a template on how to call rats under b34s. Remove the last two b34s commands and use the unix command

rats rats.in rats.out

to run the rats part of the job. Change the rats.in file as needed. Assuming the parameters are a1 and a2, the following rats commands will load a1 and a2 with OLS estimates

LINREG Y

# CONSTANT X

COMPUTE A1 = %BETA(1)

COMPUTE A2 = %BETA(2)

Help on Nonlinear Modeling: Problem set # 7 should be done with B34S, RATS or SAS Proc Nonlin. If RATS is used, call RATS under B34S.  A sample job running the Sinai-Stokes (1972) data using the b34s MATRIX command is shown next. Modify this job to run the above problem.

/$ Illustrates NL Estimation using NLLSQ Command under matrix

/$ Restricted OLS Model estimated using nonlinear methods

/$ Results tested against full OLS model

/$ Results graphed

/$

/$ OLS model run inside and outside matrix command

/$

b34sexec options include('c:\b34slm\b34sdata.mac')

                 member(res72); b34srun;

b34sexec reg; model lnq=lnk lnl lnrm1 time; b34srun;

b34sexec matrix;

call loaddata;

* Sinai-Stokes RES Data ---  Nonlinear Models ;

call tabulate (q l k m1dp time);

call olsq(lnq lnk lnl lnrm1 time:print);

rssols=dexp(afam(lnq))-dexp(afam(%yhat));

yhatols=dexp(afam(%yhat));

call tabulate(q,dexp(%yhat),rssols);

program res72;

call echooff;

yhat=a*((k**g1)+(l**g2)+(m1dp**(1.0-g1-g2)))+ v*time;

return;

end;

call print(res72);

call nllsq(q,yhat :name res72 :parms a g1 g2  v

                 :print result residuals);

call graph(%res,rssols);

call graph(q,yhatols,yhat);

call tabulate(q,yhatols,yhat);

b34srun;

Note that the user is running OLS using the LOG form of the model. The residuals here are saved in the variable %RES. However these cannot be used directly since they are in log form. The lines

rssols=dexp(afam(lnq))-dexp(afam(%yhat));

yhatols=dexp(afam(%yhat));

transform the OLS residuals to rssols and form an estimate of yhat for the OLS model.  The "cost" of the restriction can be seen by the reduction in the sum of squared errors in the OLS model and the graphs. This example, is worth running in its own right. It is available as  NLLS4 in the file matrix.mac.

2. 33 points. Greene (2003) page 173-180 discuss the Box-Cox transformation. In general 
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. The file matrix.mac contains sample setups  boxcox_1, boxcox_2, boxcox_3  and boxcox_4 that illustrate solutions of various aspects of this problem. In some cases we assume 
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. Run these files (on PC or linux) and discuss the findings in some detail. How do the results compare with the answers in Greene (2000)?  To help you I have made a copy of Greene (2000) tables 10.7 & 10.8.

	Greene (2000) Page 451 Table 10.7 (Theta=0 => log left hand side)
	
	

	
	
	
	
	
	
	

	Parm
	Estimate
	ML/Hessian
	ML/BHHH
	OLS
	
	

	Alpha
	-0.47
	7.911
	15.143
	0.357
	
	

	Beta
	-0.00595
	0.034
	0.0475
	0.0348
	
	

	Gamma
	0.0834
	0.3656
	0.695
	0.00485
	
	

	Lamda
	0.475
	0.551
	1.045
	
	
	

	Sigma_sq
	0.0053504
	0.00201
	0.00258
	
	
	

	e'e
	0.127201
	
	
	
	
	

	
	
	
	
	
	
	

	Greene (2000) Page 452  Table 10.8 – Here Lamda Transforms Both sides
	
	

	
	
	
	
	
	
	

	Parm
	Estimate
	ML/Hessian
	ML/BHHH
	OLS
	Lamda=0
	Lamda=1

	Alpha
	-11.17
	2.515
	3.516
	0.783
	-21.992
	-3169.4

	Beta
	-0.00569
	0.00155
	0.021
	0.0159
	-0.0316
	-14.92

	Gamma
	5.144
	1.044
	1.126
	0.299
	3.656
	1.588

	Lamda
	-0.35
	0.194
	0.236
	
	0
	1

	Sigma_sq
	0.00004216
	0.000115
	0.00014
	
	0.00776
	30882

	e'e
	0.0008432
	
	
	
	0.13196
	525005

	Log L
	-116.51
	
	
	
	-118.073
	-130.133


Where are the answers the same, where are they not the same. Of particular interest are:

· Results with NLLSQ where right hand side only is transformed.

· Results with a minimize command where e'e is minimized
· Results where a likehood function is maximized

· Results using Rats (see setup boxcox_4) where a slightly

Different likelihood function is used.

Note:  This problem requires NO programming, just interpreting the results.  It shows just what is possible with a simple nonlinear model specification. However note that this problem is quite difficult computationally! Comment on any problems found.

3. 34 points. Problem 2 page 312 of Greene (2008) or problem 1 of Greene (2012) shows a Box-Cox transformation of a Cobb-Douglas production function. Use OLS and NLS to estimate
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The following smith commands will load the data

b34sexec options ginclude('greene08.mac') macro(table14_1)$ b34seend$

Means obtained should be:

Series             Obs       Mean       Std Error      Minimum       Maximum    

VALUEADD             25  711.56000000  966.09588314   22.70000000 4079.55400000 

CAPITAL              25   53.06308000   93.01841042    1.54300000  435.10500000 

LABOR                25  105.58888000  125.96260518    4.06300000  490.38400000 

ESTABL               25  235.88000000  272.64129670   15.00000000 1372.00000000 

TREND                25   13.00000000    7.35980072    1.00000000   25.00000000 

Look at test problems boxcox_1, boxcox_2 and boxcox_3 in matrix.mac and modify as needed.

Hint:  job boxcox_1 can be used. Job boxcox_4 is a rats job and provides another alternative.

Do not forget to scale data Y, K, L by number of establishments.

4. 10 points extra.  The Stata commands

b34sexec options ginclude('greene08.mac') macro(table14_1);

         b34srun;

/$ This name is required unless filename option used

b34sexec options open('statdata.do') unit(28) disp=unknown$ b34srun$

b34sexec options clean(28)$ b34srun$

b34sexec options open('stata.do') unit(29) disp=unknown$ b34srun$

b34sexec options clean(29)$ b34srun$

b34sexec pgmcall idata=28 icntrl=29$

         stata$

         pgmcards$

//       uncomment if do not use /e

//       log using stata.log, text

         describe

summarize

gen k=capital/nfirm

gen l=labor/nfirm

gen newy= valueadd/nfirm

gen log_y=log(newy)

boxcox log_y k l, model(rhsonly)

b34sreturn$

b34seend$

b34sexec options close(28); b34srun;

b34sexec options close(29); b34srun;

b34sexec options

         dodos('stata /e do stata.do');

         b34srun;

b34sexec options npageout

    writeout('output from stata',' ',' ')

    copyfout('stata.log')

    dodos('erase stata.do','erase stata.log','erase statdata.do') $

    b34srun$

will run the "built in" Stata Box-Cox routine.  What do you get?  Compare with # 3.  See Greene (2003) page 190 # 3.
Note: Nonlinear methods are increasingly important in applied work. Most nonlinear model setups can be modified to fit other problems. It is not a good idea to write the program code from scratch. It is far better to modify a running program. The b34s matrix command provides visualization tools that allow the user to instrument the solution process. In many cases if the iterations get into trouble it can be spotted. An alternative is to put call print(x); statements in the model to print out the path of beta. In rats the trace option can be used. The b34s cmax2 and cmax3 commands can be used where it is known from theory that certain parameters can be restricted.

5. 20 points extra credit. Chapter 17 of Stokes (2007) discussed the GAM & projection pursuit method of estimation.  Discuss these methods and compare it to the nonlinear least squares method.  Test these methods against nonlinear least squares methods for the data in problem 3. Run the Model lnq=f(labor, capital). Remember what you are attempting to "beat" is the Box-Cox result.  For the projection pursuit experiment with the number of trees setting. Try :m 1  and :m 10
Computer Skills:

Steps to edit a file using pico.
    1. Get on  smith.

    2. When on the system, give command

                 pico

       this will put you in pico. 

    3. Start entering your program.

    4. When you are done give command (cntl) x to save. When asked for a name give test.b34

    You are now ready to run.

It is suggested as a test you try a simple file such as:

b34sexec data noob=17 nohead corr setyear(1923)$

 input time ct ri rpt $

 build log10ct log10ri log10rpt$

 comment='this job shows b34s options documented in stokes(1991)'$

 label time   = 'year'
       ct     = 'consumption of textiles'
       ri     = 'real income'
       rpt    = 'relative price of textiles'
       log10ct= 'log10(consumption of textiles)'
       log10ri= 'log10(real income)'
       log10rpt='log10(relative price of textiles)'
                           $

*                          $

gen log10ct  =  log10(ct)  $

gen log10ri  =  log10(ri)  $

gen log10rpt =  log10(rpt) $

*                               $

comment=('textile data from theil(1971) page 102')$

  datacards$

  1923   99.2   96.7  101

  1924   99     98.1  100.1

  1925  100    100    100

  1926  111.6  104.9   90.6

  1927  122.2  104.9   86.5

  1928  117.6  109.5   89.7

  1929  121.1  110.8   90.6

  1930  136    112.3   82.8

  1931  154.2  109.3   70.1

  1932  153.6  105.3   65.4

  1933  158.5  101.7   61.3

  1934  140.6   95.4   62.5

  1935  136.2   96.4   63.6

  1936  168     97.6   52.6

  1937  154.3  102.4   59.7

  1938  149    101.6   59.5

  1939  165.5  103.8   61.3

b34sreturn$

b34seend$

b34sexec list $ b34seend$

b34sexec regression residuala blus=both$

   comment=('theil(1971) test raw data')$

   model ct = ri rpt$

   b34seend$

Which is documented in Stokes (1997) or

b34sexec data noob=300$

  build x1 x2 y$

  gen x1=rn()$

  gen x2=rn()$

  gen y = 100.0 + 2.0*x1  + 3.0*x2 + rn()$

b34seend$

b34sexec rr$

    model y = x1 x2$

    b34seend$

b34sexec regression residuala$

    model y = x1 x2$

    b34seend$

which generates 300 observations of random data and runs a test regression in B34S 2 ways. Note that 
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Assuming the test file is called mytest.b34, the unix command

b34s mytest

will produce an output file mytest.out and a log file mytest.log. Be sure and inspect the log file to see if you made a mistake in building your test file.

Note:  It is important you know how to run this simple setup before you tackle the problems.  Most students start off using the Display Manager and the menus and eventually move to running using the b34s command.

Matrix Command:  The Matrix command has help and example files for all commands that can be accessed from the display manager. Chapter 16 of Stokes (200x) is available on line under the class web page and will provide a number of examples. 

PC Notes
In class I will demonstrate the use of the B34S to help you get going. I usually come early and it has been the practice to have students run software in class during this time. In addition, I am available in my office to help. Students having problems should save their control files on disk and bring them to my office so I can see what is the problem. If you are having a problem, call me at 773-643-4383 instead of waiting to get to class. There is nothing more stressful than bugs that keep you from getting the output that you need. I want to limit this happening as much as possible. If you are running on linux  or unix I can, with permission, usually log on to your account and fix any problem with both of us looking at the screen.

B34S comes with over 600,000 lines of test problems. All matrix commands have one or more test problems. All procedures have test programs. Users should spend time running these programs.  All book examples are in the file bookruns.mac and should be tried.

The TASKS menu of the B34S program allows the user to load macros into the program buffer and execute or just load macro files.  The data for the projects will be in file c:\b34slm\greene.mac.  Hence the data can be loaded from the TASKS menu or run from the FILE/RUN "Run Macro".  The HELP menu allows quick graphs, while on line MENU feature allows many of the commands to be menu driven.  The better you learn b34s the less and less you need menu driven commands. Since the menus write command files, these can be saved and modified. In the TASKS section of the B34S Display Manager it is possible to load the shell job RUNRATS1 and RUNRATS2 or from the file c:\b34slm\runrats.mac, load a number of preprogrammed jobs. These jobs include the ARCH, GARCH and ARCH-M jobs.  This allows a link to RATS under B34S. B34S also does ARACH/GARCH and GARCH-M estimation under the matrix command. Given sufficient memory, Matlab can be used under B34S in the B34SIO section of the Display Manager. More detail on running the software will be given is class.  Since shell jobs for the assignments are given in this write-up, the computer part of this course should be manageable. A major objective is to make the student comfortable and conversant with modern econometric model building. The course should be judged on how well it achieves this goal. The course uses readily available PC software that can be obtained in student editions. This should facilitate students using the tools in this class after the class is over. Users wishing to run RATS can obtain RATS manuals from the EpiCenter bookstore. A student version of RATS is available from Estima at a substantially reduced cost. Unlike SAS, there is no time limit on this software

Quick Examples
b34sexec data$

input x y$

datacards$

1 1995

3  875

6  695

10 345

5  595

2 1795

b34sreturn$

b34seend$

b34sexec list$ b34seend$

b34sexec rr$ model y = x$ b34seend$

run the file with the command

b34s cars

This command will build two files.  The file

cars.log 

contains the B34S log. Look in this file for any problems. The file

cars.out 

contains the results of your job. You should see the data list and the results of the regression. Your results should show
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which are discussed in the notes on statistics.

The command b34sx will launch the B34S Display Manager on smith. If the user is at a text screen, the Display Manager will automatically be in text mode. 

� For further discussion see Pindyck and Rubinfeld (1981, 339-349).
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