LEXICOLOGY & LEXICOGRAPHY:

A. LEXICOLOGY

B. WORD FORMATION

C. LEXICOGRAPHY

D. LEXICOLOGY – LEXICOGRAPHY – SEMANTICS

 

A. LEXICOLOGY
1. KEY ISSUES & FOUNDATIONS

References:
1. Carter, R. (1998):1-14 – (What’s in a word)
2. Jackson, H. (198)8: 1-18 (What is a word?)
3. Crystal, D. ( 1995): 118-9 (The nature of the lexicon)
4. Landau, S. (2002) Dictionaries, The Art and Craft of Lexicography, 2nd ed., Cambridge UP, 1984, 1989, 2001

1.1 definition of a WORD 
(orthographic, minimum meaningful unit, stress, forms of words)

- lexicological metalanguage: word-forms, lexemes, lexical units, mwlu, entry

1.2 lexemes & words
lexeme as an abstract unit

word form

lexeme and polysemy

- lexicological metalanguage: word-forms, lexemes, lexical units, mwlu, entry

1.3 grammatical vs. lexical words: lexical words: open & closed classes

1.4 morphemes: free & bound; morphology of the English language

1.5 word production & creativity 

word formation: inflection, derivation, conversion, compounding

collocation

phrases

metaphor, etc.

1.6 multiple meanings and lexical relations
polysemy

antonymy

homonyms, homophones, homographs

revised definition of a word - lexicological metalanguage: word-forms, lexemes, lexical units, mwlu, entry

Howard Jackson: Words and their meaning

What is a word
Compound words form a unit made up of two or more single words 

(e.g. time + keeper=timekeeper), but time + lag = time lag; time-lag

We may have words which are identical orthographically, but which are pronounced differently. We regard them as different words

e.g. refuse – /rifjuz/ declining, resisting (v.)

/refjus/ - rubbish (n.)

We also have different spellings for the same pronunciation

E.g. practice -_- practise – different words

Homographs – words which are spelt the same but have different pronunciation and meaning (e.g. refuse).

Homophones – words which are pronounced the same but have different spellings and meanings (e.g. practise – practice)
Homonyms – words which are spelt and pronounced the same, but have clearly different meanings.

e.g. bank 

– financial institution
- side of river or stream
- a row of keys on a keyboard

Polysemy – refers to one word having a number of senses or variants of a single meaning

Eg. Grow


- grow a beard


- grow apples


- children's feet grow quickly

Nattinger proposed a not for teaching metaphor sets and he argues that the lexical items in a metaphor set such as argument is war should be thaught in terms of their associative bonding.
Grids, sets and networks of various kinds offer a systematic basis for vocabulary development and there have been a number of related attempts to develop them at different levels and for different purposes, including for beginning students. Recently, an emphasis has fallen on visual representation as a means to stimulating links between words and sets of words (diagram 7.5).

Inflections are these different words or the same word 

E.g. sew – sewn – sewing – sewed – sewn (change of form)

Grammatically, they are different words. They occur in different context. 

Ortographic words – different from each other by their spelling

Phonological words   - different from each other by their pronounciation

Word-forms – grammatical variant

Lexemes – items of meaning, headwords of dictionary entries. The headwords are the base forms of the words, from which other word forms are derived. These base forms may be also termed as the citation forms.

In some dictionaries, the word singer may be found under the headword sing. This is incorrect. These must be regarded as separate words since they belong to different word class and are so used in different contexts.

Multi-word lexemes (MWLU)
Phrasal verbs – we understand them as a single semantic unit
Prepositional verbs (look after, think about, speak with, wait for)

Compound verbs (timekeeper, time machine, time-consuming) are to be regarded as single words

Idiomatic phrases (e.g. to spill the beans – reveal a secret) are single lexemes. They are usually entered in a dictionary as a derivative under one or more of the constituent words of the idiom)

I am coming tomorrow on the train at six o'clock.

Lexical words – I, am, coming, tomorrow, train, six o'clock

Grammatical words – on, the, at

R. Carter: What's in a word?
Lexical semantics is the area of linguistics which explores what a word is constituted of.

Orthographic definition – any sequence of letters bounded on either side by a space or punctuation mark. This definition is at the basis of such an activity as counting the number of words needed for an essay.

The spoken discourse does not allow of such a clear perception of a word. Where spaces occur in speech it may for reasons other than to differentiate one single word unit from another (e.g. for emphasis).

But, bring, brings, brought, bringing – are these separate words and are they listed separately in a dictionary?

It is more accurate to define a word as the minimum meaningful unit of language. But, there are single units of meaning which are conveyed by more than one word (e.g. bus conductor). Do they count as one word or two? Or, what meaning is transmitted by the following words: if, by, but, my, because… The presence of such words undermines another definition of a word, namely, that a word is a minimal free form (by Bloomfield).
This comes form the fact that a word is a word if it can stand on its own as a reply to a question or as a statement or exclamation.

Another possible definition of a word is that it will not have more than one stressed syllable. Words like if, but, by, them do not normally receive stress. Some two-word orthographic units such as bus conductor are defined as single words.

The notion of lexeme may help us to resolve some of these problems. Bring is a lexeme which has different word-forms (bring, brings, brought, bringing). Lexemes are the basic, contrasting units of vocabulary in a language. When we look up words in a dictionary we look up lexemes rather than words. The lexeme bring is an abstraction. It does not actually occur itself in texts. Instead it realizes different word forms.

The term lexeme also embraces items which consist of more than one word-form. Kick the bucket is a lexeme, and will appear as a single dictionary entry.

The notion of lexeme helps us to represent polysemy (the existence of several meanings in individual words).

Thus fair (n.), fair (adj.1) and fair (adj.2), will have three different lexeme meanings for the same word form. But, are the meanings of, for example dressing (sauce, fertilizing, bandages) specializations of the same basic lexeme or not?

Grammatical words (functional words, functors, empty words) include pronouns, articles, auxiliary verbs, prepositions and conjuctions. 

Lexical words (full words) include nouns, adjectives, verbs, adverbs. The former are an open class of words (changeable over a period of time), and the latter a closed class (immutable) ****?
A morpheme  is the smallest unit of meaning in a word (e.g. the word inexpensive consists of two morphemes: in and expensive). There are free morphemes – occur independently as words. There are also bound morphemes – occur only as a part of a word and cannot stand on their own (e.g. –(e)s, -(e)d, -ing, un-, -ism). We also have allomorphs (the –er in smaller, winner, eraser). A morpheme is an abstraction and is realized by forms which are called morphs.

In a word, we distinguish inflections and derivations. Inflections signal grammatical variants of a given root (e.g. adapt, adapts, adapting, adapted). Derivations signal lexical variants of a given root (e.g. adaptor, adaptable, adaptability, adaptation), they change word-classes (e.g. rich – richness). Derivation operates even when there are no formal changes to the root (e.g. dirty – v. and adj.).

Morphemes can be root and non-root. Non-roots which are at the same time bound morphemes are called affixes. All the inflections of a basic root word-form of a lexeme are listed under a single lexeme entry.

Crystal, D. 
Inflection – grammatical variants of a given root
Derivations – lexical variants of a given root

Multiple meanings  

· polysemy (several meanings in an individual word)

· antonyms

· affix (can different semantic values)

· homonyms

· homophones, homographs

2. ORIGIN OF ENGLISH WORDS – etymology, lexical borrowing, adding to the lexicon
References.: 
1. Jackson, H. (1988): 19-34 (Where did English words come from?)
2. Crystal, D. (1995): 135-155 (Etymology)
3. Hatch, E & Brown, C. (1995) – Part 8, Adding to the lexicon, 170-187
4. EWD, Umbach (WNW), Barnhardt (World Book Dictionary.)
Origins

Borrowed words

- Old Norse / Danish, Norman Conquest 1066 – Middle. French, Classical Revival 

- Mod. E. (combining words of Lat/Gr origin)

- New World (Spanish, Indian languages)

- Dutch, Spanish, Italian, 2nd World War

- Other (Mod. French, German, Spanish, Swedish), exotic lang.

- Intermediary languages

Making new words : Motivated words, Compounding, Derivation, Conversion, Blending, Clipping, Back formation , Acronyms

Etymology proper – in dictionary entries

Etymlogical Issues in dictionaries (EWD)

Method of presentation – word origin indicators; etymology in the entry ((Barnhardt, Umbach/WNW)

Nature – definition – issues : arguing etymologically (Crystal)

Neologistic compounds (Lat & Gr in Mod. E) – Orwell – Newspeak
Semantic change: (other than: euphemism, cliché, figurative language)

extension / genaralisation

narrowing / specialisation

amelioration

pejoration / deterioration

Folk etymology

 

Jackson, H – Where did English words come from?
English – the Angles who invaded the island during the 5th and 6th century. Loan-words – words incorporated into English from other languages. The process by which they are brought into the language is called borrowing. These words then become nativised.

OE or Anglo-Saxon words are more prestigious and are associated with the written language or more formal contexts. Compounding – combining two or more existing words in order to form a new word (e.g. motorway). Most compounds are nouns, but – overcharge (v.), lackluster (adj.), outside (adv.), into (prep.), yourself (pron.).

There is another kind of compounding, in which the parts of a compound are not themselves independent words (e.g. bibliography). We refer to these compounds as neo-classical compounds, and their parts as combining forms (e.g. bio-, electro-, tele-, -ology).

Derivation – adding to an existing word either a suffix or a prefix (e.g. locate + ion – location). It involves usually a change in word class.
A further kind of derivation is the possibility of using a word as a member of a word class other than the one to which it belongs – conversion (e.g. bottle, skin, catch, jump).

Blending – joining two words together and retaining a part of each (e.g. permafrost – permanent + frost; breakfast + lunch – brunch)

Clipping  - or abbreviation (e.g. fridge – refrigerator)
Back formation – by the removal of affixes (e.g. babysitter preceded the verb to babysit)

Acronyms  - words composed of the initial letter of the words of a phrase (e.g. UNESCO – United Nations Educational, Scientific and Cultural Organization)

Hatch E. & Brown C.: Adding to the lexicon

Borrowing
English borrowed from French during the occupation period which followed the Norman Conquest in 1066. (terms form the law, court and property, military, and church terms, food) – language of the court.

Some countries fight for maintaining the language pure from borrowed words (e.g. France lay down a law against English words).

Borrowed words may retain their original spelling and pronunciation. However, if the word is used for any length of time, changes begin to occur and the pronunciation and spelling become closer to the borrowing language (e.g. when American students order "tacodillas" in an English-sounding fasion).

Some languages have affixes which help to nativize borrowed words, e.g. Germans use –ieren so that the English publish becomes publizieren.
Borrowed words are frequently used for only a specific meaning, e.g. in the Nepali language, the English calendar is used only for the one hung to the wall.

The meanings of borrowed words may also be extended to the other new meanings which do not obtain in the source language, e.g. words wet and dry both appear as loans in Japanese. But wetto has been extended to include the meaning of sentimental or soft-hearted, and dorai can mean businesslike.

Borrowed words may become a source of humor, e.g. Bolag, a district in Cairo, is an adaptation of bean lake, thought there is no lake to be seen*****?

Restaurants use French words to create effect, but novelists also use borrowed words to create ambiance. The Clockwork Orange is famous for its use of borrowed lexical items from Russian. In borrowing the words become part of language and are used by the speakers of that language as though they were native lexical items.

We all use words like garage, confetti, vodka, goulash and robot without much thought of their origin. There are, or course, stages in assimilation of borrowed words. They may be worked with special affixes; the pronunciation of the word may gradually shift until they fit that of the native language. The end result is that the words are treated as ordinary words of the language.

In language mixing and switching, the words are momentarily borrowed by individual speakers in order to create certain effects. The dividing line between borrowing and mixing is fuzzy. Bilingual communities may use either the L1 or L2 when speaking with mono-linguals. In their own social communication they may use the L1 with heavy borrowing from the L2. The amount of mixing is great. Some linguists claim that the mixed language spoken by the bilingual social community is a separate L3.

Coinage
Words that have developed with the language over time are called native words. When a new word is needed, and there is neither a borrowed word available, nor a native word, the solution is coining a new one (e.g. high-five, a word first used as a celebratory gesture, a slap of right hands high over their head). It is important that the word fits the phonology of the language.

Names of people and places
Eponyms  - the names of inventors of products or people associated with particular products that have become the words for the products themselves (e.g. Tupperware, named after inventor, a chemist at DuPont).
The opposite type of relation also exists. Many family names are taken from ordinary words, in particular words for an occupation, making names like Smith, Miller, Former, Baker, Cooper, Wright, Potter etc. Names may be used in metaphoric fashion to refer to someone else who happens to exhibit the same trait as the person named; e.g. "She is the Madonna of our neighborhood". Almost every place name can be turned into an adjective e.g. Parisian nights – some quality of the place has been used as an attribute of the words they modify. Place names can become nouns too – Camembert (cheese) and Limousine are named after places in France.
Some names have multiple origins, e.g. after the earthquake in San Francisco many babies were given the middle name Quake. Ordinary words can become the basis of place names, e.g. French Lick, a town located in the Ohio Valley was once coverd by an inland sea in which salt accumulated. The salt springs in the valley are called licks because the cattle, buffalo and deer would lick the earth to get at the salt.

Place names can usually be traced through the history of an area. Place names along the California coust came from Hokan (the language of Chimash Indians): Ojai, Lompac, Point Mugn, Pismo Beach.
In science eponyms abound, e.g. in astronomy, comets are named for the first person who observes them. (e.g. Haley's Comet).

Conversion
It is a process which allows us to create additional lexical items out of those that already exist. It is also a process in language change. We lika a word so much that we decide to use it in new ways, e.g. a spy spies, a bag is used to bag.
Ankist (1985.) classified noun-to-verb conversions according to patterns

1) applying or removing what the parent noun denotes – e.g. to newspaper the shelves

2) to go to or perform an activity at a place denoted by the parent noun

e.g. to Jacuzzi
3) to apply duration or time as denoted by the parent noun

e.g. to Christmas in Hawaii

4) to behave or  take the roles of the parent noun

e.g. to John Wayne it

5) to come to resemble whatever the parent noun denotes

e.g. to trash the neighborhood

6) to produce the process or activity denoted by the parent noun

e.g. to conference
7) to perform actions usually performed by means of the parent noun

e.g. to RV across America

Shifts
The meaning of words can shift over time (e.g. drive once meant driving cattle but is now mainly used for driving cars)

Shifts may either elevated or lower the value of words (e.g. angel once merely meant a messenger).
Shifts may occur in one dialect of a language, and not in another, e.g. corn in BrE = grain; in AmE a particular grain crop.

Meanings of words also shift as they are borrowed from one language to another, e.g. in Japanese the word feminisuto (from feminist) refers to a man who is sentimentally fond of women.

Jackson, H.: Words and the world

Language organizes the content of communication into the sounds that are heard or the written symbols that are read.

The study of the way in which language "means" is called semantics. We can look at the semantics of grammar, the semantics of discourse, the semantics of sounds.

The semantics of words is concerned with the meaning relation between the words of our language and the world of our experience. The relation between words and entities that we want to talk about in our experience of the world is called reference / denotation.
The relation between words and what they refer to is arbitrary. Sometimes the word is motivated by the sound that its referent makes – motivated words. A different kind of motivation may be found in proper names. They have a unique reference.

Common nouns are words that do not have a unique reference. A reason for the looseness and fuzziness of the reference relation of many words is that the vocabulary of our language reflects what we choose to name in our experience  of the world, ro the way in which English speakers carve up reality – Englishman's viewpoint of the world. The way our language carves up reality conditions us to see the world in a particular way. For example, if you want to understand the reality of a group you have to learn the jargon. This means that some lexemes refer generally, while others refer more specifically.
We can define reference as a direct relation between object and word. The concept embodies all that is essential about the denotation of a lexeme. It is easier to find the denotation of concrete than of abstract words. In the verb class, the denotation of activity verbs (e.g. blow, run, throw) is easier to characterize than that of cognitive verbs (believe, remember, understand).
The denotation of some adjectives can be characterized quite precisely, either because they relate to words of other classes, especially nouns (e.g. prickly = having prickles), or because they refer to observable and/or measurable qualities in the real world, e.g. color adjectives.

The relation of reference does not apply in the same way for grammatical word clauses.

Connotation relates to the association that a word has over and above its denotation. (e.g. candle – romantic connotation). Connotations are far more indeterminate than denotations. They may be subject to considerable variations from one generation to the next. On the other hand, Connotations can be rather subjective and not shared in the same way by all speakers of a language.

Emotive meaning of a word is associated with connotation (e.g. imperialism, revolution, freedom, democracy…)
3. WORDS AND MEANING
References:
Jackson (1988): 49-63 – Words and the world; 79-95 – Analysing word meanings
Carter (1998): 15-18 – Referential meaning; Componential analysis
Lyons, J. ( 1977): 174-229 (Reference, sense and denotation)
Lyons, J. (1979): 75 – 89 (The Lexicon)
Palmer, F.R, (1981) Semantics
Cruse, D. (1986) Lexical Semantics
referential meaning

componential analysis

denotative vs. connotative meaning

semantic relations 

 Carter, R.: Referential meaning; Componential analysis

Referent – the object, entity, state of affairs etc. in the external world to which a lexical item refers. But there are words in the language which, when taken  singly, have no obvious referent (e.g. the, because, might, which).
Reference or denotation is extra linguistic, i.e. there is reference to something in the external world. Words have also sense relations – the system of linguistic relationships which a lexical item contracts with other lexical items.

A basis for an examination of this has been laid by a theory known as componential analysis  - a technique for describing relations of meaning by breaking down each word into its irreducible features: those components which are absolutely minimal for its reference.
A main core of componential analysis is the concept of binarism. Semantic features are marked on the basis of semantic opposition or dimensions of contrast

e.g.

woman
boy

human

+

+

adult

+

-

male

-

+

We differentiate them from man, girl, house, cow, etc.

This reduction of a word's meaning to its ultimate contrastive elements results in an atomization of meaning and is useful for defining basic similarities and oppositions much as occur in kinship relations and in classifying the animate and non-animate components of lexical items.

Lyons, J.
Denotation and sense
Monolingual dictionaries of a language explain the meaning of words by providing them with metalinguistic definitions in which the object language is used as its own metalanguage. It is difficult to devise dictionary definitions for grammatical words. Bilingual dictionaries rely on the notion of interlingual synonymy (e.g. dog (eng.) = pas (cro.)). Monolignual dictionaries also make use of synonymy (intralingual, rather than interlingual). But molingual dictionary definitions will usually combine paraphrase with analysis and description. Traditional dictionary definitions can be seen as defining two different, but complementary, aspects of lexical meaning: denotation and sense.
To say what the word "dog" denotes is to identify all those entities in the world that are correctly called dogs. Some words may be put into correspondence with classes of entities in the external world by means of the relation of denotation. Denotation is intrinsically connected with reference. It is obvious that "dog" does not stand for the class of dogs in quite the same way that "Fido" can be used to stand for, or refer to, some particular dog.
The crucial difference between reference and denotation is that the denotation of an expression is invariant and utterance-independent, is part of the meaning which the expression has in the language system. Reference is variable and utterance-dependent, e.g. "dog" always denotes the same class of animals, whereas the phrases "the dog", "my dog" or "the dog that bit the postman" will refer to different members of the class on different occasions of utterance. Lexemes as such do not have reference but may be used as referring expressions or as components of referring expressions in particular contexts of utterance.

Lexeme "dog" denotes a class of entities in the external world. It is also related, in various ways, to other lexemes and expressions of English, including animal, hound, terrier, spaniel. Each relation that holds between dog and other expressions of the same language-system may be identified as on of its sense-relations.
The sense of an expression may be defined as the set or network, of sense-relations which hold between a lexical expression and one or more other lexical expressions in the same language. Sense is wholly internal to the language system.

Sense and denotation are interdependent in that one would not normally know one without having at least some knowledge of the other.
The larger the denotation, the smaller the sense, and conversely, eg. The denotation of "animal" is larger than, and includes, that of "dog" (all dogs are animals, but not all animals are dogs), but the sense of "animal" is less specific, and is included in that of "dog".

The extension of a term is the class of entities it identifies. The intension of a term is the defining property of the class. Some scholars have identified the sense of an expression with its intension. An expression denotes (extensionally) a class of entities and (intensionally) its defining property i.e. the property which all members of the class share and by virtue of which they are members of the class in question.

Reference
It is the relation that holds between speakers and what they are talking about on particular occasion. The referential range of reffering expressions is fixed by their meaning in the language (i.e. by their sense and denotation).

One cannot determine the reference of an expression without regard to its context of utterance. What one can do is to establish the intension of an expression.

Simple propositions are normally analyzed by logicians into expressions of two kinds: names and predicates. Names serve to refer to entities in some possible world about which statements are being made. Predicates serve to ascribe properties to single entities and to ascribe relations to ordered pairs, triples etc. of entities.

Names have no descriptive content.

Noun-headed noun phrases (e.g. the bay, those four old houses) can be challenged on both syntactic and semantic grounds. The noun is the head of such phrases.

One subclass of noun-headed noun phrases is that of definite descriptions – expressions which refer to some definite entity and identify it by means of the descriptive content of an expression, e.g. "the man" – all such expressions may be factorized into two components. One is descriptive (man), and other referential (the). The referential component is non-descriptive.

The word (entity) can fall into different sortal categories according to what are held to be the essential properties of the classes of entities that they denote, e.g. "thing" denotes a class of inanimate entities. Referential opacity – a referentially opaque context is one in which the substitution of one referring expression for another expression with the same reference does not normally hold constant to the truth – conditions of the sentence in which the substitution is made. 

E.g.
"I wanted to meet M. Thatcher". 

"I wanted to meet the first women PM of Great Britain"

do not necessarily have the same truth conditions. There are two reasons for this. One is that the name M. Thatcher is not constant in this reference (there are many women in GB with this name, who are actually not PMs). The second reason is that "the first woman PM of GB" can be given either an extensional interpretation in which it servers to identify a particular person or an intensional interpretation, in which what counts is not the actual person that the locutionary agent has in mind, but some concept that fits the descriptive content (defining property) of an expression.

This kind of intensionality is identified by means of the Latin phrase "de dicto" ("about what is said"), contrasted with "de re" ("about the thing").

4. LEXICAL RELATIONS / STRUCTURAL SEMANTICS / WORD ASSOCIATIONS

References:
1. Carter 1998: 19-28; – (Structural semantics: Words and other words)

The basic principle of a structural semantics approach to word meaning is that words do not exist in isolation: their meanings are defined through the sense relations they have with other words. Such relations have psychological validity for individuals and this is indicated by the degree of uniforming unraveled (?) by responses to word association tests (e.g. most individuals associate the words accident and alive with car and dead).
These relations can be more fully classified along the following lines:

1) Synonymy – more than one linguistic form can be said to have the same conceptual or propositional meaning. But the words are not totally interchangeable in all contexts (e.g. house, abode, domicile, home are synonyms in some contexts. However, stylistic differences limit substitutability.

2) Antonymy – semantic opposition or unreletedness

a) complementarity  - the presence of one sense component excludes another (e.g. alive & dead – to use one entails the denial of other)

b) converseness  - contrastive lexical relations where there is a measure of logical reciprocity (e.g. husband  & wife; the senence "he is here husband" can be reversed to produce the reciprocal correlate "she is his wife")

c) incompatibility  -  relational contrasts between items in a semantic field (words which co-occur with reference to a familiar topic) e.g. The house in red excludes that it is any other color

d) antonymy – an inclusive term for all the above contrastive sense relations but also in the more restrictive sense of gradable opposites) e.g. hot – cold, big – small. The same word can be antonymous with more than one word depending on different semantic networks, e.g. old can be an antonym of young and of new.

3) Hyponymy – a relationship existing between specific and general lexical items in that the meaning of the specific item is included in, and by, the meaning of the more general item. It is a kind of asymmetrical synonymy. Its basic organization is hierarchical, e.g. tulips and roses are co-hyponyms and are linked by their common inclusion under a superordinate (hypernym) flower.

It is usual in dictionary definitions to define a subordinate item in terms of its superordinate (e.g. spinach is a kind of vegetable). Meronymy – a part whole relation as in the case of tree, branch and roots where branch and root are co-meronyms, named parts of the superordinate tree.
White – we know that white is a color and we can contrast it with other colors, but in expressions such as white wine, white elephant, white coffe, the white of an egg etc. we must consider the associations or connotations of the meaning.

Basic English – was a project designed to provide a basic minimum vocabulary for the learning of English (850 words). The word white is one of the basic words in the project. To what extent is it possible to present such a basic word to language learners without reference to the network of meanings it can enter? Basic English was proposed by Ogden and Richards.

At the basis of Basic English is the notion of a communicative adequacy whereby an adults' fundamental linguistic needs can be communicated. Central to the Basic English project is the idea that many notions ca be re-expressed using more basic language.

e.g. ask – put a question

want – have a desire for
Some of these 850 words are polysemous, and so instead of learning 850 meanings we will have to learn 12,425. Basic English is rather formal (put a question, have a desire for). It is not suitable for social interaction because words like Mr., Mrs., goodbye, thank you are not among the 850. 

2. Jackson 1988: 64-78; - (Words and words)

Lexical relations / sense relations – the meaning relations that hold within the vocabulary of a language between words themselves. There are three types of sense relations: synonymy, antonymy and hyponymy.
Two words are said to be synonyms if they have the same meaning, if they can be used interchangeably in all sentence contexts. This last definition of synonymy is referred to as strict synonymy. One reason against strict synonymy is economic: why have two words with the same meaning?

If strict synonyms occur in the language, one of the words begins to be used in contexts from which the other is excluded (e.g. mutton and sheep once meant the same thing, but now mutton is the meat of sheep).

It may also happen that one of the words falls out of use and becomes obsolete, having the other as the sole lexeme with that meaning; or it may become highly restricted, like kith, found only in the expression of kith and kin – kindred more or less remote.

A pair of synonyms may persist in the vocabulary because they belong to different dialects. This is the case in pairs of synonyms in BrE and AmE.

Synonyms may be differentiated by style or level of formality. In pairs of synonyms with one of Anglo-Saxon origin and with the other of French or Latin origin, the latter are considered more prestigious.

Synonyms are usually differentiated by technicality. We have technical vocabulary or jargon. Synonyms may be differentiated by connotation, e.g. love and adore are synonyms, but adore has connotations of passion or worship, which love does not share.

Synonyms may be differentiated by euphemism. There is a taboo or referring directly to certain subjects. Euphemistic synonyms have been coined to refer more obliquely to these taboo subjects (e.g. die – pass away). These synonyms usually have a colloquial synonym or a dysphemism, too (to kick the bucket). We can also recognize partial synonymy. Part of the meanings of two words are the same: there is overlap in meaning but not complete identity of meaning (e.g. mature, ripe, adult). Antonyms occur within the same style, dialect or register. There are three kinds of antonyms:
1) gradable antonyms – they are adjectives which do not refer to absolute qualities, but may be subject to comparison or qualification (e.g. a road is "wider" or "narrower" than another). The reference of the adjective is relative to the noun that it is modifying (e.g. the width of roads is within a different set of parameters than the width of paths). If you wish to ask question about the quality concerned, only one of them is normally used (e.g. we ask How wide (not how narrow) is the road?)
2) complementary antonyms – the denial of one member of the pair implies the assertion of the other member (if not y, implies y) – but, a door can be "almost shut" or "not quite open".

3) converses / relational opposites – one member of the pair refers to the converse relation referred to by the other member (if Mary receives chocolates from Bill, then Bill gives chocolates to Mary). These antonyms represent two opposite perspectives on the same relation.

RELATIONAL MODELS
In the U.S. relational models have gained importance as computer scientists have tried to find ways to help computers understand texts. The most promising semantic analysis for computer scientists would be one that tries to work with relations among all words of the language rather than analytic methods that only use illustrative examples. The problem is finding a complete set of relations and a dictionary that uses such categories.

RELATIONAL MODELS IN DICTIONARIES

Mel'čuk, Zhoblovsky and Apresjan invented the Meaning Text Model (MTM) of language. The theory attempts to cover relations among all the words of the language. Mel'čuk believes that this can be done with just 52 relations.

The English-Russian synonym dictionary is considered as a beginning attempt to develop and test the MTM theory of lexical relations. It includes only abstract words (which are the most difficult to define). The synonyms are presented in groups, and each group is discussed in five sections: definition, meaning, collocations, grammar and illustration. A typical entry might be four pages in length. The definition section includes only the meaning that is shared by all the synonyms in the group. This meaning is called the semantic invariant.

The similarities and differences in meanings of particular synonyms are given in terms of semantic relation. The kinds of common groupings, in phrases, or sentences (collocations) are shown for each of the words. This is followed by a discussion of similarities and differences among the synonyms regarding the grammatical constructions for each.

APPLYING RELATIONAL MODELS

Relational semanticists are bridge builders. They are open to using research done within other semantic models, e.g. they always incorporate insights of prototype theory and semantic feature analysis in their work. They do this by using the notion of intension and extension in model building. Extension is the things which a term names e.g. the extension of tree would include individual trees, such as elm, oak, pine, etc. Intension is the set of attributes of distinctive features that characterize the term (e.g. the intension of tree would include root, trunk, branch, twig, leaf etc.).

3. Crystal 1995: 164-8; (Sense relations: synonyms, antonyms, 
hyponyms, incompatibles; parts and wholes, series, hierarchies)
4. Lyons 1977: 270-316 (Structural semantics II – sense relations)

Sense relations are of two kinds: substitutional and combinatorical (paradigmatic & sintagmatic). Substitutional relations hold between intersubstitutable members of the same grammatical category. Combinatiorical relations hold between expressions of different grammatical categories which can be put together, in grammatically well formed combinations.

The sense of any lexeme includes both its combinatorial and substitutional relations. Substitutional relations of sense: hyponymy and incompatibility. Hyponymy – e.g. dog and animal – the former is hyponym to latter. One expression F, is a hyponym of another expression, G, if, and only if, F entails G, i.e. f=>g.
But what is the status of f=>g from a formal point of view? It is best construed as what is called a meaning-postulate. The validity of any meaning-postulate, such as Dog=>animal for English, will depend upon whether the alleged entailment is in fact analytic, e.g. bachelor=>unmarried is more analytic than bachelor=>adult or bachelor=>man (if children were allowed to marry than a child would be a bachelor.

f<=>g establishes the descriptive synonymy of f and g (e.g. puppy<=>baby dog): two expressions are descriptively synonymous if, and only if, they have the same entailments.

Incompatibility is definable in terms of entailment and negation.

f=>~g and g=>~f
e.g. red and blue – if sth is red it is not blue. A special case of incompatibility is complementarity which holds between two-member lexical sets, where the following conditions are also satisfied

~f=>g and ~g=>f

e.g. not only does married entails the negation of unmarried, but the negation of married entails unmarried, and vice versa. Complementarity is treated as a kind of antonymy. Antonymy differs from complementarity in virtue of gradeability. This means that the conjunction of two negated antonyms is not contradictory e.g. good and bad are antonyms, "X is neither good nor bad" is acceptable, even though "X is good" implies "X is not bad". "More good" and "more bad" are two-place converses. Three-place (lexical) converses are "Mary (x) bought the car (y) from Paul (z)" and "Paul sold the car to Marry".

5. Hatch, E. 1995, 64- 83 (Relational models in semantics)

- synonymy

- antonymy (complementarity, converseness, incompatibility)

(hyponyms vs. supernyms, lexical taxonomies)

- relational models in semantics

The goal of semantic feature analysis is to discover a set of features that make up the meanings of words. In this analysis, synonyms and antonyms are important because words related in these ways share features.

The goal of semantic field analysis is to arrive at meanings shared by a group of words in a domain, i.e. all the words in a field relate to each other, yet differ in details.
Types of relations:

1) Converse relation – e.g. the first word that comes into one's mind when he/she hears teach is usually learn. These words have a converse relation. This important mutual relation is linked to the script or scene in which they occur, e.g. teacher – student are converse roles in a classroom script; clerk – customer in a service counter script etc

It is assumed that the converse relation is centered in verbs e.g. borrow-lend, buy-sell refer to the same action, but the focus is on the borrower-lender, the buyer-seller. One member of the pair implies the other, e.g. if someone buys something we can assume that something was sold. The converse relations take place at the same time or moment e.g. when somebody sells something there is someone who buys it at the particular moment. There are pseudo converses – ask-answer. Answer presupposes that someone asked something. But ask does not automatically imply the answer.

2) Hyponym relations – Lupine is a kind of wildflower. This "is a kind of" relation is hyponymy. Each level can be defined in terms of the hyponym relation: a desert lupine is a kind of lupine; a lupine is a wildflower; a wildflower is a kind of flower; a flower is a kind of plant. Verbs can also be related through hyponymy. The verb hit has the hyponyms kick, punch, slap.


3) Part-whole relations (metonymy) – e.g. chapter – book, wheel – bicycle. The part contributes to the whole, not just as a structural unit but as an essential element for the purposeful activity of the whole. "Flame is a part of fire" is not a piece that can be easily detached. Some part-whole relations are temporal sequences, e.g. "hour is a part of a day". Some are spatial sequences, e.g. "hight is the highest part". Some are evaluative, e.g. "fat is the best or richest part".


4) Grammar relations – in word association tests, a word such as brush may be responded to with teeth. These are syntagmatic responses (e.g. brush-broom – the same part of speech words may also be related in a syntactically motivated way, e.g. sing and sang are lexically related in a way that is important for syntax. 
5. WORD PATTERNS 

Ref.:
1. Carter, R. 1998: 50-78 (Words and patterns)
Collocation – a group of words which occur repeatedly in a language. These patterns of co-occurance can be grammatical (they result from syntactic dependencies), lexical (they result from the fact that in a given linguistic environment certain lexical items will co-occur), or semantical.

For any particular lexical item X there are certain other items which have a high probability of being found near X. The total list of words which are found to collocate with a particular lexical item X is called the cluster of X. Some members of the cluster will be more central than others because their probability of co-occurrence with X is high.

When two or more clusters have a high proportion of items in common, we can unite the clusters to form a lexical set. Words are grouped into lexical sets as a series of semantically related options from which a coherent text can be constructed (e.g. stag, geometry and innocence would be unlikely to occur in a lexical set, whereas thirst, drink and beer would be more likely to. Lexical sets overlap and intersect with each other in such a way that one and the same item may occur in different axes of meaning.

By field (or field of discourse) is meant the particular activity, cultural feature, social institution or topic for which a particular set of ideationally related lexical items is often evolved or adapted (e.g. in air transport we have items such as flight, take-off, runway, check in etc.). Each field has a specialized, topic-related vocabulary, some items of which may turn up in other fields with different meanings. 

The lexicon of fields consists of:
1) nouns – labeling technical features
e.g. in COOKERY – pot, stock-pot, kettle, pan, frying pan, skillet…
2) verbs – identifying and distinguishing between processes, types of event, methods, etc.
e.g. boil, roast, bake, brew, stew, braise, simmer, poach, grill

3) adjectives and adverbials – indicating conventional properties of an artifact
e.g. tender/tough (meat), light (pastry), heaped (tablespoon)

4) phrases and conventional collocations – that may expand, modify, contribute any of the above functions
e.g. boil over, on the boil, off the boil, come to the boil

5) figurative extensions – proverbs, common sayings, idioms, metaphor and slang.
e.g. out of the frying pan into the fire, in the soup, "she told me to simmer down", "I was boiling", "Too many cooks spoil the broth"
It is important to notice that there are some restrictions to collocations patterns, e.g. obese, fat, plump and stout are synonyms, but not all can occur with the same nouns (fat, but not /obese, stout, plump/ salary). Although they are in the same field, each has a different range.
It is important in the study of collocations to pay attention to syntactic restrictions on collocations, e.g. much collocates with a preceding verb like in negative sentences, but NOT in affirmative ones:

I don't like him much.

*I like him much. – this sentence becomes acceptable if much is premodified
I like him very much
The term given to the specifically grammatical relations is colligation (e.g. the verb consent is in colligation with the construction to + infinitive and thus cannot (?) with the construction + -ing form of a verb.

Grammatical collocation can be defined as a recurrent combination of a dominant word (v., n., adj.), followed by a grammatical word (prep.)
e.g. abide by.

Fixed expressions which can cause difficulties for non-native learners:

Idioms – are restricted collocations which cannot normally be understood from the literal meaning of the words which make them up, e.g. to have cold feet (=to be afraid) cannot be modified to frozen feet without changing the meaning. Cold feet is semantically opaque in so far as the meaning of the whole is not obvious from the individual meaning of the constituent parts. There are idioms which are not so fixed

e.g. to drop a brick (=to make a mistake)

He has dropped a really enormous brick this time (=made a really serious mistake this time)

A brick has been dropped (=a mistake has been made)

Lexical acquisition may involve the learning of complete collocational chunks of language.

Types of fixed expressions:

1) Idioms 

· irreversible binominals (dead drunk)

· full idioms (run up (a bill))

· semi-idioms (a fat salary)

2) Proverbs – e.g. a watched pot never boils
3) Stock-phrases – unaccustomed as I am to…, be that as it may
4) Catchphrases – what do you think of it so far?
5) Allusions / Quotations – the lady's not for turning

6) Idiomatic similes – as sober as a judge
7) Discoursal expressions
· social formulae / clichés – bottoms up
· connectives – finally
· conversational gambits – I wondered if I could have a word
· stylistic formulae – My lords, ladies and gentlemen
· stereotypes – It's not what you think
Collocational restriction
LESS FIXED

1) Unrestricted collocations – open to partnership with a wide range of items (e.g. fat, bright, head)

2) Semi-restricted collocations – lexical patterns in which the number of items which can be substituted in different syntactic slots is more determined (e.g. to harbour doubt/ grudges / uncertainty / suspicion)
3) Familiar collocations – combinations here are between words which keep regular company with each other. There are overlaps here with stock phrases and metaphoric usages. (e.g. innocent bystander, amicable divorce)

4) Restricted collocations – partnerships in this category are more fixed and closed (e.g. stark naked). A range of syntactic patterns are involved here (e.g. consider seriously). Also included here are irreversible binominals (e.g. cash and carry, gin and tonic).

MORE FIXED

Syntactic structure

1) Flexible – e.g. nice to see you

2) Regular with certain constrains – e.g. to smell a rat

3) Irregular – e.g. to be good friends with somebody

Semantic opacity:

1) Transparent ​– e.g. long time, no see
2) Semi-idioms / metaphor /idiomatic similes – e.g. a fat salary
3) Semi-transparent – e.g. a watched pot never boils
4) Opaque
· overt (uninteruptable, without contextual/cultural knowledge) – e.g. OK

· covert – e.g. to be on the wagon
Types of lexical errors:

1) Stylistic – dissonancies occur when lexical items at one level of formality are selected and used in a context demanding another level of formality (e.g. where is her abode? – instead of home)

2) Syntactic – errors occur if no warnings are supplied in textbooks against using the synonym in the syntactic patterns which belong to the stem being glossed or defined. If persist were to be presented as a synonym of continue, errors such as *he persisted to shout would be usual. These errors are essentially colligational.
3) Collocational – errors are frequent in the language production of second-language learners since they never encounter a word or combination of words with sufficient frequency to demarcate its range or narrow the item down to its more fixed partnerships. Explaining amicable as a synonym of friendly does not explain why amicable divorce is acceptable but *friendly divorce is not.

4) Semantic – there are delicate distinctions among words of similar meaning and semantic analysis can help with some necessary demarcations, e.g. *I injured my car in the accident can be explained that injure requires a direct animate object unlike damage which takes an inanimate object.

2. Jackson, H. 1987: 79.95 (Meaning from Combinations)

Sintagmatic lexical relations are concerned with individual lexemes and the meaning relations they enter into with other accompanying lexemes.

Collocation refers to the combination of words that have a certain mutual expectancy. Range  of a lexeme – all the lexemes that co-occur with that particular lexeme. Some items have an extremely restricted range (collocational restriction), e.g. rancid collocates only with butter and bacon.
The first step in discovering the collocational patterns of a lexeme is to find the node (the lexeme under investigation), we have to decide how many words either side of the node we are going to look at in order to find regularly co-occurring lexemes. This is called the span. 
Then we need to go through the corpus and find all the examples of the node that we are interested in. The more frequently a lexeme is found near the mode, the closer we are to identifying a collocational pattern. A collocation is not fixed, since there is always some degree of choice.

Clichés are ossified collocations. When the mutual expectancy of the lexemes becomes fixed the result is a loss of meaning because there is no longer an element of choice or contrast, e.g. desirable residences – is now understood as a synonym for house since it has become a cliché in estate agents' jargon.

Proverbs – there is incongruity between the literal meaning of a proverb and the context to which it refers. Some lexicographers regard proverbs as a kind of idiom, and are they are always included in dictionaries of idioms, but they differ in that the literal meaning of proverbs bears a direct, though pictorial, relation to their intended reference. There is no such parallel between kick the bucket and die.

Idioms – fixed expressions, e.g. a storm in a teacup (neither of nouns can be put in plural). There are some idioms that are less fixed, e.g. kick / kicked / has kicked  the bucket.

Simile – composed of a part that is interpreted literally (e.g. sober) and a part that is interpreted more or less non literally (e.g. judge == sober as a judge). There are no problems in interpretation with similes, and for this reason they are not usually entered in dictionaries. 

Dictionaries vary both in whether and how much collocational information they give.
3. Crystal, D. 1995: 160 – 164 (Lexical Structure)
collocations

lexical sets & fields

patterns, ranges, restrictions 

idioms – fixed expressions

multi-word lexical units

 

6. LEXIS AND DISCOURSE

References: 

Carter, R. 1998: 79-114

Cohesion – the means by which texts are linguistically connected. Grammatical words are important for performing this function. Lexical cohesion in written texts is problematic because we are dealing with open class items.
Features of lexical cohesion:

1) Repetition of items

2) Occurrence of synonymy or item formed on same root (e.g. run / sprint or run / running)

3) Occurrence of item from same lexical set (e.g. train, track, station)

Reiteration – the repetition of the same lexical item and the occurrence of a related item (? Boy—lad—child—idiot ?)

Taxonomic relations 

· superordination (synonymy, hyponymy and antonymy)

· composition (e.g. part-whole relations: hour / minute)

Metadiscourse is important for text cohesion (the main point is…, in the next section, to summarize, however, therefore – they establish a relationship with the reader by highlighting, evaluating, summarizing the text)

Significant collocations
General words are also important for text cohesion (e.g. idiot)

e.g. There's a boy climbing that tree

The idiot's going to fall

Anaphoric nouns operate as organizational signals. They serve to label a preceding stretch of discourse, integrate and align it with the ongoing argument and thus represent a position which the writer hopes to have established with the reader.
Differences between speech and writing:

Spoken and written texts differ in their relative degrees of lexical density. One reason for this is that written texts can carry a higher information load than spoken texts. Written texts are permanent and can be re-read. Spoken texts are ephemeral, less planned. They must be predictable.

· adverbial phrases are common in spoken discourse, especially in casual conversation

· items such as right, ok, well, anyway, now and so are more common in spoken than in written discourse. Their function is often to indicate a boundary between what has gone before and a new stage in the discourse. A collective term for these items is discourse markers
· vague language is more endemic in spoken rather than in written language. Informal spoken contexts usually produce the highest degrees of vagueness. Examples of vagueness: about, approximately, (a)round, or, and things, anything/something like that, or something.
e.g. It is called a piston or something like that
The primary effect of vague language is detachment on the part of the producer from the absolute truth or the proposition asserted. It can also signal a lack of knowledge or a failure to find the regular words. It can convey a judgment that, in a certain context, too great a degree of precision would be out of place. Items such as so-called, so to speak and quote unquote enable language users to distance themselves from what they are saying. There are items which allow a commitment to what is said and which signal that what follows is to be taken seriously. These are: strictly speaking, to be accurate, and technically.
· All lexical items of a field can have an INS (inherent neutral specificity), but it depends on the context in which they are found, e.g. in a conversation between two people who know each other it is enough to say: I'll take the dog for a walk (dog instead of spaniel or animal). Someone who enters a country will say spaniel because dog is not specific enough.

· There are historical reasons why spoken vocabulary has been under researched: lack of good spoken corpora, messiness of spoken transcripts and the immense effort and resources required to collect spoken data. The written word has dominated our view. One of the most useful types of output from computerized corpora is the frequency list. Frequency lists for everyday spoken language differ from those dependent only on written databases. The function words dominate the frequency lists. What is the status of word-forms such as mm, er, erm etc. in spoken language? These words are significant discoursally (in discourse). We have a high incidence of contracted forms such as it's, that's, don’t  in spoken language. Are don't and do not to be counted as two different word forms?
· A concordance is a computer assisted program for studying patterns of words as they occur in corpora of natural language.
· Coherence concerns the ways in which the components of the textual world are made mutually accessible and relevant. Coherence is not merely a feature of texts, but rather the outcome of cognitive processes among text users, it has to be recognized and interpreted by the sender & the reader of a text. Cohesion is seen between two sentences, but coherence has to be seen or felt through the whole text.

	e.g.
	1. The sailor goes on the ship

2. and he is coming home with the dog

3. and the dog wants the boy and the girl

4. and they don't know the bear's in the chair

5. and the bear's coming to go to sleep in it.
	There is cohesion between the sentences, but the text is not coherent


· lexical choices can vary relative to text-type or genre of writing. Different genres exhibit different degrees of lexical coreness (?)

· anti-language refers to the development of extreme social dialects by language users such as criminals or political terrorists. It takes many forms and it results from two main processes: relexicalization (provision of new lexical items for the new concepts) and  overlexicalization (development of alternative lexical items).

· Relexicalization can involve a reversal of the normal meanings of words so that law might mean crime
· Overlexicalization works to semanticize areas that are taboo in a society.

· Lexis can be overt and instrumental in signaling ideology.

Crystal, D. (1995) : 171 - 177
lexical cohesion

anaphoric nounns

lexis and coherence

lexis and genre 

lexical dimensions (connotation, taboo, swearing, jargon, political correctness

 

7. CORE VOCABULARY
References:
Carter, R. 1998: 34-46 (Core Vocabulary); 

Carter, R. The notion of core vocabulary
There are several core vocabularies rather than a completely unitary core vocabulary. Competent users of a language have sets of core vocabularies.

Language teachers have been among the first to attempt to define a basic core vocabulary for initial language learning purposes. Such attempts range from the Basic English (Ogden) to Michael West's influential controlled vocabulary lists and to more recent proposals for international "nuclear English" (Quirk & Stein).

Is there a core vocabulary which is internal to the structure of the English language (e.g. in adult-child communication, core words such as bow-bow or gee-gee will be non-core according to most criteria)?

Core words are lexical words, although grammatical words are also central to the language.

Tests for core vocabulary:

1) syntactic and semantic relations of core words

2) the neutrality of core words

Tests under 1) aim to show the extent to which some words are more tightly integrated into the language system. Tests under 2) aim to explore the extent to which some words are more discoursally neutral than others, i.e. generally they function in pragmatic contexts of language use as unmarked and non-expressive.

Syntactic substitution – the basis of the following is the widely employed motion of a defining vocabulary for language learning purposes. The most known example of syntactic substitution text of language study is the 2000 word restricted defining vocabulary used for the LDCE. The text shows that some words can substitute for others while some words are more indispensable. E.g. gabble, dine, devour, eat, stuff, gormandize – each word can be defined using eat but it would be inaccurate to define eat by reference to any other of the words in the set (i.e. dine entails eat, but eat does not entail dine) – eat is the core word, and core words cannot be easily defined by words which are not core.

Core verbs have all the syntactic and semantic properties of non-core verbs, but the reverse does not apply.

The less core a word is, the more difficult it is to find an antonym for it. The more core a word is, the more partnerships it will contract with other words (e.g. bright collocates with colors etc., but radiant does not -- *radiant green).

Core words have the property of extension (the number of entries a word has in a dictionary).

Superordinateness – this test embraces the notion that core words have generic rather than specific properties (e.g. tulip and rose are specific flowers, but they can be explained generically under the notion of flower). Superordinates are sometimes distinctly marked rather than unmarked.

e.g. A. What are you doing?

B. I am putting my vehicle (car, motorbike) away.

Culture-free – the test is that, the more core a word is, the less likely it is to be restricted to culture-specific uses. Some words can be easily-borrowed (e.g. cooking terms from French), but words for basic bodily functions, natural physical phenomena, dimensions of size and shape etc. will form core components in a language. These words are culture-free. This notion must be relative to particular geographical areas, e.g. the dimensions of human shape conveyed by the word thin would be neutral in most Western countries, but marked for some African cultures.

Summary – an informant-based test. It is based on evidence that informants use a high proportion of core words when summarizing events, plots etc. It seems to suggest that summaries are a genre in which it is perceived that the propositions conveyed should be represented without stylistic, rhetorical or evaluative overlay.

Associationism – (derives from work by C.E. Osgood) The lexical analysis is basically scalar in orientation and allows the meanings of words to exist in semantic spaces which result from informant based assessment along sets of semantic continua. 

Neutral field of discourse – core words do not normally allow us to identify from which field of discourse they have been taken, e.g. the words like galley, port and starboard, fore and aft, knots recall nautical and aeronautical contexts while corresponding items like kitchen¸ left and right, mph etc. do not (general items are such by virtue of their neutrality of field).

Neutral tenor of discourse – this relates to clines of formal and informal use. It is an area of linguistic stylistic use where errors most frequently occur in both 1st and 2nd language learning. Here core words will be those which emerge as neutral in formality tests, e.g. podgy, corpulent and fat – fat is the most neutral. 

But, no single test will on its own be a sufficiently systematic measure and core vocabulary itself has no unambiguously clear boundaries. That is why it is more accurate to speak of clines and gradients and of degrees of coreness in words and why it is claimed that the more tests a word passes the greater the degree of coreness it will have.

Stubbs suggests that core words will not normally include loan-words, words with unstable pronunciation and spellings or foreign plurals and spellings and will normally be mono, rather than poylmorphemic. In BrE, Anglo-Saxon based words tend to be more core. Non-core words are less easily translatable. Core words tend to be more irregular. Core words have greater frequency of use than non-core.
Carter, R. 1998: 236-238 (Core Vocabulary and language study: back to the core) 

Problem is the relationship of core vocabulary with their learnability and teachability. In the case of polysemous words this necessitates decisions as to which meanings to teach first.
Also highly relevant is the point that different subjects or domains in the curriculum have their own lexical cores. These problems can have theoretical outcomes in the compilation of pedagogic word lists, e.g. should start (reg. verb) be taught before begin (irreg. verb but more frequent). Or, classroom words such as chalk, blackboard, desk, which are non-core, still cannot be excluded from pedagogical core lists.

Carter, R. 1998: 275-279 (Case study – 9.4)
Core vocabulary and the dictionary: A sample entry
Discussion – how the findings of informant research in lexical association might be presented in a clear and accessible way.

e.g. the word this and its paradigmatic variants applied to animate entities. The informant tests are restricted to formality and evaluation.

Formality scale

Less formal

a) scraggy

b) weedy

c) skinny

d) thin

e) lean

f) slim

g) slender

h) undersized

i) emaciated

More formal

Semantically related words are regarded with different degrees of emotional or attitudinal attachment. Thinis regarded as the core word. Preferably, these words need to be stored under one entry in a dictionary, because, storing them under single entries is uneconomic (the definitions are almost identical for three words).

The information about related words needs to be challenged through one entry focused on a core word. The core word  may be defined in outline as that word from a related set which either:
1. contracts the most collocations with other words

2. has the greatest orientation towards the middle or neutral point in the range of scales/clines used for informant analysis

3. has the most other meanings, e.g. thin~fragile
4. usually has an accepted antonym e.g. thin~fat
5. cannot easily be defined in terms of the other words, e.g. in a set: smile, grin, grimace, smirk the last three can be defined in terms of the first with a modifying adverb or adverbial phrase. To define smile requires more basic conceptual-componential description.

 
8. LEXIS AND LANGUAGE LEARNING

References:
Carter, R. 1998: 184-238 (Learning and teaching vocabulary)

Clark's Semantic-feature acquisition hypothesis stresses the role of perceptual information in a child's semantic representation of words. Her view is that a word possesses a set of semantic features but that children initially assign meanings on the basis of what they encode to be a words prominent perceptual characteristics, e.g. a ball may be distinguished as being round, as opposed to soft, yellow or squashy. The basis of Clark's hypothesis is the one of perceptual primacy and it provides an explanation for overextension (when a child uses a semantic feature to generalize to other objects – e.g. he/she refers to an apple as a ball).
Nelson's functional core concept – the concept underlying the distinction made by the child may be formed according to the function or actions associated with the object (e.g. the ball – the essential semantic core is not that it is perceived as round but that it functions in a particular way as a result of the way child engages in activity with the ball.

Bowerman's research into semantic prototypes – no set of features nor any single semantic core determines the meaning acquisition of particular words (e.g. for his daughter kick first occurred when she propelled a ball forward with her foot. Then she used it for all actions involving the moving of limbs (the move of a moth fluttering on a table)). His research demonstrates the kinds of combinations of features which have to be acquired by a child before they can be said to have appropriated the semantics of the adult use of a word.
Jeremy Anglin's work The growth of word meaning is one of the most fundamental studies of vocabulary development in children and adults. He uses informants from different age groups who are subjected to tests designed to measure the growth of "subjective lexicon". His main findings are:
1) the syntagmatic - paradigmatic
In tests of free association young children will link words from different parts of speech, whereas older subjects respond by providing words which are predominately of the same part of speech (e.g. for children eat is associated with a stimulus word table; adults associate it with chair). The informants were asked to cluster a list of twenty words into semantically related sets. Children work on a syntagmatic principle of ordering according to thematic relations. Adults cluster words into fewer groupings which are paradigmatically related (i.e. they can be substituted syntactically).

2) Concrete-abstract progression
An important dimension in a growth in awareness of the more abstract relations which hold between words. The awareness of these relations manifests itself in the way in which lexical items can be collocated, e.g. children consider the sentence "the cauliflower sneezed" as not admissible within any context, while adults do.

3) Generalization
The growth of lexical meaning can be seen as the ability to distinguish broad classes to which words belong. Such development is from the ground up, e.g. children first see that roses and petunias are flowers; then pines and oaks are trees; then flowers and trees are plants; then plants are living things.
Conclusions about the learning of words in L1 for studies of L2 acquisitions:

1) Words exist in a kind of semantic space. Knowing a word involves knowing what parts of the space it does and doesn't occupy

2) Knowing a word means to know both its syntagmatic and paradigmatic relations, to know it in a context
3) Knowing a word is not the same as producing it

4) Concrete words are learned first and are easier to recall.

5) Knowing words in generalized groups of semantically related items might be encouraged as an important stage in L2.

6) Are words known independently or are they really known only in context?

In the initial stages of language learning words are assimilated as single items, not in context.

The keyword technique divides the study of vocabulary item into two stages. The 1st stage requires the subject to associate the spoken foreign word with an English word, the keyword, that sounds like some part of the foreign word. The 2nd stage requires him to form a mental image of the keyword interacting with the English translation.

What is a difficult-word? A word may be difficult because of its polysemy, the associations it creates, the pronuncability, the context in which it is encountered.

An important element in learning new words is the degree of effective formal linking between a word in L2 and a cognate word in L1. Recalling the form of a word is more effective than oral repetition.

Similarities in sound, morphology or etymology can assist word memorization, e.g. the Malay word buku (book) will be easily memorized because of its similarity with the English word. 

Ellis – along a continuum: from explicit to implicit vocabulary learning
1) A strong implicit learning hypothesis holds that words are acquired largely by unconscious means

2) A weak implicit learning hypothesis holds that words cannot be learned without at least some noticing or consciousness that it is a new word which is being learned

3) A weak explicit learning hypothesis holds that learners are basically active processors of information and that a range of strategies are used to infer the meaning of a word, usually with reference to the context in which it appears.
4) A strong explicit learning hypothesis holds that a range of metacognitive strategies are necessary for vocabulary learning. In particular, the greater the depth of processing involved in the learning, the more secure and long term the learning is likely to be.

Some of the main landmarks of vocabulary-control movement are here focused on Michael West's A General Service List of English Words (GSL). It grew from studies in the 1930s on vocabulary selections for teaching purposes. The main criteria for the selection of vocabulary for learning in the early stages of acquisition are that:

1) the frequency of each word in written English should be indicated

2) Information should be provided about the relative prominences of the various meanings and uses of a word form.

One of the disadvantages of the GSL list is that it is to some extent outdated. The GSL doesn't consist of collocations and collocational frequencies. Strategies which learners can use to decode for themselves the meanings of words-indirect means are necessary for learning words. The more advanced the learner becomes, the more inferential or implicit and learner-centred vocabulary learning strategies will have to become.

Words will be learned in context. Nation (1980.) gives a strategy: the learner seeks clues to meaning by following a number of defined steps which lead from the form to the word itself, to its immediate context, and then to its operation in the surrounding context.

Kruse (1979) – progression from "word building" to "definition clues" then to "inference clues" which require higher levels of analytic skills. Honeyfield (1977.) illustrates a range of cloze exercises for developing the skills of inferring from context. He also gives words in-context exercises and context-enrichment exercises.
Some authors think that learning words in context is a good technique but that we mustn't reject the technique of learning words in pairs with native-language translations of the items concerned.

A central question involves considerations of exactly what kind of output is expected from the learning of the target vocabulary. Crucial here is the fact that a learner's active/productive vocabulary is always smaller than his or her passive/receptive vocabulary.

Vocabulary teaching is viewed as necessary but tends to be taught by means of item selection from reading passages or as a cumulative by-product of a syllabus dominated by the structures and communicative functions of sentences.

Rudska (1982) in The Words You Need introduces words by means of "girds" in which words from the same semantic field are subjected to a modified componential analysis and/or to an analysis which reveals the common collocates of the target items. Lexical items are learned in groups and not as single items. Some words are thought as synonymous pairs and there is also an accompanying range of vocabulary teaching exercises such as gap filling, providing derivatives etc.
Crombie (1985) points out that more attention should be given to conjuctions in vocabulary teaching; it means that the learner should be creatively involved in a recognition of the role of lexical items in the realization of semantic relations.

In the development of lexical discourse fixed expressions are important. Such features of the lexicon are not normally taught. Thanks to the computerized corpora of English teachers and learners are given increased specification of the type of lexis on which to focus.

A lexical syllabus is a syllabus which should take pedagogic precedence over both grammar and communicative notions and functions. It ensures that essential grammatical structures will be learned automatically because the most frequent words and word combinations are chosen for teaching. They found that grammatical words make up nearly 20% of a typical English text – that is by Sinclair and Renouf who base their arguments on evidence from the COBUILD corpus. Lewis also basis his work on COBUILD, but prefers to talk about lexical chunks – learners should learn from chunks of language made up of lexico-grammatical patterns. He places emphasis on usefulness to the learner so that frequency does not become an overriding criterion.

Cloze procedure has been used for measuring the readability of text-books, a reader's degree of comprehension of a text (both oral and written) and as a means of teaching and testing linguistic proficiency in a second or foreign language. Words are blanked out (deleted) from a passage and a decoder has to restore them. The redundancy of the message is most normal, naturally occurring texts should be such as to allow accurate insertions into the blanks. The theory underlying this redundancy is referred to as the grammar expectancy theory. It involves syntactic, semantic and contextual uses and presupposes the process of reading to be a psycholiguistic guessing game.

Deletion is best conducted within a range from every 5th word to every 12th word. Deyes raises questions about our understanding of the operation of lexical items in discourse. He argues for an extension from random deletion to what he terms a discourse cloze – requiring students to replace communicative units instead of single words. 
The important thing computers can do for developing materials is to count things, to compare things, to sort things and find things. The most fundamental information to be obtained from a multi-substitution-word corpus concerns frequency of use.
It is important for a corpus to be representative of different genres of text-types. Differences between spoken and written texts have to be clearly acknowledged, for lexical items have different distributions according to their occurrence in either spoken or written contexts. A major question which continues to be actively investigated by vocabulary researchers is the optimal size of the learner lexicon for differing communicative purposes. How to measure such size?

Second language learners need to increase their vocabulary size by about 1000 words a year, in order to make up the 2-3000 words (80-90%), the growth of a native speaker's vocabulary. How the knowledge of the remaining words could be effectively measured, and how such knowledge can be assessed.

Hatch, E. 1995: 376-400

Hatch, E.: General Vocabulary Learning and Learner Strategies
GENERAL ISSUES

Discussions of vocabulary learning are often divided between intentional learning and accidental learning. Intentional learning is designed, planned for or intended by teacher or student. Incidental learning is a byproduct of doing or learning something else.

In incidental learning most of the vocabulary is learned through reading. There is also the division between receptive and productive vocabulary. Receptive vocabulary is words that the student recognizes and understands when they occur in a context, but which he cannot produce correctly. Productive vocabulary is words which the student understands can pronounce correctly and use constructively in speaking and writing. There is not really a dichotomy between them, but a continuum of knowledge. We may understand many words in our native language that we may never use.

There are different ways to know a word. What is considered sufficient knowledge under one circumstance will probably not be sufficient under others. We may recognize nonstandard or slang expressions but avoid saying them for social and other reasons.

Five essential steps in vocabulary learning:

1) Having sources for encountering new words

2) Getting a clear image, either visual or auditory or both, for the forms of the new words
3) Learning the meaning of the words

4) Making a strong memory connection between the forms and meanings of the words
5) Using the words

Encountering new words
This is the first step for vocabulary learning (reading books, listening to TV and radio, reading newspapers and magazines). Here, incidental learning is involved. Our need for some kind of vocabulary makes us learn the words easily and quickly. The number of times that a word is encountered may also affect whether it is learned.

Getting the word form
Associating new words with words that sound similar in the native language, in other language previously studied, a similarly sounding English word, etc.

When the students are asked a word, and when they don't remember it, they supply words which usually have the same starting or ending letter and the same number of syllables. Learners are often led astray in their attempts to understand words because they confuse the form of the word with another form. Problems for learners arising from words similar in form have been identified as a major problem for language learners and given the name of synophones.
Getting the word meaning
Asking native English speakers what words mean, making pictures of words meanings in the mind etc. Small children are given simple definitions of a word (e.g. a toy leopard is a kitty-cat). The definitions change with the age of the children and the words to be learned. Learners get the meaning of a word through context, too.

Consolidating word form and meaning in memory
Many kinds of vocabulary learning drills, such as flashcards, matching exercises, crossword puzzles etc. strengthen the form-meaning connection

Oxford mentions 9 specific memory strategies:

1) grouping language material into meaningful units

2) associating new language information to concepts already in memory

3) placing new words into a context, such as a meaningful sentence, conversation or story

4) using semantic mapping

5) using keywords with auditory and/or visual links

6) representing sounds in memory in such a way that they can be linked with a target language word in order to remember it better

7) receiving the target language material in carefully spaced intervals

8) acting out a new target language system

9) using mechanical techniques, such as writing words on cards and moving cards from one stack to another when a new word is learned

The most traditional way of getting the meaning of a word is to memorize the meanings of the words from word lists.

Using the word
It is necessary to use a word to be able to produce collocations.

Learner compensation strategies
Selinker coined the term interlanguage and discussed how learners use communication strategies to make up for what they sometimes lack in linguistic knowledge. These communication strategies are also called compensation strategies. Learners use them when they don't have the vocabulary they need at a particular moment. These strategies include avoidance of a word not known, paraphrase, conscious transfer, appeal for assistance and mimes.

child’s acquisition of vocabulary

concrete-abstract progression, generalizations

what is a difficult word?

The Birkbeck Vocabulary Project

Word lists

Words in context

Word sets and grids

Vocabulary for advanced learners

Cloze and its uses

 

9. NAMES 
References: 
Hatch, E. 1995: 170- 185
Crystal, D. 1995: 140-155 (Names)
place names – UK / US (New World), streets

personal names: surnames, first names, nicknames, pseudonyms

object names

 

10. THE VOCABULARY OF COMMUNICATION SIGNALS AND SPEECH ACTS

References
Hatch, E. 1995: 329-362
Communication signals (Open/close signals, back-channel signals, turn-taking signals, acoustically adequate and interpretable messages, non-participant constraints, Gricean norms, framing or bracket signals

The lexicon of speech acts and speech events

Hatch, E. : The Vocabulary of Communication Signals and Speech Acts
COMMUNICATION SIGNALS

1) Open/Close Signals
The lexical signals that we use to open communication differ according to mode (written or oral), event (party, phone call, etc.), the projected length of communication (e.g. conversation in an elevator), and the role status of the participants (your mother, your boss). Compliments are much more frequently given at the opening of the conversation, but they may also appear in the preclosing segment.

2) Backchannel Signals
In social interaction, we expect others will want to converse with us, and that they will value our contribution to the conversation just as we value theirs. Backchannel signals are just one way of showing that this is the case (mmhm, uhhuh, yeh, right – show that we are actively engaged in the interaction).
If we withhold backchannel signals, the speaker assumes that we are not listening, that we are bored or disagree with the message. The talk of the speaker is timed to have spaces during which we are expected to offer a reassuring backchannel signal. Women give more supporting and encouraging backchannel signals than men.

3) Turn-taking signals
Ideally, the turns in a conversation are symmetric. One person or the other does not dominate without permission. One speaker cues the end of a turn by using falling intonation, stretching final vowels or using such nonverbial signals as arm and hand movements or body shifts.
When there is unequal power between speakers turns may be passed by asking a question (e.g. So, what do you think?)
There are languages where it's quite all right to overlap turns by chiming in. These overlaps where each person is saying basically the same thing to end a turn are called collaborative completions. In other languages this is seen as rude.

4) Acoustically Adequate and Interpretable messages
When we are learning a language, our talk is not always comprehensible. When that happens we use lexical phrases as well as nonverbal gestures to signal the communication breakdown. Language students are usually supplied with lists of lexical phrases that they can use when they don't understand (Sorry?, etc.). Teachers may use lexical phrases to check comprehension. When others misunderstand us there is also a set of lexical phrases that we can use to either apologize or to claim that the fault is not with us, but with the listener.
5) Non-participant constraints
In communication, there have to be ways of ignoring noise that occurs around us. We have to know how to utter or how to go out of a conversation. Laughter is also a communication signal.

6) Gricean Norms
These are norms for successful communication:

a. Relevant to the topic
The maxim of relevance assumes that a topic can be identified in the communication and that the contributions of individuals contribute to that topic. One way of making sure that the topic is clear is to provide a structuring move or a statement to the topic or to explain how the discussion will proceed (e.g. Today we're going to discuss X.)
In conversation, topics may be announced, rather than structured (e.g. Did you hear about the meeting at 4:00?)
It is possible to shift to another related topic. In classroom, as each of the subparts of a topic are finished the teacher may mark the shift with a series of lexical transition markers (e.g. OK? – OK, or OK? –So.). If the backchannel signals show agreement to shift, the teacher utters a second OK or So to show that one part is finished and the next part is to begin.
At the end of the class, the teacher may use a summary to show that the topic has been completed. In conversation there are many lexical phrases that show wa are ready to stop talking about one topic and move on to another (e.g. That's the way it goes). Having uttered such topic-closing phrases it is up to the speaker to nominate the next topic.
The norm of cooperative conversation can be violated. If a contribution is not relevant, we may interpret the person as being rude, not interested, or disruptive.
b. Truthful unless noted as otherwise
We use interjections like uh, umm, ahh and uh well when we doubt the truthfulness of something that has been said.
c. Of appropriate quantity
If our friends violate the maxim of quantity, we can do a preempt interruption to force more symmetry in turns. On the other hand, we may allow people to tell us more than we ever wanted to know about a subject because they are the teacher, the parent, or the boss (conversational hierarchy).
d. The manner in which the contribution is made should allow for easy interpretation of message
The maxim of manner says that the contribution should be clear, unambiguous and polite.
7) Framing or bracket signals
They show that part of the communication is not directly related to the ongoing message. The side-sequence is marked at the beginning with lexical bracket phrases such as "Oh, before I forget it", "That reminds me", "To change the subject just for a minute" etc. At the end of the side sequence there are signals to mark a return to the previous topic ("Getting back to…"). Nonverbal gestures often accompany these verbal signs. In writing, we may use footnotes or place material in parentheses.

THE LEXICON OF SPEECH ACTS AND SPEECH EVENTS

Is it possible to identify a limited number of functions for which we use language? The speech act categories used by American linguists usually include:
1) Directives – ask others to do or not to do something

2) Commissives – promises or refusals for actions

3) Representatives – factual information

4) Declaratives – bring about a change or new stat of being

5) Expressives – statements of feelings

Identification of functions
These functions are identified in the Threshold Level of syllabus design. There are six basic functions:

1) Factual information
When we ask for factual information from someone we do not know well, we are likely to use softened lexical phrases (e.g. "Would you …?"). Among friends we use a direct question (e.g. "What's a …?"). The first response learned for factual questions is often "I don't know."

2) Intellectual information
The intellectual function includes asking about or stating our attitudes toward information. Common lexical phrases used to ask for other's opinions are "What do you think?", etc. Common lexical phrases to express one's own opinion are "I think…", "In my opinion…", "If you ask me…". Lexical formulas such as "I agree", or in teenage talk "For sure" are used to show agreement. In political debates it is common to hear "I disagree." but in ordinary conversation we are less direct.

3) Emotional information
We use backchannel signals to express our interest and support of the speaker and to encourage the speaker to continue his or her message ("Wow", "Really", "I can't believe it!", "Can you imagine?") Expressives can be the central topic of conversation (e.g. "I'm so worried about the exam!"). Emotional attitudes are common in advice-seeking and troubles-sharing ("I'm so worried", "That's too bad", "Poor you!"), expressions of gratitude (Thanks, Thank you, Thanks very much etc.), expressions of sympathy occur in trouble-sharing ("That's too hard", "I'm sorry"). Compliments occur as "noticings" in the opening and closing sections of conversations, where they are used as a kind of social bonding.
4) Moral information
Evaluation is important in communication. We evaluate the actions of others. Teachers, parents, supervisors make evaluation explicit through praise (e.g. "Good job!", "You are doing great!") or criticism ("Try it this way"). People complain about other people's behavior, but they usually don't do it directly, or if they do, they use we, instead of I ("There are people…").
5) Suasion
There are many ways in which we can influence the actions of others (suggest, request, invite, instruct, advise, warn).
Some of the most commonly presented lexical phrases are:

· Suggest a course of action: Let's, We could
· Advise others to do something: Why don't you; I can recommend
· Warn to refrain: Be careful; Look out
· Offer or request assistance: Can you help me? Can I help you?
"Teacher talk" contains a large amount of suasive speech ("Write your name in the upper right hand corner of your paper" etc.). Offers and the acceptance or  rejection of offers also belong with suasion because they are requests that the addressee do something.
6) Social routines
Introductions – "X, this is…", "Y, this is X". Answers: "Hi", "Hello", "Nice to meet you". To call a person to the table for a meal – "Dinner's ready", "Shall we have dinner?". At the end it is common to thank the person who prepared the meal ("That was a wonderful meal, thanks very much", "Yum, Mum, you did it again!")
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 Hatch, E. Semantics of Figurative Language
 PERVASIVNESS OF FIGURATIVE LANGUAGE
We use a term from a concrete source field to talk about an abstract target field, e.g. idea – we may talk about ideas as though they were plants or sth. Else

Ideas

· are planted

· even in a barren mind

· ideas grow from seeds

· ideas bud, flower or die on the vine

Metaphor appears in literary as well as everyday language. One of the basic metaphors in Western societies is "People are machines" ("I'm running out of steam", "I think my gears are stuck.")

CATEGORIZING FIGURATIVE LANGUAGE

If one turns to traditional treatments of figurative language, two major categories stand out: simile and metaphor. When we use a simile, we call attention to the fact that we are asking the listener or reader to consider X as similar to Y ("X is like Y"). There is a transfer of characteristics of Y to X.

Metaphor uses the source field to define the target, e.g. "The fog comes on little cat feet" – here the fog is a cat; it is not just like a cat.

Synecdoche covers those cases where we use a part of a whole or the whole to talk about the part.
Metonymy is the category where something closely connected (but not a part) is used to refer to the whole, e.g. "the crown" to refer to a queen.

Personification – we talk about objects as though they were people, e.g. we talk about the health of our relationship as though relationship could take on the characteristics of people (a healthy/sick affair).

Apostrophe allows us to address inanimate things or historical personages as though they were alive (e.g. "Oh, world, I cannot hold thee close enough").

Allusion allows us to refer to persons, places or events to illustrate or add to a statement. (e.g. Dithering Heights – Wuthering Heights).
Antithesis allows us to connect drastically opposing ideas, e.g. "Give me liberty, or give me death", "You are coming, I am going".

Irony, e.g. "He's a real winner" (said of a klutz).

Oxymoron – e.g. "Fun run" is an oxymoron for anyone who hates running.

Understatement – "A trifle cold", (said of a 5-below-zero-degree cold front)

Hyperbole – e.g. "A see of despair"

Paradox opposes conflicting sources, e.g. water is the source of life, but also of the underworld, darkness and death.

METAPHOR AS A UNIVERSAL PROCESS

The cognitive psychologist Clark noted that we talk about many things in a less than literal way, e.g. we talk about understanding as though it were a visual phenomenon ("Oh, I see!"). We use propositions to talk about how we feel ("I'm feeling up", "He's really down").
We talk about our conscious and unconscious states as up and down ("Wake up", "Fall asleep"). When we talk about control we use up and down for being subject to control (e.g. "We are held down"). Status is related to whether one is up or down ("High on the ladder", "Fall from office", "Low man on the totem pole"). This is the first physical reference plane – ground level.

The second physical reference plane is to the right and left as we look "out" in standing position. These are directions that distract from what is straight ahead. So we talk about "side issues", "side talks" and about "having to take sides".

The third physical reference plane is in the front-back vertical plane. Things in front are positive ("look ahead"), while those behind are less positive ("don't look back"). We use this reference plane to talk about time. We talk about future times by using words ("I'm looking forward to your party"). We say that time comes and goes by us ("This week rushed by/flew by").

All these examples led Clark to believe that much of everyday metaphor in language has a perceptual basis. Since humans all have the same perceptual mechanisms, he hypothesized that these same metaphors would occur across languages. They are universal. 

The perceptually based system of Lakoff poses three questions – (1) can a system within metaphors be discovered; (2) are some metaphors more basic than others, and so acquired earlier; (3) the distinction between everyday metaphor and literary metaphor.
1) System within a metaphor
The metaphors we use for love or anger are said to be universal in almost all languages. All these languages compare the body with a container ("she is filled with love/anger"). The social worlds in which we live differ, and some differences are found in the metaphors across languages, eg. In Arabic, longing for love is compared with the desert and thirst. In Egipt it is different.

2) Acquisition of metaphor
A number of conflicting claims have been made about the acquisition and use of metaphors, arising from two points-of-view about the nature of metaphor.

1. Metaphors are higher-order uses of language; they are creative and occur mainly in literature.

2. Metaphor is a basic process in language and is ubiquitous. This point of view states that a metaphor cannot be entirely new; it must be based on our perceptual and social system. If this were not so, we would not understand new and creative uses of metaphor in literature
Those that believe in 1 claim that children do not acquire metaphor until well into their teens. Those that believe in 2 claim that children produce metaphors at an early age. MacKay hypothesized that spatial and personification metaphors should be the most basic since they relate most directly to perception.
Gardner says that children can produce metaphors, bat that they do not appreciate the metaphors of others nor can they offer a rationale for their own metaphors. There is a "U-shaped curve" for production of metaphors. Young children go through a wild stage where they do produce metaphors without true metaphoric capacity, followed by a period when they do not, only to rediscover metaphor at around 10 to 12 years of age. This suggests that children first learn literal meanings of words and only later begin to comprehend and use metaphor.

Piaget says children in the "preoperational stage" can recognize metaphors if they apply to physical objects, but only later in the "concrete operational stage" will they agree that metaphoric meanings can extend to people.

LITERARY AND CONCEPTUAL METAPHOR
Some say that the difference between the two is a matter of degree and skill; others say it is in the aptness of the metaphors, e.g. the metaphor "Life is a journey". In ordinary conversation, we use the metaphors in talking about life and our activities during life (e.g. "I still have a long way to go", "I really got off the track", etc.)

Literary metaphors are not different from or more apt than those of everyday talk. Rather, they are employed with great skill.

SOCIAL MODELS AND METAPHOR 

The basic system of metaphors is identical in all languages, although details show cultural differences, e.g. in English, anger is seen as fire, hot liquid in a container, in Chinese it is air.

METAPHORS OF TEACHING AND LEARNING

There are a number of recurrent metaphors that teachers use to characterize teaching:

· Learning is a journey – e.g. We have covered a lot of ground today

· The lesson is a moving object
· Learning is a mechanical or computational process

· Learning is puzzle solving
B. WORD FORMATION
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root

inflection, 

derivation: affixation

conversion, 

compounding

 

 ROOT
	Definition

	 
	A root is the portion of a word that 

	 
	· is common to a set of derived or inflected forms, if any, when all affixes are removed

· is not further analyzable into meaningful elements, being morphologically simple, and

· carries the principle portion of meaning of the words in which it functions.


	Discussion

	 
	If a root does not occur by itself in a meaningful way in a language, it is referred to as a bound morpheme.


	Examples (English)

	 
	· Disestablish
· Establishment

· Establishments


	Generic

	 
	A root is a kind of morpheme


INFLECTION

	Definition

	 
	Inflection is variation in the form of a word, typically by means of an affix, that expresses a grammatical contrast which is obligatory for the stem’s word class in some given grammatical context.


	Discussion

	 
	In contrast to derivation, inflection

	 
	· does not result in a change of word class, and

· usually produces a predictable, nonidiosyncratic change of meaning.


	Characteristics of inflectional operations

	 
	Inflectional operations ground the semantic content of a root according to place, time, and participant reference, without substantially affecting the basic semantic content of the root. They often specify when an event or situation took place, who or what were the participants, and sometimes where, how or whether an event or situation really took place. In other words, roots can be inflected for such things as:

	 
	  Agreement: person, number, and gender 

  Sequential, temporal or epistemological grounding: tense, aspect, mode 

	 
	Inflectional operations

	 
	· are grammatically required in certain syntactic environments

Example: The main verb of an English sentence must be inflected for subject and tense.

· tend to be regular and productive, in comparison to derivational operations, and

· tend to occur in paradigms .


	Example (English)

	 
	· In the following English sentence, come is inflected for person and number by the suffix -s:
The mailman comes about noon.


	Generic

	 
	Inflection is a kind of morphosyntactic operation.


DERIVATION

	Definition

	 
	Derivation is the formation of a new word or inflectable stem from another word or stem. It typically occurs by the addition of an affix.

	 
	The derived word is often of a different word class from the original. It may thus take the inflectional affixes of the new word class.


	Discussion

	 
	In contrast to inflection, derivation

	 
	· is not obligatory

· typically produces a greater change of meaning from the original form, and

· is more likely to result in a form which has a somewhat idiosyncratic meaning.

· often changes the grammatical category of a root


	Examples (English)

	 
	· Kindness is derived from kind.
· Joyful is derived from joy.
· Amazement is derived from amaze.
· Speaker is derived from speak.
· National is derived from nation.


	Characteristics

	 
	Derivational operations

	 
	· tend to be idiosyncratic and non-productive

· do not occur in well-defined 'paradigms,' and

· are 'optional' insofar as they

· shape the basic semantic content of roots and

· are not governed by some other syntactic operation or element. 


	Kinds

	 
	Here are some kinds of derivational operations:

	 
	· Operations that change the grammatical category of a root

Example: Nominalization (English) 

Verbs and adjectives can be turned into nouns: amaze >amazement, speak >speaker, perform >performance, soft >softness, warm >warmth
· Operations that change the valence (transitivity) of a root, and

Example: Causation (Swahili) 

kula 'to eat' > kulisha, 'to feed'


DERIVATIONAL AFFIX

	Definition

	 
	A derivational affix is an affix by means of which one word is formed (derived) from another. The derived word is often of a different word class from the original.


	Discussion

	 
	In contrast to an inflectional affix, a derivational affix 

	 
	· is not part of an obligatory set of affixes

· generally occurs closer to the root

· generally is more meaningful, and

· is more likely to result in a form that has a somewhat idiosyncratic meaning.


	Examples (English)

	 
	· Joyful
· Joyfulness
· Stapler


COMPARISON OF INFLECTION AND DERIVATION

	Introduction

	 
	Inflection and derivation are the two main processes of word formation. They are two kinds of morphosyntactic operation.


	Compare: Inflection and derivation

	 
	Inflectional operations create forms that are fully grounded and able to be integrated into discourse, whereas derivational operations create stems that are not necessarily fully grounded and which may still require inflectional operations before they can be integrated into discourse.

	 
	Here is a table that compares and contrasts inflection and derivation:

	 
	Inflectional operations

Derivational operations

Lexical category

Do not change the lexical category of the word.

Often change the lexical category of the word

Location

Tend to occur outside derivational affixes.

Tend to occur next to the root

Type of meaning

Contribute syntactically conditioned information, such as number, gender, or aspect.

Contribute lexical meaning

Affixes used 

Occur with all or most members of a class of stems.

Are restricted to some, but not all members of a class of stems

Productivity

May be used to coin new words of the same type.

May eventually lose their meaning and usually cannot be used to coin new terms

Grounding

Create forms that are fully-grounded and able to be integrated into discourse.

Create forms that are not necessarily fully grounded and may require inflectional operations before they can be integrated into discourse



	 
	Note: 

Inflection versus derivation is more a continuum than a strict distinction. Some operations fall in between the prototypical extremes. Operations tend to migrate diachronically from inflection to derivation. (Very rarely do they migrate in the opposite direction.) 




COMPOUND

	Definition

	 
	A compound is a word containing a stem that is made up of more than one root.


	Example (English)

	 
	Blackboard contains a stem that refers to "a large, smooth, usually dark surface on which to write or draw with chalk". However, the stem is made up of two roots, black and board.


Hatch, E. – Processes in word building

COMPOUNDING
The most common compounds are two nouns combined to create a meaning which differs from that of each of its pairs (e.g. fire engine). Compound can be quite lengthy (e.g. no-cost-to-you-gift). Some linguists said that if the stress falls on the first part of the compound, then it is truly a lexical compound (chocolate cake would not be a compound).

If very or rather cannot precede certain two words these are seen as a compound (flying spacecraft is a compound, tall man is not).
There are many different lexical relationships behind the compounds:

· CAUSE: tear gas, sleeping pill

· HAVE: bull's eye, picture book, writer's cramp

· MAKE: rainwater, daisy chain

· USE: waterwheel, steam iron

· BE: white cap, target site

· IN: house cat, country club, hillbilly

· FOR: ashtray, fishpond

· FROM: fingerprint, sea breeze

· ABOUT: taxlaw, book review

Combinations between all parts of speech are possible (e.g. killjoy (v+n), greenhouse (adj+n)).

Why do we use compounds? After all, we may say "I like cakes that are chocolate" instead of chocolate cakes. However, compounds are useful way we refer to concepts in discourse.

Compounds allow us to condense information that has already been presented, e.g. in a composition we might begin to talk about cuts in education and then later refer to this as education cuts.

ACQUISITION OF COMPOUNDS

There is disagreement as to whether compounds are acquired as single lexical units or whether compounds are created from their parts, e.g. children said that Sunday is called Sunday because that is when you go to church.

Second language learners have problems in making compounds because they usually translate them from their native language, e.g. ill car (for ambulance) from German Krankenwagen.

A second problem relates to the order in which the parts of the compound appear (apple pie and pie apple).

Such errors suggest that learners do not learn all compounds as single new items but rather put the parts together to create the compounds.

REDUPLICATION

This process is not powerful in English. There are English words like flip-flop, hush-hush and honey bunny where all parts of the word are repeated to add quantity, intensity or smallness qualities. Other examples are repetition of words within a sentence context, e.g. "I am very, very sorry." We also may lengthen or reduplicate sounds within words to intensify or change meanings, e.g. "He's real baadd".
English more typically manages the functions of intensification or endearment without repetition. We can say "It's a small, small world!" but we are more likely to say "It's incredibly small world!".

PHRASAL LEXICON

It is not whether something is one word or several words that makes for a lexical unit (e.g. acidentally and by chance). Single words in one lenguage may have multy word correspondents in other languages, e.g. "too much" is "troppo" in Italian.

When we have tight collocations such as "high probability" we say that these are single lexical units.

IDIOMS AND PROVERBS

Tests for idioms: whether or not the meaning differs from that of the sum of its words so that it is like that of a single lexical unit, e.g. "kick the bucket" is an idiom but "Wait a minute" is not; whether the phrase has transformation deficiencies, i.e. can the words within it be separated in the utterance in the same way you might others of its type? E.g. "Wait a minute" – how long she waited was a minute, but "kick the bucket"?

Proverbs are, too, frozen phrases. They differ from idioms in that they display shared cultural wisdom. Proverbs always refer to people, e.g. "Let sleeping dogs lie" – we are not talking about dogs but we assign the attributes and behavior of dogs to people.

Not all idioms and proverbs are transparent. There is a four-point scale for transparency of meaning in phrases:
1) opaque ("Kick the bucket") – not clear, difficult to understand

2) semi-opaque ("tarred with the same brush")

3) semitransparent ("skate on thin ice")

4) transparent – non-idiomatic meaning derived from the words in combination ("walk by the building").

HOW LARGE CAN A LEXICAL UNIT BE?

Common compounds like post office deserve to be lexical entries in any dictionary. Idioms and proverbs are also lexical units.

C. LEXICOGRAPHY
1. LEXICOGRAPHY – SOME BASIC PRINCIPLES
lexis and lexicography 
dictionary and encyclopaedia
dictionary information categories (formal/morphological, syntagmatic/combinational, semantic, encyclopedic, pragmatic)
dictionary structure / organisation
References:
Landau, S. (2001) Dictionaries, The Art and Craft of Lexicography
Jackson, H. (2002) Lexicography, An Introduction, OUP
Carter, R. (1998): 150-177 (Lexis and lexicography)

Dictionaries have a good image. They have social prestige. The dictionary is a trusted and respected repository of facts about language. The Oxford Advanced Learners' Dictionary (OALD) and the Longman Dictionary of Contemporary English have contributed considerably to the development and design of dictionaries for non-native learners of English. They have served to highlight the difference which exists between bilingual and monolingual dictionaries, and between dictionaries for the native speaker and for the second, or foreign language learner.

Bilingual dictionaries are more generally employed in the initial stage of learning a language. As proficiency develops, greater use is made of a monolingual dictionary. Extreme examples of the general purpose dictionaries would include The Oxford English Dictionary (OED) and Webster's Third New International Dictionary each of which contains more than 450,000 separate entries.

Dictionaries' for the non-native user main aim is to supply encoding information which will allow for the productive use of the language. Students use dictionaries for looking for meanings and synonyms, for checking spellings and for decoding activities in the written medium such as translation and reading.
The balance must be preserved between a portrait of the vocabulary of the language and an adequate description of the use of words in the productive mode.

For the specification of the syntactic patterns, especially those in the simple sentence and the noun phrase, learner dictionaries, such as the LDCE or OALD have adopted coding systems. These enable learners to check, for example, object-complement relations, transitive/intransitive patterns, whether a noun is countable or uncountable or an adjective or attributive.

Fixed expressions are also included in dictionaries. An appropriate sequence and set of points along continua from fixed to less fixed was suggested with reference to clines of collocational restriction, syntactic structure and semantic opacity. For example:

1) collocational restriction
From unrestricted collocations (e.g. keep – house/diary, etc.)
to relatively restricted collocations (e.g. stark naked, gin and tonic)

2) syntactic structure
From flexible (e.g. break sb's heart, heart-breaking, heart-broken etc.)
to irregular (to go it alone, the more the merrier)

3) semantic opacity
from transparent (e.g. long time, no see)
to opaque (e.g. to kick the bucket, to be over the moon)

There is the problem of monosemous and polysemous words as dictionary entries.

The existence of clear-cut instances alongside indeterminate cases necessitates the construction of a cline of relatedness of meaning from monosemous to polysemous words.

The problematic instances are words which are quasi-monosemous since direct monosemy can be reserved for items with a single meaning, referent and function, such as technical vocabulary.

Analysis of structural relations between these differentiable senses of a lexical item can be of value for describing words in dictionaries and especially in lexicons where semantic groupings form the organizational basis, e.g. the separate senses of the verb rise can be differentiated simply by cross-reference to relations of antonymy:
· rise - set (sun/moon)

· rise – fall (temperature)

· rise – sink (cakes etc.)

The lexicographer needs to decide how far to define a word's meaning. He also has to resolve what are the main differences between the speech-acts of defining and explaining. In the case of presentational ordering the difficult decision for the lexicographer is to resolve, especially with polisemous words, which sense of the word to introduce first so that it serves to clarify the definition of subsequent items.
The greatest innovations in computer corpora have been stimulated by the COBUILD project at the University of Birmingham. The COBUILD project is one of the largest and most ambitious lexical research projects ever undertaken. COBUILD = Collins Birmingham University International Language Database.

The COBUILD corpus has informed work on grammar and on idioms, including the Collins COBUILD Dictionary of Idioms. The corpus has also informed work on a dictionary of collocations – Collins COBUILD English Words in Use.

The interdependence of grammar and lexis is such that they are ultimately inseparable, working together in the making of meaning. Other major contributions to EFL lexicography have continued with subsequent editions of the Longman Dictionary of Contemporary English (LDCE) and the Oxford Advanced Learner's Dictionary (OALD). Both dictionaries have benefited from the British National Corpus (BNC) – a corpus of 100 million words of written and 10 million words of spoken English.

2. HISTORY OF ENGLISH LEXICOGRAPHY
References: 
Landau, S. (2001)
before Johnson
Samuel Johnson
The New English Dictionary (OED, W3)

Jackson, H. (1988): 79-95 (Why dictionaries?)

The earliest "list of words" were the glossaries of Anglo-Saxon priests and schoolman, compiled to enable those whose competence in Latin was lacking to read Latin manuscripts. Probably at first, English glosses of Latin words were provided between the lines of Latin manuscripts. Then the glosses from several manuscripts were combined into a glossary. The more extensive the glossary became, the more difficult would be to find a particular item readily. It was this need which gave rise to alphabetization (alphabetical order of entries).

At first, alphabetical ordering was by the first letter of words only. The glossaries were essentially a list of Latin words with English glosses. It was not until the Renaissance in the 15th and 16th centuries that the reverse is found. The Promptorium Parvulorum ("children's store-room") of around 1440 has about 12,000 entries in alphabetical order, though under each letter the verbs are listed separately from the nouns. One of the first printed English-Latin lexicon was John Withal in Shorte Dictionarie for Younge Begynners of 1553.

The next step toward a monolingual English dictionary is to be seen in the bilingual dictionaries of vernacular languages in the late Renaissance. Eventually, bilingual or even polyglot dictionaries were made:

· John Flores': A Worlde of Wordes of 1598 (Italian – English)

· Randle Cotgrave's: A Dictionarie of the French and English Tongues of 1611
· John Kinshien's: Ductor in Linguas: The Guide into the Tongues of 1617.
The first monolingual English dictionary is Robert Cawdrey's: A Table Alphabetical, published in 1604. It included "hard wordes". 


The beginnings of English lexicography then established a tradition of hard-word dictionaries, which lasted about a century.

In 1702 there appeared A New English Dictionary by one J.K. (presumably John Kersey who in 1708 published a Dictionarium Anglo-Britannicum). Here the tradition of comprehensiveness begins.

This tradition was reinforced by Nathaniel Bailey, who in 1721 published An Universal Etymological English Dictionary. If lexicographical description was to include information on the etymologies of words, then there was every reason for all the words in a language to be included in a dictionary. This dictionary contained some 40,000 words, and this was increased to 48,000 in his Dictionarium Britannicum of 1730.

In 1747 Samuel Johnson published The Plan of a dictionary of the English language, addressed to the Earl of Chesterfield, whose patronage he hoped (in vain) to win for the project. In 1755 he published his Dictionary of the English Language.

In the Plan, he intended to preserve the purity and ascertain the meaning of the English idiom. He also hoped to fix the spelling of words. The dictionary would be authoritative because it would be based on citations from "writers of the first reputation."

In the Dictionary, Johnson is less sanguine about the possibility of fixing the language. Though change in language cannot be stopped, it is worthwhile to make some effort to counter decay. The dictionary would provide an authority that could be referred to, a standard by which usage could be judged. Johnson contributed to the establishment of a further lexicographic tradition that persists to today: the dictionary as an authority or standard of usages.
Johnson's concerns must be seen in the light of 18th century attitudes to language generally. There was a strong movement to form an English Academy. Andrew Johnson was against the formation of an academy. He thought that good linguistic manners would not be derived from the authoritarian pronouncements of an academy, but from the precedents set by good writers from the past.

Meanwhile, on the American ground, Noah Webster, not only attempted to introduce a wide ranging spelling reform but also set about compiling a new dictionary which would do for American English what Johnson's had done for British English. Webster's American Dictionary of the English Language published in two volumes in 1828, is very much in the Johnson's tradition.

Johnson included emotions in his dictionary. He wanted to provide even more of the history of words by "arranging the quotations according to the ages of their authors", showing when a word was first introduced, and when it was last attested. However, this would have to wait for the great 19th century enterprise which culminated in The Oxford English Dictionary in 12 volumes.

Before the OED, Charles Richardson tried this with his New Dictionary of the English Language in 1836/37.

In 1858 the Philological Society resolved to commission the preparation of a New Dictionary of the English Language. By 1878 the project had got into the doldrums.

In 1878, because of the appointment of James A.H. Murray to the editorship and because of the negotiation of a contract with Oxford University Press to publish the dictionary, the New English Dictionary was brought to life again. From 1895 the designation OED began to appear on the title page, and this name gradually replaced the original New English Dictionary on Historical Principles.
The Webster's Third New International Dictionary – in 1890 the term International replaced American. The first of the New International dictionaries was published in 1909. The Second followed in 1934, and the Third in 1961. Webster's Third, like OED, described words on the basis of examples of usage. There is absence of prescription and a synchronous orientation in Webster's Third.

There is authority, but it arises from the dictionary's accuracy. The public reacted. There was a widespread belief that if a word or a meaning had no place in educated or refined language then it should have no place in the Dictionary either. The inclusion of ain't was cited as an example of the Dictionary's indiscretion.

Quotations were also criticized. Many of the contemporary quotations came from ephemeral publications or from authors who were nonentities. The users wanted an authorative standard which told them what the best usage should be.

 
3. TYPES OF DICTIONARIES
References: 
Svensen, B. (1993) : 9-39
Jackson, H. (1987): 157-173
General-purpose vs. specialist dictionary
Monolingual vs bilingual vs multilingual (Ščerba: the four types of dictionaries)
alphabetical vs. non-alphabetical 

user demands & expectations

users’ competence (for using the dictionary)

criteria/dimensions in dictionary typology: prescriptive vs. descriptive, synchronic vs. diacronic, mono- vs. bilingual, general vs. technical, learners’, size (pocket, collegiate, desk, W3, OED, special etc. 

Jackson, H.: Different Dictionaries
A dictionary in an alphabetical listing of words with descriptive information about them, intended to be used for reference purposes.

When we critically consider a dictionary we have to remember that it is a commercial product. The education system reinforces the need for a dictionary.

The LDCE claims to be unrivalled for the size in its coverage of today's English. It is based on evidence gathered from many hundreds of books, periodicals, newspapers and journals to be sure that it reflects the current state of the English language. The Collins English Dictionary claims to be a "major new dictionary", containing "more vocabulary references and more text than any comparable one-volume dictionary. There is competition by each dictionary for its market share.

The OED is primarily a work of historical scholarship, not a dictionary in the commercial sense. There is perhaps a tension between the ideals of lexicographers and the commercial demands of publishers. There are two broad categories of dictionary: general-purpose and specialist dictionaries.

General-purpose dictionaries are what most of us buy and what we conceive of as the dictionary. Lexical information about words consists of at least: pronunciation, irregular inflections, part of speech (word-class), definitions, etymology, stylistic and dialectal restrictions and possibly field of use.

General-purpose dictionaries are available in different sizes:

· very large dictionaries (Webster's Third)

· desk dictionaries (CED)

· concise dictionaries (New Collins Concise English Dictionary, LDCE)
· pocket/compact dictionaries (Pocket Oxford Dictionary)
The desk-size dictionaries have over 162,000 references. The concise dictionaries have over 96,000 references. The pocket dictionaries have some 70,000 references.

The reduction in size is achieved by "concentrating on a judicious selection of general and special vocabulary that excludes rarer and highly technical words and meanings, by omitting proper names, and the reduction of the length of individual definitions.

The concise dictionaries usually contain the same number of senses for an entry, but the definitions are slightly trimmed. The more striking reduction comes in the amount of etymological information included.

In pocket dictionaries, the senses of an entry are reduced. The idiomatic expressions are omitted. There is usually only one derived lexeme, there is a minimum of etymological information and IPA is not used for indicating pronunciation.

The concise version would probably be aimed at general family use and at secondary/high school level. The CED represents the comprehensive record of the language for the serious dictionary user, for college students, and for libraries. The Pocket claims to be "an ideal reference book for home, school and office."

There are two groups of specialist dictionaries:

1) those that provide specialist information, often a more detailed treatment of information given in general-purpose dictionaries

2) those which are aimed at a special group of users – dictionaries for children, foreign users and crossword or word puzzle and game enthusiasts.

A spelling dictionary is basically an alphabetical list, especially of words that cause spelling difficulties. Cassell's Spelling Dictionary, for example has words in alphabetical order, and then under each root word the inflectional and derived forms.

Pronunciation dictionaries are more commonly found, especially Daniel Jones' Everyman's English Pronouncing Dictionary. It contains words with their pronunciation given in the International Phonetic Alphabet (IPA) – RP, the language spoken by families of Southern England people who have been educated at the public schools. Pronunciation dictionaries give the pronunciation of common or problematic proper nouns (e.g. Fleance, Islay).

An etymological dictionary aims to give for each word included the earliest recorded date, together with its previous history, and its development in form and meaning.

The specialist dictionaries we have considered so far have been providing information in a more detailed and explicit form that is given for each entry in, at least, the larger general purpose dictionaries. Another kind of specialist dictionary offers a particular selection of the vocabulary of the language. There are dictionaries of names (of people and places) which are mostly concerned with the origin of names and their original meanings, such as The Concise Oxford Dictionary of English Place Names. There are dictionaries of the special register of slang, such as Eric Partridge's Dictionary of Slang and Unconventional English. It includes colloquialisms and catchphrases, fossilized jokes and puns, general nicknames, vulgarities, etc.

The foreign words and phrases which are often relegated to an appendix in general-purpose dictionaries, are collected together into a dictionary such as Alan Bliss' Dictionary of Foreign Words and Phrases.

The second broad group of dictionaries are those directed at particular group of users. One type of dictionary in this category is that intended for foreign learners. There are dictionaries for children and young people, e.g. The Oxford Children's Dictionary, which is helpfully arranged and easy to understand.

In this group we find The Dictionary of Anagrams which is intended for crossword compilers; The Penguin Rhyming Dictionary, aimed at versifiers.

The dictionaries may be considered as a scholarly record and description of the vocabulary of a language, or it may be considered as a reference book about words designed to meet the specific needs of a group of users. Perhaps the conflict arises when these two aims of lexicography are confused.

The public, and the publishers, have a fixed idea of what a dictionary should look like, deriving from a tradition developed over centuries. Say, for example, that a lexicographer decided that definitions as we know them were not the best or appropriate way in which to describe the meanings of words, but that words were best defined by a list of carefully chosen examples. Would this lexicographer ever get such a dictionary published?

4. DICTIONARY USERS
users’ demands
user-friendliness
References: 
Svensen, B. (1993) : 9-39
Jackson, H. (1987): 79-95 (Who uses a dictionary for what?)

Professor R. Quirk applied a questionnaire to students about the frequency of their use of the dictionary: 46% weekly use, 32% monthly use; 21% infrequent use. Quirk comments that "some of the dictionary features which seem of particular centrality to lexicographers are decidedly peripheral to the users."

The use of advanced learners' dictionaries was also investigated at the University of Lyon: 96% of the students possess one. Over 90% of the learners claimed to use the dictionary at least once a week, with 40% claiming daily use.

Meaning is the first thing for what dictionaries are used, next comes syntactic information, followed by synonyms and then by spelling/pronunciation.

From all these questionnaires two conclusions are drawn. The first is that lexicographers put into dictionaries certain kinds of information for which the vast majority of users have no need, e.g. part-of-speech labels, etymology and perhaps pronunciation.

In the case of the advanced foreign learners this conclusion cannot be accepted. There is an alternative conclusion, which relates to the user perceptions of dictionaries and their capabilities of extracting information from them, i.e. users' reference skills. There is no expectation on the part of dictionary users to find anything other than meanings and spelling in a dictionary. The other information is passed over because less accessibility since it is usually given in abbreviation or code. This means that the users would have to read the preface of the dictionary and learn the abbreviations by heart, which they usually don't do.
Users usually view the dictionary as the place where to look whether a word exists or not in English. However, the Concise, within its 96,000 entries, is not the best representative of all English words. The second problem is derived words, e.g. is weather-wise or jollify a legitimate word of English?

A second question that users consult a dictionary with is: Is this word a proper word of English? The assumption here is that the dictionary contains only those words that it is proper to use. However, dictionaries include slang and other words that are not felt "appropriate", too.

A third group of questions that users pose is: How should I spell this word? What is the right way in which to use this word? This information is usually given by dictionaries.
One final point about attitudes to dictionaries is seen in questionnaires.  Most of the students own an Oxford dictionary. This is because of the great fame the OED has, although it is quite useless as a current general purpose dictionary.

How dictionaries (editors, lexicographers) view themselves? Dictionaries do not claim to be the authorities that many of their users imagine them to be. The rules of the language are social rules. It is no task of the dictionary to prescribe linguistic social graces. Dictionaries attempt to record and describe the variety of linguistic manners that exist.

5. LEARNERS’ DICTIONARIES
References: 
Jackson, H. (1987): 174-191 (Especially for the learner)

Learners' dictionaries need to take account of the limited linguistic resources of their users. Learners' dictionaries are perhaps most well established for learners at the advanced stage. The three leading dictionaries for this stage are the Oxford Advanced Learners' Dictionary of Current English (OALD), the Longman Dictionary of Contemporary English (LDOCE) and the Collins COBUILD English Language Dictionary.
Pronunciation in learners' dictionaries is indicated by means of IPA and they in addition indicate where "General American" pronunciation differs from the British (RP) pronunciation. Both native-speakers' and learners' dictionaries indicate the American spellings and irregular inflectional forms of lexemes.
Syntactic information in learners' dictionaries is more detailed than that found in native-speakers dictionaries. Giving the information about the word-class of a lexeme is present in both dictionaries.

If a noun is countable or uncountable is also an information given in the learners' dictionaries.

The possible determiners and quantifiers of a noun are also given.

The most detailed and extensive syntactic information in learner's dictionaries is that given for verbs. The definitions in learners' dictionaries are simpler than those in native speakers' dictionaries.

Examples in learners' dictionaries are very important. They provide a range of typical contexts that aid the distinguishing of the different senses of a lexeme, thus enabling an appropriate interpretation to be made by the users.
 
6. DICTIONARY MAKING – COLLECTION AND SELECTION OF MATERIAL – THE CRAFT OF LEXICOGRAPHY
authenticity – evidence
sources and their use
representativeness – corpora, coverage
suitability – user-friendliness
pedagogical role, social role
encyclopedic elements
References: 
Svensen, B. (1993) : 40-63 (The collection and selection of material)
Jackson, H. (1987): 224-238 (The craft of lexicography)

Most dictionaries of any size involve in their compilation an editorial team backed by a number of specialist consultants and probably by a computer.
Not only does the lexicographer need knowledge and experience in order to compose definitions, but it is also needed for the many general decisions that need to be taken in the course of compiling a dictionary. Lexicographers have two main sources of data for their task of compiling dictionaries: previously published dictionaries and original source-text material. Most lexicographers probably use a combination of the two.

The decision about which lexemes to include and which to omit can be taken either before the collection of the primary data, or after. The lexicographer must decide what information to give for each headword and how it is to be presented.

The question of presentation includes the choice of transcription system for representing pronunciation and the extent to which abbreviations are used.

Before writing the definition of a lexeme decisions need to be taken on the number of senses that a lexeme has and in which order to present the senses. Complementary to the definitions are the illustrative examples.

Sinclair proposed that we collect all the instances of the different forms of a lexeme from a representative corpus of texts and that we make generalizations about the meanings of the lexeme from the instances collected, taking into account that different meanings may tend to be associated more strongly with particular forms.

The dictionary publisher's dream might be the application of computers for the construction of the entire entries themselves, in which a computer program would establish the senses and compose the definitions. This is almost impossible. Computers are used for the fast and efficient storage and retrieval of information. They are also used for checking that all the words used in the definitions are themselves defined in the dictionary; whether adequate coverage has been given to specialized terms from technical registers. Subsequent editions of a dictionary do not become major undertakings if we have the whole dictionary stored in the computer memory.
7. HEADWORDS
References: 
Svensen, B. (1993) : 64-68; 200-209
OALD, LDOCE, COBUILD, CIDE, W3, WNW, RH, OED
headword vs. dictionary entry, homographs
headword vs. entry (200-209)
multi-word lexical units
typographical form
functions
grammatical form
special types of headwords
General translations can also be illustrated by mainly untranslated examples, where only the part is translated that might cause problems as regards the construction.
Setzen, v. … 7) bet (auf an ein Pferd); 8) seed (als Nummer zwei, number two)
Sometimes this method is not possible, so that the construction and the example have to be shown separately:

Fatigue, f. tiredeness (de in: fatigue des jambes; from: fatigue de la marche; after: fatigue du voyage)

 8.3.3.2. By means of separate examples
As in active dictionaries, if there is not a one-to-one relationship between the "critical" words in SL and TL, the construction has to be shown by means of translated examples:

Bringen, v.t. … etw an sich (acc.) bringen – take possession of something; etw hinter sich (acc.) bringen – finish with sth; jmdn um etw. Bringen – rob sb of sth
Some dictionaries often give a dead example (with translation) followed by an untranslated live example:

Haunterur, f. ...etre a la haunter de gch – be equal to sth (il etait a la haunteur de la situation)
As already mentioned, a construction can be transformed in various ways, depending on the context, and this may bring in further possible translations. Here, we will develop two of the examples above, one with a passive version:
bring: v.t. … fridn um etw bringen – rob sb of sth; um etw getracht warden – (also) lose sth

and the other with a finite verb:

etre: v.i. … etre a qn – belong to sb; le livre est a moi – (also) the book is mine; … en etre pour gch – have nothing in return for sth; jen mis pour mon argent – (also) I've spent my money for nothing.

Pg. 97

As in active dictionaries, it is often impossible to show generally valid constructions by means of dead examples. In such cases, one tries to formulate the living examples so as to indicate at least that some variation is possible, for instance by omitting a complement and giving a truncated example:

mit prep….; wie war's mit…? What about / how about..?

Another possibility is to place the semantically or lexically specified complement in brackets, for example, with corresponding dots on the target-language side:

mit prep…; wie wär's mit (einer Tasse Tee)? What about or how about…?

8. PHONOLOGICAL INFORMATION
References: 
Svensen, B. (1993) 
 
9. GRAMMATICAL INFORMATION
References: 
Svensen, B. (1993) : 74-97 (Inflection; Parts of Speech; Constructions)
Jackson, H. (1987): 142-156
 Jackson, H.: More Than Meaning
We might expect grammatical words to be described fully in a grammar, rather than in a dictionary.

Inflectional information is not the only kind that is supplied by a word class label. It also implies the information about the syntactic operation of a word. Another tradition is the practice of subclassifying verbs into transitive and intransitive. This makes the syntactic information a little less crude. Dictionaries of the Oxford family add a third subclass level, absol.  (=absolute), referring to the use of a transitive verb but without an object stated.

In a dictionary information about inflection, dialect and time, formality and status, the domain/field of discourse. They also give quotations of examples.

In a historical dictionary like the OED each word is supplied with quotations which are acknowledged and dated; their function is to provide an illustrated history of the meaning of the words, and to authenticate the definition. Mostly, general-purpose desk dictionaries contain examples, rather than quotations. They serve to reinforce the definition and to show typical usage. They are of the used to illustrate a lexeme that occurs in only a limited range of contexts.
10. PRAGMATIC INFORMATION
References: 
Svensen, B. (1993) : 181-188; 163-166; 167-180; 194-188
Jackson, H. (1987): 152-156
implicit & explicit pragmatic information
subject field, register, mode, tenor
examples 
explanations
encyclopaedic information
illustrations, etc.
cross-references
labels etc.

pg. 163 Encyclopedic Information
The encyclopedic component of a monolingual dictionary can be said to constitute a separate information category, and it is often difficult to specify which parts of a definition are linguistic and which encyclopedic. The structure of language itself often involves explicit description of the world. One may wonder whether it is possible to give a definition that is not in some sense a statement about the world.

The question will not be further pursued here, but a few cases will be noted where the encyclopedic component may be regarded as more than averagely noticeable:

Some words are more encyclopedic than others. For instance, in the nature of things "content words", especially nouns but also verbs and adjectives, have a considerably stronger direct connection with the world than do function words such as pronouns, conjunctions and prepositions. Similarly it is likely that a fairly exhaustive definition of a technical term will relate to the world more than a definition of a general-language word.
 
11. LEXICOGRAPHIC DEFINITION 
Logical, scientific, lexicographic definition
establishing separate meanings
methods of defining
paraphrases
true definitions
supports for definition
defining vocabulary
References: 
Landau, S. (2001)
Svensen, B. (1993) : 112-139
Jackson, H. (1987): 126-141
Carter, R. (1998): 152-154
Zgusta, L. (1971)

Carter, R. Dictionary definitions

For the non-native user of monolingual dictionaries a main aim is to supply encoding information which will allow for productive use of the language. In particular, guidance is given concerning the syntactic behavior of individual items.
Learner's monolingual dictionaries also often provide more detailed guidance both on matters of syntax, on pronunciation and on cultural and stylistic restrictions.

Another marked distinction is in the different definitions of words which are supplied. Particularly notable here is the use of either restricted defining vocabularies or at least a concerted effort to write clear and unambiguous definitions.
Users of dictionaries are predominately conservative in attitude and practice and there can be potentially dangerous gaps between the sophistication of some features of dictionary design and the users' often rudimentary reference skills. Students use EFL and general monolingual dictionaries for looking up meanings and synonyms, for checking spellings and for decoding activities in the written medium such as translation and reading.

Jackson, H.: How to define a word
Dictionary definitions must be viewed as provisional, as representing the potential meaning of a word, waiting for actualization in a context. A dictionary definition does not give a complete characterization or a complete semantic analysis of a lexeme.

In writing the definition of a word we have to use other words. Dictionary definitions are a kind of paraphrase, putting a word into other words.

Homonyms or homographs need separate entries in the dictionary because they are not related in meaning and have different etymologies. Polysemes are entered as variant meanings (senses) of the same word because one sense is the extension of another.
Decisions about polysemy presuppose that the different senses of a lexeme have been identified. Much will depend on the experience and linguistic situation of the lexicographer and so it is not to be expected that every dictionary will subdivide the meaning of a lexeme in the same way or into the same number of senses.
How are the senses of a lexeme ordered in a dictionary entry? The writing of definitions is often undertaken according to conscious policy or within a recognized tradition of defining.

The definitions should be substitutable – a dictionary definition should be able to replace the lexeme in context with minimum loss of meaning and leaving the syntax as far as possible intact.

Another policy advocated is to let the examples to speak for themselves, with a minimum of paraphrase. The disadvantage of this policy is that it is uneconomical on space. Definitions need to be concise.

Methods of defining a word
a) analytical method – assigning a lexeme to a class of items and then giving details of the individual characteristics of this particular member of the class

b) typifying – the definition focuses on what is typical about the referent of the lexeme being defined
c) synthetic method – when a word is viewed as part of a whole (e.g. green as part of the spectrum), rather than as a whole that has parts (as in the analytical method)

d) rule-based method – the definition consists of rules expressing how the lexeme defined is used, i.e. for what purposes and in what context

e) synonymy – giving synonyms

Dictionaries are like encyclopedias because they also have proper names as entries, and their definitions can become encyclopedic

12. TRANSLATION EQUIVALENTS IN BILINGUAL DICTIONARIES
References: 
Svensen, B. (1993) : 140-162
equivalence
types of equivalence
discrimination of meaning, 
format
arrangement of meaning, etc.
 
13. MACROSTRUCTURE & MICROSTRUCTURE
References: 
Svensen, B. (1993) : 210-229
 
14. LEXICAL SETS & COLLOCATIONS & IDIOMS
lexical/semantic fields
non-alphabetical dictionaries
thematic lexicography (conceptual, thesauri, thematic, combinatorial)
cognitive approach: lexical database
References: 
Svensen, B. (1993) : 98-111
Jackson, H. (1987): 96-110; 208-223
Carter, R. (1998): 50-78

Jackson, H.: Not Alphabetical

An alphabetical arrangement means that words are found together because they start with the same letter. It is a collection of unrelated words, whereas, in fact, the lexeme of a language show many and various relationships.

The extent to which the order is strictly alphabetical varies from dictionary to dictionary. Some dictionaries include all words derived by suffixation under the stem lexeme from which they are derived (cranial under cranium). Other dictionaries will put cranial under cranium, according to the alphabetical order.
In the alphabetical arrangement of a dictionary lexical and semantic relationships between lexemes remain obscured. There is another type of lexical description which arranges words according to their relationship (e.g. all lexemes for different kind of fabric found together). It is called lexical field analysis or semantic field/domain analysis.

The assumption is that lexemes can be grouped together into lexical fields on the basis of shared meaning (e.g. tweed, cotton, wool etc. are all fabrics, so fabric would be the appropriate label to put on this lexical field). Definition would be given by reference to a shared set of semantic features and lexemes in the field would differ in the values that are assigned to these features.
But there are problems. It is difficult to define clear-cut lexical field because it is hard to put words into compartments.

The most famous attempt to group vocabulary by lexical fields is the Roget's Thesaurus of English Words and Phrases. His author wanted to provide a reference work to help people in composing written texts. There are six primary Classes of Categories: 

· Abstract Relations, 

· Space, 

· Matter, 

· Intellect, 

· Volition, 

· Affections. 

Each primary class is further divided and subdivided.

Words are grouped together into sets on the basis of analogous signification or loose synonymy.
A second attempt to describe the vocabulary of English in terms of lexical fields is the Longman Lexicon of Contemporary English. The most stricking difference between the two is the basis on which the lexical fields are determined.
 
15. DICTIONARY PROJECTS – CORPUS LEXICOGRAPHY
References: 
Svensen, B. (1993) : 236-249
Biber, D. (2001)
 
16. DICTIONARIES IN THE ELECTRONIC AGE
References: 
Carter, R. (1998): 150-183
Svensen, B. (1993) : 250-271
Biber, D. (2001)
machine-readable dictionaries

on-line dictionaries

lexical databases

corpus linguistics and lexicographic corpora

concordances

lexical density

lexical measurements

collocational and semantic software, etc.

 

4. LEXICOLOGY – LEXICOGRAPHY – SEMANTICS
References: 
Jackson, H. (2002) Lexicography, An Introduction, Routledge
Landau, S. (2001) 
Jackson, H. (1988): 239-250
Svensen, B. (1990):1-2, 
Zgusta, L. 1971,
Bratanić, M. 1989
defining terms, vocabulary vs. lexis/dictionary

lexicology vs. semantics (branches of linguistics): lexical form – lexical item & meaning

semantics: lexical semantics – pragmatic semantics

lexicography: art of dictionary making; linguistic discipline vs. profession

 
Jackson, H.: Lexicology, lexicography and semantics

Lexicology is a branch of linguistics concerned with the study of words as individual items. It deals with words and word forming metaphors. Consequently, there are two basic divisions of lexicology (by Ullman):

1) morphology – studies the forms of words

2) semantics – studies the meaning of words
Doroszewski makes the link with lexicography: lexicology represents the lexical underpinning of lexicography.

Lexicology needs to define what constitutes a lexical item, excluding grammatical variants and including multi-word items which constitute a single lexeme.

It must also provide criteria for deciding between homonymy and polysemy. It looks into borrowing, compounding and derivation, and notes how words become obsolete and archaic.

Questions such as: How many lexical fields are there and how do they interrelate? and questions that relate to the referential function of vocabulary are pertinent to the investigation of the structure of the vocabulary. Lexical field theory (investigating what lexemes exist for a particular semantic field, how they interrelate and differ in meaning from each other) is an area of lexicological theory that could develop considerably, but the advances may well come through its practical expression in thematic lexicography.
The external and internal meaning relations of words may also be considered parts of lexicology.

Paradigmatic and syntagmatic meaning relations contribute to the description of the meaning of a lexeme. Syntagmatic lexical relations are usually considered in terms of collocation. … The focus is on the co-occurrence of lexical items as items rather than on their referential function as such.

Semantics is the study of meaning.
Characterization of semantics may be seen as including the concerns of pragmatics.

There exist:

1) philosophical semantics – concerned with the logical properties of language and with the nature of formal theories, and the language of logic.

2) Linguistic semantics – concerned with all aspects of meaning in natural languages (from the meaning of utterance in context to that of sounds in syllables)

Lexical semantics is a branch of linguistics. It studies the meaning relation to words, including, both the meaning relations that words contract with each other, and the meaning relations that words have with extra-linguistic reality. There is no reason why we shouldn't include within lexical semantics the study of meaning in relation to lexical fields and to collocation.

In this sense, lexical semantics may be considered a division of lexicology.

Lexicography – used to refer to a profession but also to the principles that underlie the process of compiling and editing a dictionary. Many aspects of lexicography derive from lexicological theory. Lexicological concerns and theories are reflected in the way that words are described in dictionaries.
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